
HAL Id: hal-00189411
https://hal.science/hal-00189411

Submitted on 20 Nov 2007

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Characterizations of Total Dual Integrality
Edwin O’Shea, András Sebő

To cite this version:
Edwin O’Shea, András Sebő. Characterizations of Total Dual Integrality. 12th International IPCO
conference, 2007, Ithaca, United States. pp.382-396. �hal-00189411�

https://hal.science/hal-00189411
https://hal.archives-ouvertes.fr


Characterizations of Total Dual Integrality�

Edwin O’Shea1 and András Sebő2

1 Department of Mathematics, University of Kentucky, Lexington,
KY 40506-0027, USA
oshea@ms.uky.edu

2 CNRS, Laboratoire G-SCOP, 46, Avenue Félix Viallet, 38000 Grenoble 38031
Grenoble, Cedex 1, France

Andras.Sebo@g-scop.inpg.fr

Abstract. In this paper we provide new characterizing properties of
TDI systems. A corollary is Sturmfels’ theorem relating toric initial ide-
als generated by square-free monomials to unimodular triangulations. A
reformulation of these test-sets to polynomial ideals actually generalizes
the existence of square-free monomials to arbitrary TDI systems, pro-
viding new relations between integer programming and Gröbner bases of
toric ideals. We finally show that stable set polytopes of perfect graphs
are characterized by a refined fan that is a triangulation consisting only
of unimodular cones, a fact that endows the Weak Perfect Graph Theo-
rem with a computationally advantageous geometric feature. Three ways
of implementing the results are described and some experience about one
of these is reported.

1 Introduction

Let A = [a1 a2 · · ·an] ∈ Z
d×n and assume that A has rank d. With an abuse

of notation the ordered vector configuration consisting of the columns of A will
also be denoted by A. For every σ ⊆ [n] := {1, . . . , n} we have the d×|σ| matrix
Aσ given by the columns of A indexed by σ. Let cone(A), ZA and NA denote
the non-negative real, integer and non-negative integer span of A respectively
and assume that ZA = Z

d.
Fixing c ∈ R

n, for each b ∈ R
d the linear program (or primal program)

LPA,c(b) and its dual program DPA,c(b) are defined by

LPA,c(b) := minimize { c · x : Ax = b, x ≥ 0 }

and DPA,c(b) := maximize {y · b : yA ≤ c }. Let Pb and Qc denote the
feasible regions of LPA,c(b) and DPA,c(b) respectively. Note that the linear
program LPA,c(b) is feasible if and only if b ∈ cone(A). We refer to Schrijver
[21] for basic terminology and facts about linear programming.
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The integer program is defined as

IPA,c(b) := minimize { c · x : Ax = b, x ∈ N
n }.

We say that c ∈ R
n is generic for A if the integer program IPA,c(b) has a unique

optimal solution for all b ∈ NA. In this case, each linear program LPA,c(b) also
has a unique optimal solution for all b ∈ cone(A) but the converse is not true
in general. (However, for TDI systems the two are equivalent.)

The system yA ≤ c is totally dual integral (TDI) if LPA,c(b) has an integer
optimal solution x ∈ N

n for each b ∈ cone(A) ∩ Z
d. In other words, the system

yA ≤ c is TDI exactly if the optima of LPA,c(b) and of IPA,c(b) coincide for all
b ∈ cone(A) ∩ Z

d. This is a slight twist of notation when compared to habits in
combinatorial optimization: we defined the TDI property for the dual problem.
We do this in order to be in accordance with notations in computational algebra.

Totally dual integral (TDI) systems of linear inequalities play a central role
in combinatorial optimization. The recognition of TDI systems and the task of
efficiently solving integer linear programs constrained by TDI systems of inequal-
ities and their duals are among the main challenges of the field. This problem
is open even for generic systems (Problem 1). Recent graph theory results of
Chudnovsky, Cornuéjols, Xinming and Vušković [7] allows one to recognize TDI
systems with 0−1 coefficient matrices A and right hand sides b. However, solving
the corresponding dual pair of integer linear programs (including the coloration
of perfect graphs) in polynomial time with combinatorial algorithms remains
open even in this special case.

In Section 2, new characterizing properties of TDI systems are provided. These
properties involve tools from both combinatorial optimization and computational
algebra. Section 3 specializes these results to integral set packing polytopes.
Finally, Section 4 will exhibit the utility of the computational algebraic tools in
recognizing TDI systems.

If A is a matrix whose first d× (n− d) submatrix is a 0− 1 matrix and whose
last d × d submatrix is −Id, and c is all 1 except for the last d coordinates
which are 0, then DPA,c(b) is called a set packing problem, and Qc a set packing
polytope. We will show that if the set packing polytope is integral then the
lexicographic perturbation technique of linear programming can be used to make
the set packing polytope non-degenerate while keeping TDI-ness. This means
that the normal fan of the set packing polytope has a refinement which is a
unimodular triangulation, and this does not hold for TDI systems in general.

The remainder of this introduction is devoted to providing some background.
A collection of subsets {σ1, . . . , σt} of [n] will be called a regular subdivision of

A if there exists c ∈ R
n, and z1, . . . , zt ∈ R

d, such that zi · aj = cj for all j ∈ σi

and zi ·aj < cj for all j /∈ σi. The sets σ1, . . . , σt are called the cells of the regular
subdivision and the regular subdivision is denoted by Δc(A) = {σ1, . . . , σt} or
simply Δc when A is unambiguous.

Equivalently, regular subdivisions are simply capturing complementary slack-
ness from linear programming. Namely, a feasible solution to LPA,c(b) is optimal
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if and only if the support of the feasible solution is a subset of some cell of Δc.
Geometrically, Δc can be thought of as a partition of cone(A) by the inclusion-
wise maximal ones among the cones cone(Aσ1 ), . . . , cone(Aσt); each such cone
is generated by the normal vectors of defining inequalities of faces of Qc, each
maximal cell indexes the set of normal vectors of defining inequalities of a vertex
(or minimal face) of Qc. So the regular subdivision Δc is geometrically realized
as the normal fan of Qc.

A regular subdivision of A is called a triangulation if the columns of each Aσi

are linearly independent for all i = 1, . . . , t. Note that a regular subdivision Δc

is a triangulation if and only if every vertex is contained in exactly d facets;
that is, the polyhedron Qc is simple, or, non-degenerate. A triangulation Δc is
called unimodular if det(σi) = ±1 for each maximal cell of Δc. The refinement
of a subdivision Δc of A is another subdivision Δc′ of A so that each cell of
Δc′ is contained in some cell of Δc. A vector configuration B ⊂ Z

d is a Hilbert
basis if NB = cone(B) ∩ Z

d. Note that if for some c ∈ R
n Δc is a unimodular

triangulation of A then Cramer’s rule implies that A itself is a Hilbert basis.
A simple but helpful characterization of the TDI property in terms of the

Hilbert basis property of regular subdivisions has been provided by Schrijver [21].
We prove another elementary characterization in Section 2 in terms of test-sets:

Let IPA,c := {IPA,c(b) : b ∈ NA} denote the family of integer programs
IPA,c(b) having a feasible solution. Informally, a test set for the family of integer
programs IPA,c is a finite collection of integer vectors, called test vectors, with
the property that any non-optimal feasible solution can be improved (in objective
value) by subtracting a test vector from it. Test sets for the family of integer
programs IPA,c were first introduced by Graver [13].

Theorem 1 (one of the equivalences). A system of linear inequalities is TDI if
and only if its coefficient vectors form a Hilbert basis, and there exists a test set
for IPA,c where all test vectors have positive entries equal to 1, and a linearly
independent positive support.1

This simple result has the virtue of presenting a not too big test-set: there is
at most one test-vector for each at most d element subset of {1, . . . , n}, so the
number of test-vectors is O(nd). This will allow to deduce shortly Cook, Lovász
and Schrijver’s result on testing for TDI in fix dimension, providing a short proof
for this result.

It also has the other virtue that it has a nice and useful reformulation to
polynomial ideals. This reformulation generalizes a well-known algebraic result
proved by Sturmfels [26, Corollary 8.9] relating toric initial ideals to unimod-
ular triangulations. The basic connections between integer programming and
1 In oral and electronic communication the condition on test-sets was replaced by the

following still equivalent condition: “A system of linear inequalities is TDI if and only
if the coefficient vectors form a Hilbert basis, and there exists an integer dual solution
for objective functions that are sums of linearly independent coefficient vectors”,
implying TDI test in fix dimension [5], in practically all interesting cases. This is
just another wording of Applegate, Cook and McCormick’s Theorem 2 (Operations
Research Letters 10 (1991) 37–41), as we learnt from several colleagues.
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computational algebra was initiated by Conti and Traverso [3] and studied by
Sturmfels and Thomas, Weismantel and Ziegler and further explained from var-
ious viewpoints in [26], [25], [27] and [28]. Knowledge of this algebraic viewpoint
will not be assumed and a useful part will be described in Section 2.

In Section 3 we show that the converse of the following fact (explained at
the end of Section 2) holds for normal fans of integral set packing polytopes: if
c, c′ ∈ R

n are such that Δc′ is a refinement of Δc, where Δc′ is a unimodular
triangulation, then yA ≤ c is TDI. In general, the converse does not hold.
Thus Schrijver’s above mentioned result cannot necessarily be strengthened by
asserting a unimodular refinement of A. In general, the most that is known in
this direction is the existence of just one full dimensional subset of the columns
of A which is unimodular [11]. Not even a “unimodular covering” of a Hilbert
basis may be possible [1]. However, the converse does hold for normal fans of
integral set packing polytopes. More precisely, the main result of Section 3 is the
following:

Theorem 2. Given a set-packing problem defined by A and c, Qc has integer
vertices if and only if there exists c′ such that Δc′ is a refinement of the normal
fan Δc of Qc, where Δc′ is a unimodular triangulation.

The proof relies on the basic idea of Fulkerson’s famous “pluperfect graph theo-
rem” [12] stating that the integrality of such polyhedra implies their total dual
integrality in a very simple “greedy” way. Chandrasekaran and Tamir [2] and
Cook, Fonlupt and Schrijver [4] exploited Fulkerson’s method by pointing out
its lexicographic or advantageous Caratheodory feature. In [23, §4] it is noticed
with the same method that the active rows of the dual of integral set packing
polyhedra (the cells of their normal fan) have a unimodular subdivision, which
can be rephrased as follows: the normal fan of integral set packing polyhedra has a
unimodular refinement. However, the proof of the regularity of such a refinement
appears for the first time in the present work.

These results offer three methods for recognizing TDI systems, explained and
illustrated in Section 4.

2 TDI Systems

In this section we provide some new characterizations of TDI systems. We show
the equivalence of five properties, three polyhedral (one of them is the TDI
property) and two concern polynomial ideals. A third property is also equivalent
to these in the generic case.

While the proofs of the equivalences of the three polyhedral properties use
merely polyhedral arguments, the last among them – (iii) – has an appealing
reformulation into the language of polynomial ideals. Therefore, we start this
section by introducing the necessary background on polynomial ideals; namely,
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toric ideals, their initial ideals and Gröbner bases. The characterizations of TDI
systems involving polynomial ideals are useful generalizations of known results
in computational algebra. See [8] and [26] for further background.

An ideal I in a polynomial ring R := k[x1, . . . , xn] is an R-vector subspace
with the property that I · R = I. It was proven by Hilbert that every ideal is
finitely generated. That is, given an ideal I there exists a finite set of polynomials
f1, . . . , ft ∈ I such that for every f ∈ I there exists h1, . . . , ht ∈ R with f =
h1f1 + · · ·+ htft. We call such a collection f1, . . . , ft ∈ I a generating set for the
ideal I and denote this by I = 〈f1, . . . , ft〉. For the monomials in R we write
xu = xu1

1 · · ·xun
n for the sake of brevity. We call u the exponent vector of xu.

A monomial xu is said to be square-free if u ∈ {0, 1}n. An ideal is called a
monomial ideal if it has a generating set consisting only of monomials. For any
ideal J of R, mono(J) denotes the largest monomial ideal in R contained in J .
Alternatively, mono(J) is the ideal generated by all monomials in J . There is an
algorithm [20, Algorithm 4.4.2] for computing the generators of the monomial
ideal mono(J).

Every weight vector c ∈ R
n induces a partial order 
 on the monomials in R

via xu 
 xv if c ·u ≥ c ·v. If c ∈ R
n where 1 is the monomial of minimum c-cost

(that is, c · u ≥ 0 for every monomial xu), then we can define initial terms and
initial ideals. Given a polynomial f =

∑
u∈Nn ruxu ∈ I the initial term of f with

respect to c, is denoted by inc(f), and equals the sum of all ruxu of f , where c·u
is maximum. The initial ideal of I with respect to c is defined as the ideal in R
generated by the initial terms of the polynomials in I: inc(I) := 〈 inc(f) : f ∈ I 〉.
A Gröbner basis of an ideal I with respect to c, is a finite collection of elements
g1, . . . , gs in I such that inc(I) = 〈 inc(g1), inc(g2), . . . , inc(gs) 〉. Every Gröbner
basis is a generating set for the ideal I.

If inc(I) is a monomial ideal then a Gröbner basis is reduced if for every i �= j,
no term of gi is divisible by inc(gj). The reduced Gröbner basis is unique. In this
case, the set of monomials in inc(I) equal {xu : u ∈ U} with U := D+N

n where
D is the set of exponent vectors of the monomials inc(g1), inc(g2), . . . , inc(gs).
Dickson’s lemma states that sets of the form D + N

n, where D is arbitrary have
only a finite number of minimal elements (with respect to coordinate wise in-
equalities). This is an alternative proof to Hilbert’s result that every polynomial
ideal is finitely generated. In this case, the Gröbner basis also provides a gen-
eralization of the Euclidean algorithm for polynomial rings with two or more
variables called Buchberger’s algorithm (see [8]). This algorithm solves the ideal
membership problem: decide if a given polynomial is in an ideal or not. However,
a Gröbner basis for an ideal can have many elements (relative to a minimal
generating set for the ideal).

The toric ideal of A is the ideal IA = 〈xu − xv : Au = Av, u,v ∈ N
n 〉

and is called a binomial ideal since it is generated by polynomials having at
most terms. Every reduced Gröbner basis of a toric ideal consists of binomials.
A toric initial ideal is any initial ideal of a toric ideal. The following lemma is a
natural connection between integer programming and toric initial ideals.
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Lemma 1. [20, Lemma 4.4.7] Let A ∈ Z
d×n and c ∈ R

n. Then the monomial
ideal mono(inc(IA)) is equal to

〈xω : ω ∈ N
n is non-optimal solution for IPA,c(Aω) 〉.

One direction of the proof of Lemma 1 is straightforward: let ω be a non-optimal
solution, and ω′ an optimal solution to IPA,c(Aω). Then xω − xω′ ∈ IA is a
binomial with xω as its initial term with respect to c and xω is a monomial in
mono(inc(IA)). Our proof of the converse made essential use of Gröbner bases,
and was longer, it is intuitive enough to be used without proof with the reference
[20, Lemma 4.4.7] in the background.

A test set for the family of integer programs IPA,c is a collection of integer
vectors {v+

i − v−
i : Av+

i = Av−
i , v+

i ,v−
i ∈ N

n, i = 1, . . . , s} with the property
that u is a feasible, non-optimal solution to IPA,c(b) if and only if there exists an
i, 1 ≤ i ≤ s, such that u−(v+

i −v−
i ) ≥ 0. We can now state our characterizations:

Theorem 1. Fix A ∈ Z
d×n and c ∈ R

n, where A is a Hilbert basis. The follow-
ing statements are equivalent:

(i) The system yA ≤ c is TDI.
(ii) The subconfiguration Aσ of A is a Hilbert basis for every cell σ in Δc.
(iii) There exists a test-set for IPA,c where all the positive coordinates are equal

to 1, the positive support consists of linearly independent columns, (and the
negative support is a subset of a cell of Δc).

(iv) The monomial ideal 〈xω : ω ∈ N
n is not an optimal solution for IPA,c(Aω) 〉

has a square-free generating set.
(v) The monomial ideal generated by the set of monomials in inc(IA) has a

square-free generating set, that is, mono(inc(IA)) has a square-free generat-
ing set.

Proof. (i) is equivalent to (ii) : This is well-known from Schrijver’s work, (see
for instance [21]), but we provide the (very simple) proof here for the sake of
completeness: Suppose the system yA ≤ c is TDI, and let σ ∈ Δc. We show that
Aσ is a Hilbert basis. Let b ∈ cone(Aσ). Since the optimal solutions for LPA,c(b)
are exactly the non-negative combinations of the columns of Aσ with result b,
the TDI property means exactly that b can also be written as a non-negative
integer combination of columns in Aσ, as claimed.

(ii) implies (iii) : Suppose (ii) holds true for Δc of A. For every τ ⊆ [n] with τ
not contained in any cell of Δc, let bτ :=

∑
i∈τ ai = A(

∑
i∈τ ei). Since τ is not

contained in any cell of Δc, there exists an optimal solution βτ to LPA,c(bτ )
with c · βτ < c ·

∑
i∈τ ei. By the optimality of βτ we must have supp(βτ ) ⊆ σ

for some σ a cell of Δc. Since (ii) holds Aσ is a Hilbert basis for every cell of Δc

and therefore βτ can be chosen to be an integral vector. Let

TA,c := {
∑

i∈τ

ei − βτ : τ not contained in any cell ofΔc }.
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We claim that TA,c is a test set for IPA,c. Suppose b ∈ Z
d and ω ∈ N

n satisfies
Aω = b. That is, ω is a feasible solution to LPA,c(b).

If ω is an optimal solution then supp(ω) is contained in a cell in Δc. Thus no
vector in TA,c can be subtracted from it and remain in N

n. Conversely, if ω is not
an optimal solution to LPA,c(b) then supp(ω) ⊆ [n] is not contained in any cell σ
of Δc and so by basic linear programming there exists τ ⊆ supp(ω), Aτ is linearly
independent which is also not contained in any cell. ω − (

∑
i∈τ ei − βτ ) ≥ 0.

Note that this integer vector is cheaper than ω with respect to c.

(iii) implies (i): Suppose (iii) is true but for some b ∈ cone(A) the linear
program LPA,c(b) does not have an integer optimal solution. Let ω ∈ N

n be the
optimal solution to the integer program IPA,c(b) and let α/D be the optimal
solution to LPA,c(b) where α ∈ N

n, and D is a positive integer. Since LPA,c(b)
does not have an integer optimal solution, we have c · α/D < c · ω. This also
implies that Dω is not an optimal solution to IPA,c(Db).

By (iii) there exists a test set for solving the integer program IPA,c(Db) and so
there exists a γ+−γ− with γ+ ∈ {0, 1}n and γ− ∈ N

n such that c·(γ+−γ−) > 0
and with Dω − (γ+ − γ−) ∈ N

n. Hence, supp(γ+) ⊆ supp(Dω) = supp(ω).
Since the value of all elements in γ+ is 0 or 1 then we also have ω ≥ γ+, so
ω−(γ+−γ−) ∈ N

n is also a feasible solution to IPA,c(b) with c·(ω−(γ+−γ−)) <
c · ω, in contradiction to the optimality of ω.

(iii) is equivalent to (iv): Both (iii) and (iv) can be reformulated as follows:
If ω ∈ N

n is not an optimal solution to LPA,c(Aω) then the vector ω′ defined
as ω′

i := 1 if i ∈ supp(ω) and 0 otherwise is also a non-optimal solution to
LPA,c(Aω′).

(iv) is equivalent to (v): This is a special case of Lemma 1. �

Recall that we defined c ∈ R
n to be generic with the first of the following

conditions, but the others are also equivalent to the definition [28]:

– The integer program IPA,c(b) has a unique optimal solution for all b ∈ NA.
– The toric initial ideal inc(IA) is a monomial ideal.
– There exists a Gröbner basis {xu+

1 −xu−
1 , . . . ,xu+

s −xu−
s } of IA with c ·u+

i >
c · u−

i for each i = 1, . . . , s.

In the generic case, by Cramer’s rule, (ii) is equivalent to Δc being a unimod-
ular triangulation which gives the following corollary.

Corollary 1. (Sturmfels) [26, Corollary 8.9] Let A ∈ Z
d×n and let c ∈ R

n be
generic with respect to A. Then Δc is a unimodular triangulation if and only if
the toric initial ideal inc(IA) is generated by square-free monomials.

Still concerning generic c it is worth to note the following result of Conti and
Traverso which provides another connection between integer linear programming
and Gröbner bases. Here we think of an element xv+ − xv−

in the reduced
Gröbner basis as a vector v+ − v−.
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Proposition 1. (Conti-Traverso) [2] – see [29, Lemma 3] If IPA,c(b) has a
unique optimal solution for every b ∈ NA then the reduced Gröbner basis is a
minimal test set for the family of integer programs IPA,c.

This proposition means for us that in the generic case the following (vi) can be
added to Theorem 1:

(vi) The initial terms in the reduced Gröbner basis are square-free.
In particular, in the generic case of condition (iii) of Theorem 1 the unique

inclusion wise minimal test set is defined by the reduced Gröbner basis, which,
by (vi) has only square-free terms initial terms.

As is typically the case in combinatorial optimization, the cost vector c is not
generic for A. Theorem 1 was found by a desire to generalize Sturmfels’ theorem.
In the rest of this section we study the limits of profiting from the advantages
of the generic case by refinement. ¿From the implication “(ii) implies (i)” we
immediately get the following:

Proposition 2. If c, c′ ∈ R
n are such that Δc′ of A is a refinement of Δc of

A, where Δc′ is a unimodular triangulation of A, then yA ≤ c is TDI.

Clearly, the unimodular triangulation does not even need to be regular – a uni-
modular cover of the cells is actually enough as well for verifying – by Cramer’s
rule – that Aσ is a Hilbert basis, and therefore (ii) holds. We are interested
in the converse of Proposition 2, that is, the existence of such a c′ for every
TDI system. In general such a converse does not hold. It is not even true that
a Hilbert basis has a unimodular partition or a unimodular covering [1]. This
counterexample [1] inspires two important remarks. First, it cannot be expected
that the equivalence of (i) and (v) can be reduced to Sturmfels’ generic case,
even though square-free generating sets exist for general TDI systems as well.
Secondly, it should be appreciated that the converse of this remark does hold in
the important set packing special case, as we will see in the next Section 3.

3 Set Packing

Let a set packing problem be defined with a matrix A and vector c, and recall
c := (1,0) ∈ R

n, where the last d entries of c are 0. If the set packing polytope
Qc has integer vertices then the matrix A and the polytope Qc are said to be
perfect. (We will not use the well-known equivalence of this definition with the
integer values of optima: this will follow.) Lovász’ (weak) perfect graph theorem
[16] is equivalent to: the matrix A defining a set packing polytope is perfect if
and only if its first (n − d) columns form the incidence vectors (indexed by the
vertices) of the inclusion wise maximal complete subgraphs of a perfect graph.

A polyhedral proof of the perfect graph theorem can be split into two parts:
Lovász’ replication lemma [16] and Fulkerson’s pluperfect graph theorem [12]. The
latter states roughly that a set packing polytope with integer vertices is described
by a TDI system of linear inequalities. In this section we restate Fulkerson’s result
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in a sharper form: there is a unimodular regular triangulation that refines the
normal fan of any integral set packing polytope. We essentially repeat Fulkerson’s
proof, completing it with a part that shows unimodularity along the lines of the
proof of [23, Theorem 3.1]. The following theorem contains the weak perfect
graph theorem and endows it with an additional geometric feature. Denote the
common optimal value of LPA,c(b) and DPA,c(b) by γc(b). Note that γc is a
monotone increasing function in all of the coordinates.

Theorem 2. Let Qc be a set packing polytope defined by A and c. Then there
exists a vector ε ∈ R

n such that c′ := (1,0) + ε defines a regular triangulation
Δc′ refining Δc, and this triangulation is unimodular, if and only if Qc is perfect.

We do not claim that the following proof of this theorem is novel. All essential
ingredients except unimodularity are already included in the proof of Fulker-
son’s pluperfect graph theorem [12]. Cook, Fonlupt and Schrijver [4] and Chan-
drasekaran, Tamir [2] both exploited the fact that the greedy way of taking
active rows leads to integer basic solutions in this case. The latter paper exten-
sively used lexicographically best solutions, which is an important tool in linear
programming theory, and this was used in observing the existence of a unimod-
ular refinement of the normal fan in [23]. This same lexicographic perturbation
is accounted for by the vector ε of Theorem 2, showing that the unimodular
refinement is regular. This motivated the following problem, thus containing
perfectness test:

Problem 1. [24] Given a d × n integer matrix A and an n dimensional integer
vector c, decide in polynomial time whether the normal fan of Qc consists only
of unimodular cones. Equivalently, can it be decided in polynomial time that Qc
is non-degenerate, and the determinant of Aσ is ±1 for all σ ∈ Δc.

Theorem 2 is a last step in a sharpening series of observations all having essen-
tially the same proof. We begin similarly, with the proof of Fulkerson’s pluperfect
graph theorem which will indicate what the c′ of Theorem 2 should be, and then
finish by showing that Δc′ is a unimodular triangulation.

Assume that A is a perfect matrix for the remainder of this section and that
c = (1,0) as before. For all b ∈ Z

d and column index i ∈ {1, . . . , n} let

λc,i(b) := max{xi : x is an optimal solution of LPA,c(b)}.

That is, λc,i(b) is the largest value of xi such that c·x is minimum under x ∈ Pb.
An additional remark: if σ is the minimal cell of Δc such b ∈ cone(Aσ), then

b−λc,i(b)ai ∈ cone(Aσ′ ) where σ′ ∈ Δc, σ′ ⊆ σ and the dimension of cone(Aσ′)
is strictly smaller than that of cone(Aσ). Furthermore, b − λai /∈ cone(Aσ) if
λ > λc,i(b).

For all b ∈ Z
d we show that λc,i(b) is an integer for every i = 1, . . . , n. This

is the heart of Fulkerson’s pluperfect graph theorem [12, Theorem 4.1]. We state
it here in a way that is most useful for our needs:
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Lemma 2. Suppose γc(b) ∈ Z for all b ∈ Z
d. If x is an optimal solution to

LPA,c(b) with xl �= 0 for some 1 ≤ l ≤ n, then there exists x∗ also optimal for
the same b, such that x∗

l ≥ 1.

Note that this lemma implies the integrality of λ := λc,l(b) for all l = 1, . . . , n:
if λ were not an integer then setting b′ := b − �λ�al we have λc,l(b′) = {λ}
where 0 ≤ {λ} := λ − �λ� < 1, contradicting Lemma 2.

Proof. Suppose x ∈ Pb with c · x = γ(b) and xl > 0 for some 1 ≤ l ≤ n. We
have two cases: either 1 ≤ l ≤ n − d or n − d + 1 ≤ l ≤ n.

If n − d + 1 ≤ l ≤ n then al = −el−(n−d) ∈ R
d and cl = 0. In this case, we

have γc(b) = γc(b+xlel−(n−d)) because replacing xl by 0 in x we get a solution
of the same objective value for the right hand side b + xlel−(n−d) which gives
γc(b) ≥ γc(b+xlel−(n−d)). The reverse inequality follows from the (coordinate-
wise) monotonicity of γc. But then

γc(b + el−(n−d)) ≤ γc(b + xlel−(n−d)) + 1 − xl = γc(b) + 1 − xl,

and since γc(b + el−(n−d)) is integer and 1 − xl < 1, we conclude that γc(b +
el−(n−d)) = γc(b).

So for any optimal x′ ∈ Pb+el−(n−d) where c · x′ = γc(b), letting x∗ :=
x′ + el−(n−d) ∈ Pb we have c · x∗ ≤ γc(b) and so x∗ is optimal and x∗

l ≥ 1.
On the other hand, suppose 1 ≤ l ≤ n − d. By the monotonicity of γc, and

noting that replacing xl in x by 0 we get a point in Pb−xlal
. This point has

objective value c · x − xl < c · x = γc(b), and so we have

γ(b − al) ≤ γ(b − xlal) < γ(b).

Since the left and right hand sides are both integer values then γ(b − al) ≤
γ(b) − 1. In other words, for any optimal x′ ∈ Pb−al

we have c · x′ ≤ γc(b) − 1.
Letting x∗ := x′ +el ∈ Pb we get c ·x∗ ≤ γc(b)−1+1 = γc(b) with x∗

l ≥ 1. �
Let us know define the appropriate c′ for the theorem, depending only on c.
Define c′ := c + ε ∈ R

n where εi := −(1/nn+2)i for each i = 1, . . . , n. Note that
the absolute value of the determinant of a {−1, 0, 1}-matrix cannot exceed nn.
It follows, by Cramer’s rule, that the coefficients of linear dependencies between
the columns of A are at most nn in absolute value, and then the sum of absolute
values of the coefficients between two solutions of an equation Ax = b for any
b ∈ R

n can differ by at most a factor of nn+2. After this observation two facts can
be immediately checked (this is well-known from courses of linear programming):

(i) Any optimal solution to LPA,c′(b) is also optimal for LPA,c(b).
(ii) If x′ and x′′ are both optimal solutions to LPA,c(b) then x′ is lexicograph-

ically bigger than x′′ (that is, the first non-zero coordinate of x′ − x′′ is
positive) if and only if c′ · x′ < c′ · x′′.

Fact (i) means that Δc′ refines Δc, and (ii) means that an optimal solution
to LPA,c′(b) is constructed by defining b0 := b and recursively

xi := λc,i(bi−1), bi := bi−1 − xiai.
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Furthermore, this optimum is unique and it follows that Δc′ is a triangulation.
We are now ready to prove Theorem 2.

Proof of Theorem 2. The necessity of the condition is straightforward: each vertex
y ∈ Qc satisfies the linear equation of the form yAσ′ = 1, where σ′ is a cell of
Δc′ , b ∈ cone(Aσ′ ) ⊆ cone(Aσ), σ ∈ Δc. Since the determinant of Aσ is ±1, by
Cramer’s rule, y is integer.

Conversely, we will prove the assertion supposing only that γc(b) is integer
for all b ∈ Z

d. (Note that then by the already proven easy direction we will
have proved from this weaker statement that Qc is perfect, as promised at the
definition of perfectness.)

Without loss of generality, suppose that b cannot be generated by less than
d columns of A, that is, the minimal cell σ of Δc such that b ∈ cone(Aσ) is a
maximal cell of Δc. That is, cone(Aσ) is d-dimensional. Because of fact (i), an
optimal solution to LPA,c′(b) will have support in σ and fact (ii) implies that
such an optimal solution is constructed as follows:

Let s1 := min{i : i ∈ σ} and xs1 := λc,s1 (b). Recursively, for j = 2, . . . , d let
sj be the smallest element in σ indexing a column of A on the minimal face of
cone(Aσ) containing

b −
j−1∑

i=1

xsiasi .

Since b is in the interior of cone(Aσ) then xsi > 0 for each i = 1, ..., d,
and by Lemma 2, these d xsi ’s are integer. Moreover, since the dimension of
cone(Aσ\{s1,...,si}) is strictly decreasing as i = 2, . . . , d progresses then

b −
d∑

i=1

xsiasi = 0

and, setting U := {s1, . . . , sd} ⊆ σ, we have the columns of AU are linearly
independent. Note that U is a cell of Δc′ and every maximal cell of Δc′ arises
in this fashion. We show that the matrix AU has determinant ±1.

Suppose not. Then the inverse of the matrix AU is non-integer, and from the
matrix equation (AU )−1AU =id we see that there exists a unit vector ej ∈ R

d

which is a noninteger combination of columns in AU :

d∑

i=1

xsiasi = ej .

For α ∈ R let {α} := α − �α�, and define:

d∑

i=1

{xsi}asi =: z

Clearly, z ∈ cone(AU ) and furthermore z ∈ Z
d since it differs from ej by an

integer combination of the columns of AU . So Lemma 2 can be applied to b := z:
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letting l := min{i : {xsi} �= 0} we see that λc,sl
(z) < 1 contradicting Lemma 2.

Hence both AU and (AU )−1 are integer, their determinant is ±1; since AU was
an arbitrary maximal cell of Δc′ , we conclude that Δc′ is unimodular. �
The argument concerning the inverse matrix replaces the use of parallelepipeds
(compare with [23, proof of Theorem 3.1]) that we wanted to avoid here to stay
in elementary terms.

Note that all the numbers in the definition of c′ are at most nn2
, so they have

a polynomial number of digits: the perturbed problem has polynomial size in
terms of the original one, reducing perfectness test to Problem 1.

4 Computation

In this section we wish to give an idea of how the results presented in this work
lead to practical algorithms. There are three essentially different approaches.

A first, general, elementary algorithm can be based on Theorem 1, or more
precisely on the proof of its Corollary ??. Indeed, the procedure described in
this corollary is a general algorithm for testing the TDI property in O(nd) time.
If d is fixed, it is a polynomial algorithm. This is very recent and has not yet
been implemented.

The equivalences of (i) and (v) in Theorem 1 along with an algorithm [20, Al-
gorithm 4.4.2] for computing the generators of the monomial ideal mono(inc(IA))
permit us to detect TDI using algebraic methods: the generators are square-free
if and only if the system yA ≤ c is TDI.

This algorithm works for all cost vectors, be they generic or non-generic, but it
is not yet implemented and our suspition is that mono(inc(IA)) could be rather
difficult to compute in the non-generic case. However, in the generic case, inc(IA)
is already a monomial ideal and can be attained in practice. In addition, even
if c is non-generic, it may have a generic perturbation yielding a unimodular
triangulation and then the toric initial ideals can be studied with respect to
the perturbed vector. Computing the toric initial ideal may be far easier than
investigating the unimodularity of the corresponding triangulation.

Let us have a look at one example of an A and c coming from a set packing
problem. A more efficient way of treating the data is at hand in the generic
case. Then we can use the computationally well studied reduced Gröbner bases
according to Proposition 1.

The perfect graph in Figure 1 with 21 maximal cliques on 20 vertices was
constructed by Padberg in [18]. The matrix A is a (20 × 41)-matrix and the
toric ideal IA lives in the polynomial ring k[a, . . . , u, v1, . . . , v20] where a, . . . , u
correspond to the maximal cliques of G (the first 21 columns of A) and where
v1, . . . , v20 correspond to the vertices of G (the ordered columns of −I20, the last
20 columns of A) as before.

The toric initial ideal with an appropriate perturbation has 61 elements, all
of which are square-free. The computation was carried out in Macaulay 2 [14]
(in less than 1 second) and its implementation can be seen in [17, Appendix A].
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Fig. 1. Padberg’s graph G with 21 maximal cliques on 20 vertices

However, we could (equivalently) have asked if a well-defined triangulation re-
fining Δc, was a unimodular triangulation. This is a far more exhausting task than
computing the monomial toric initial ideal. Because of the bijection between the
cells of Δc and the vertices of Qc, using PORTA [9] we computed that Qc had pre-
cisely 5901 vertices. Next, using TOPCOM [19] a number of these 5901 cells are each
refined into many pieces by the refinement. To confirm TDI, the determinant in-
dexed by each of the many refined cells would have to be computed.
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polyhedra, and integer programming, Beiträge Algebra Geom., 36, (1995), 281–298.
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Trends in Optimization (eds: S. Hoşten, J. Lee, R.R. Thomas) Proceedings of Sym-
posia in Applied Mathematics, 61, American Mathematical Society, Providence,
RI, 2004.

28. B. Sturmfels and R. R. Thomas, Variations of cost functions in integer pro-
gramming, Math. Programming 77, (1997), 357–387.

29. R. R. Thomas, Algebraic methods in integer programming, Encyclopedia of Op-
timization (eds: C. Floudas and P. Pardalos), Kluwer Academic Publishers, Dor-
drecht, 2001


	Introduction
	TDI Systems
	Set Packing
	Computation

