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Bloch wave homogenisation for spectral asymptotic analysis of the

periodic Maxwell operator

K. D. Cherednichenko∗ †, S. Guenneau‡

December 3, 2007

Abstract

This paper is devoted to the asymptotic behaviour of the spectrum of the three-dimensional Maxwell
operator in a bounded periodic heterogeneous dielectric medium T = [−T, T ]3, T > 0, as the structure
period η, such that η−1T is a positive integer, tends to 0. The domain T is extended periodically to the
whole of R

3, so that the original operator is understood as acting in a space of T-periodic functions.
We use the so-called Bloch wave homogenisation technique which, unlike the classical homogenisation
method, is capable of characterising a renormalised limit of the spectrum (called the Bloch spectrum).
The related procedure is concerned with sequences of eigenvalues Λη of the order of the square of the
medium period, which correspond to the oscillations of high-frequencies of order η−1. The Bloch-wave
description is obtained via the notion of two-scale convergence for bounded self-adjoint operators, and a
proof of the “completeness” of the limiting spectrum is provided.

Keywords: Electromagnetic waves, periodic structures, two-scale convergence, spectrum.

1 Introduction

The problem of determining the effective properties of a composite periodic medium in the context of
electrostatics is an old one, and has been studied extensively, starting with the paper [11] by Lorenz. However,
when the electric fields exhibit time-dependence one moves into the area of electromagnetism, which is a
less-developed subject, at least in the context of the effective response of periodic composite media. In
this respect it may be helpful to recall that although practitioners often make use of the traditional static
formulae in the dynamic regime, this technique, generally known as the “quasi-static limit”, tacitly relies on
a set of assumptions about the fields in the material; namely, that their wavelengths are long in comparison
with the typical size of heterogeneity. In this respect it seems to be of interest to investigate the material
response when the wavelengths and the average period of variations in the conducting properties become
comparable, thus inducing significant scale interactions. Whether the material then supports the imposed
oscillations, such as an externally applied electric signal, becomes a non-trivial question, requiring a new
averaging procedure of some sort.

There are several recent examples of similar kind, where the limiting procedure has exhibited a strong
dependence on the precise way in which the underlying length-scales become small, see e.g. [13], [17]. Most
of them are due to some sort of contrast in the properties at different points of the composite, which makes
it possible to have comparatively short waves in selected parts of the medium. It seems equally plausible
to imagine, however, that the external frequency is high enough already to warrant the existence of scale
interaction effects in the medium. Several works investigating this possibility have been written by Allaire
and Conca, in the context of fluid-solid structures [2], [4], as well as for a scalar elliptic equation with
Dirichlet boundary conditions [3]. The present paper deals with an analogous problem in the context of
electromagnetic waves. In order to avoid technical complications unrelated to the aim of the present study,
we restrict ourselves to the case of periodic boundary conditions, thus excluding a possibility of the emergence
of a “boundary layer spectrum”, see e.g. [3]. Throughout the paper we use bold type to denote various
spaces of vector functions, such as L2, or C∞

per; the subscript “per” will refer to the respective spaces of
periodic functions. Given an operator A, we use the notation σ(A) for its spectrum.

Consider an isotropic dielectric medium occupying the domain T = [−T, T ]3 ⊂ R
3 of fixed period 2T > 0,

which is extended periodically to R
3 and composed of (η−12T )3 periodicity cells with a small period η ∈ Ξ,
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where the set Ξ is defined by Ξ := {η > 0 : η−1T ∈ N}. Such a composite medium can be a model of what
is known as the photonic crystal [16]. The analysis of electromagnetic modes in such a medium amounts to
looking for pairs1 (Λη,Hη) ∈ IR+ ×Hper(curl,T), Hη 6≡ 0, such that

curl
(

ε−1(x, x/η)curlHη

)

= Λ−1
η Hη, (1.1)

where ε(x,x/η) is the (matrix) relative permittivity of the medium at the point x. The set of all first
elements Λη of such pairs is referred to as the spectrum of (1.1), and we denote it by ση. We assume that
ε(x,y) ∈ Cper

(

T, [L∞(Y )]9
)

, where Y := [0, 1]3, and that ε(x, y) ≥ I for a.e. (x,y) ∈ T × Y, which, in
the case when the medium is isotropic, means that ε(x,y) is bounded below at almost every point by the
permittivity of vacuum. It follows from the above two conditions that the operator in the left-hand side of
(1.1) is uniformly elliptic (or “coercive”). The equation (1.1) is understood in the weak sense, i.e.

∫

T

ε−1(x,x/η)curlHη(x) · curlϕ(x)dx = Λ−1
η

∫

T

Hη(x) · ϕ(x)dx

for any ϕ ∈ C∞
per(T). Note in particular that for any solution of (1.1) one has div Hη = 0.

In order to study the spectrum of (1.1) for each η ∈ Ξ, consider the Green operator Gη in L2(T) defined
for every f ∈ L2(T) by Gηf = uη, where uη is the unique solution (by the Lax-Milgram lemma, see e.g.
[10]) in Hper(curl,T) of the problem

curl
(

ε−1(x, x/η)curluη

)

+ uη = f . (1.2)

Clearly, Gη is self-adjoint and it can also be shown that it is compact, we can thus write σ(Gη) = {0, 1}⋃{Λ̃k
η}k≥1,

where for each η the sequence Λ̃k
η converges to 0 as k → ∞. In the above union we include every eigenvalue as

many times as is its multiplicity, so that to each Λ̃k
η is associated a normalised eigenfunction2 uk

η ∈ L2
sol(T)

such that ‖uk
η‖L2(T) = 1 and the family {uk

η}k≥1 is an orthonormal basis of L2
sol(T). The eigenvalues Λ̃k

η are

related to the eigenvalues of (1.1) by the formula Λ̃k
η = (Λk

η + 1)−1Λk
η.

The aim of this paper is to study the asymptotic behaviour of the spectrum ση when the period η goes to
zero along the set Ξ. In what follows we focus on high frequencies, but it seems worth giving an outline of the
main result for the “low-frequency” limit. In this case it is known (see e.g. [9], [8]) that when f ∈ L2(T), the
solutions uη of (1.2) converge strongly in L2(T) to a limit uhom, which is a unique solution in Hper(curl,T)
of the homogenised problem:

curl
(

ε−1
hom(x)curluhom

)

+ uhom = f , (1.3)

where the effective matrix εhom(x) is given by3

εhom(x)ξ · ξ = inf
Φ∈H1

per(Y )

∫

Y

ε(x, y)
(

ξ + ▽Φ(y)
)

·
(

ξ + ▽Φ(y)
)

dy (1.5)

for any ξ ∈ R
3.

Further, as η → 0, the restrictions to L2
sol(T) of the operators Gη converge in norm to the restriction to

L2
sol(T) of the limit operator G defined for every f ∈ L2(T) by Gf = uhom, where uhom is the solution of

(1.3). This fact follows from the weak compactness of the unit ball in L2(T) and the above mentioned result
that when a sequence of fη ∈ L2

sol(T) weakly converges to f ∈ L2
sol(T) one has the strong convergence in

L2(T) of Gηfη to Gf . [The proof of an analogous statement can be found in [3, Theorem 2.2].] Clearly, G is a

compact self-adjoint operator and one has σ(G) = {0, 1}⋃{Λ̃k}k≥1, where the eigenvalues Λ̃k are listed in the

decreasing order and limk→+∞ Λ̃k = 0. The min-max principle (see e.g. [7]) implies that |Λ̃k
η−Λ̃k| ≤ ‖Gη−G‖.

Therefore, the above convergence in norm yields the convergence of each individual eigenvalue Λ̃k
η labelled

in the decreasing order, and therefore of each eigenvalue Λk
η of (1.1). In particular, when η → 0, the set

1The space Hper(curl,T) is defined as the closure of the set C∞
per(T) of T-periodic infinitely smooth vector functions ϕ

with respect to the norm ‖ϕ‖
L2(T) + ‖curlϕ‖

L2(T).
2The space L2

sol(T) is defined to consist of those functions in L2(T) whose divergence vanishes, with the Hilbert structure
induced from L(T). Denote by H1

per(T) the closure of C∞
per(T) in the norm ‖ϕ‖L2(T) + ‖∇ϕ‖

L2(T). Then the divergence divu

of a vector function u ∈ L2(T) is a functional on H1
per(T) defined by the formula 〈divu, ϕ〉 = −

R

T
u(x) · ∇ϕ(x)dx.

3This representation is consistent with the classical homogenisation result in two dimensions for a sequence uη = u3
η(x1, x2)e3

(transverse electric polarisation), involving the inverse of the matrix ε(x, y) in the definition (1.5), see [18]. This can be obtained
by examining the dual form of (1.5) associated to ε−1

hom(x) :

ε−1
hom(x)ξ · ξ = inf

Ψ∈Hper(curl,Y )

Z

Y

ε−1(x, y)
“

ξ + curlΨ(y)
”

·
“

ξ + curlΨ(y)
”

dy. (1.4)
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ση converges (in the Hausdorff sense4) to
{

(1 − Λ)−1Λ : Λ ∈ σ(G)
}

. However, this convergence result alone

does not say anything about the asymptotic behaviour of sequences of eigenvalues Λ
k(η)
η when η → 0, where

k(η) → ∞ (which corresponds to high frequencies Λ−1
η ), and this is the issue that we address in the present

work. It turns out that the behaviour of the eigenvalues Λη as η → 0 depends on the way they are scaled
with η. In particular, three different limiting operators can be constructed, depending on whether the limit
of η−2Λη is finite, infinite, or zero. The first case, which is of greatest interest in applications, corresponds
to a limiting operator with a band-gap spectrum.

We now outline the plan of the paper. In Section 2, we recall the concept of two-scale convergence for
sequences in L2(T) and adapt it to sequences of bounded self-adjoint operators. In Sections 3 and 4, we
characterise the limit spectrum of the type limη→0 η−2ση. Following [3], we will study the eigenvalues of
order η2. Via a change of spectral parameter in (1.1), we look for pairs (µη, Hη) ∈ IR+ × Hper(curl,T),
Hη 6≡ 0, such that

η2curl
(

ε−1(x, x/η)curlHη

)

+ Hη = µ−1
η Hη. (1.6)

This transformation of (1.1) into (1.6) keeps unchanged the eigenfunctions and changes the eigenvalues Λη

to µη = (η2 + Λη)−1Λη, ensuring that µη ∼ 1 if Λη ∼ η2.
The problem (1.6) generates an operator Sη ∈ L(L2(T)) defined for each f ∈ L2(T) by Sηf = vη, where

vη is the unique solution in Hper(curl,T) of the problem

η2curl
(

ε−1(x,x/η)curlvη

)

+ vη = f .

It can be shown that Sη converge weakly to the identity operator, but this fact does not provide any
information on the behaviour of the spectra of Sη. The latter issue can be handled using the notion of two-
scale convergence [1], whereby the limit operator SK defined for every K ∈ N acts on the space L2(T×KY ).
The (renormalised) limit of ση will then be determined by studying the spectra σ(SK), K ∈ N, via the Bloch
wave decomposition. For this, we introduce a family of limit problems, whereby for every (x, θ) ∈ T × Y ,
we look for pairs (µ(x, θ),v(y)) ∈ R

+ ×Hper(curl, Y ) satisfying the equation

curly

(

ε−1(x,y)curly
(

v(y)e2πiθ·y)

)

+ v(y)e2πiθ·y = µ(x,θ)−1v(y)e2πiθ·y . (1.7)

For the spectrum σ(x, θ) of the problem (1.7) we have σ(x, θ) = {0, 1}⋃{µk(x, θ)}k≥1, where the sequence
µk(x, θ) converges to 0. It can be shown that for each fixed k, the eigenvalue µk(x, θ) is a continuous function
of (x, θ) (cf. [3]). We then define the Bloch spectrum (band spectrum) by

σBloch := {0, 1} ∪
⋃

k≥1

[

min
(x,θ)∈T×Y

µk(x, θ), max
(x,θ)∈T×Y

µk(x, θ)
]

(1.8)

Note that σBloch is the spectrum of a non-compact operator that maps every vector-function f(x, y) ∈
L2(T × Y ) to the solution w(x,y) ∈ L2

(

T,Hper(curl, Y )
)

of

curly
(

ε−1(x,y)curlyw(x, y)
)

+ w(x, y) = f(x, y) a.e. x ∈ T. (1.9)

In Section 5 we characterise the limit spectrum for other scalings. An appropriate multi-scale generalisa-
tion of the two-scale convergence method [5] is used to study the spectra of the types a−2

η ση, where aη ≫ η
or aη ≪ η. Section 6 is devoted to numerical illustration of the spectrum convergence result in the “critical”
case aη ∼ η. Finally, the Appendix contains some of the technical material related to the results of the paper.

2 Two-scale convergence for operators

The notion of two-scale convergence was introduced by Nguetseng and Allaire (see [12], [1]) for sequences of
bounded vector functions in L2-norm. In what follows, we recall its definition, some of it basic properties
and adapt it to sequences of bounded self-adjoint operators, see also [8].

Definition 1. Consider a bounded set T ⊂ R
N and an integer K ∈ N.

i) A vector function ϕ ∈ L2(T × KY ) is said to be admissible if the functions ϕη(x) = ϕ(x, x/η),
η ∈ (0, 1], are uniformly bounded in L2(T) and satisfy the condition

lim
η→0

∫

T

∣

∣ϕη(x)
∣

∣

2
dx =

1

KN

∫

T

∫

KY

∣

∣ϕ(x, y)
∣

∣

2
dydx.

4We say that ση converges to σ in the Hausdorff sense if max{supλ1∈ση
infλ2∈σ |λ1 − λ2|, supλ2∈σ infλ1∈ση

|λ1 − λ2|} → 0
as η → 0.
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ii) Denote by η a sequence of positive numbers converging to zero. A sequence uη of functions in L2(T)
is said to weakly two-scale converge to u0(x, y) ∈ L2(T × KY ), in which case we write uη⇀⇀u0, if for any
admissible ψ e.g. ψ(x, y) ∈ C

(

T, C∞
per(KY )

)

, one has

lim
η→0

∫

T

u(x) · ψ(x, x/η)dx =
1

KN

∫

T

∫

KY

u0(x, y) · ψ(x, y)dydx.

iii) A sequence uη of functions in L2(T) is said to strongly two-scale converge to u0(x, y) ∈ L2(T×KY ),
and we write uη→→u0, if any of the two equivalent statements holds:

a)

uη⇀⇀u0 and lim
η→0

∫

T

∣

∣uη(x)
∣

∣

2
dx =

1

KN

∫

T

∫

KY

∣

∣u0(x, y)
∣

∣

2
dydx;

b) For any sequence vη such that vη ⇀⇀ v ∈ L2(T),
∫

T

uη(x) · vη(x)dx
η→0−→ 1

KN

∫

T

∫

KY

u0(x, y) · v(x,y)dydx.

iv) A sequence Sη of operators in L2(T) is said to strongly two-scale converge to an operator S in
L2(T × KY )) if for any sequence fη ∈ L2(T) such that fη →→ f ∈ L2(T × KY ) one has Sηfη →→ Sf .

The crucial property of the two-scale convergence that makes it useful in studying elliptic PDEs is the
compactness of bounded sets in L2(T), see e.g. [1]. The usual argument therefore is to establish a bound
on a solution sequence and then infer an equation on the limit of its subsequence. The notion of two-scale
operator convergence, in turn, allows one to simplify the derivation of the associated spectral convergence. In
fact, given a sequence of bounded linear self-adjoint operators Sη, one can state the following result on strong
two-scale convergence for the families of the associated spectral projections {Eλ(Sη)}λ∈R (cf. [8]). We recall
that for a given operator A, the function Eλ(A) is non-decreasing, upper semi-continuous, non-negative, and
satisfies the identity Eλ(A)Eµ(A) = Emin{λ,µ}(A) for any λ, µ ∈ R (see e.g. [7], [14]).

Lemma 1. Let Sη be a sequence of bounded linear self-adjoint operators in L2(T) that strongly two-scale
converges to an operator S in L2(T×KY ). Then S is linear and self-adjoint, and for any µ ∈ R that is not
an eigenvalue of S, one has Eµ(Sη) →→ Eµ(S) as η → 0.

Proof. Without loss of generality, we can assume that µ = 0, for otherwise, the sequence Sη − µI can be
considered. The linearity and self-adjointness of S is clear from that of Sη and the fact that Sη two-scale
converge to S. Further, for any sequence fη ∈ L2(T) such that fη →→ f ∈ L2(T×KY ) we have Sηfη →→ Sf

and S2
ηfη →→ S2f . It is clear that by iterating this procedure we prove that for any polynomial P the

convergence P (Sη) →→ P (S) holds as η → 0.
Since the operators Sη, η ∈ Ξ, are bounded, and for any f ∈ L2(T), Sηf → Sf in L2(T), by the Banach-

Steinhaus theorem (see e.g. [7], [15]) Sη are uniformly bounded. Hence, there exists a constant C > 0 such
that ση ⊂ [−C,C] for any η ∈ (0, 1], and by the spectral theorem the operators Sη, η ∈ (0, 1], and S can
be composed with any continuous function F on [−C, C]. Notice that for any polynomial P and a sequence
fη ∈ L2(T), fη →→ f ∈ L2(T × KY ), we have

F (Sη)fη − F (S)f =
(

F (Sη)fη − P (Sη)fη

)

+
(

P (Sη)fη − P (S)f
)

+
(

P (S)f − F (S)f
)

.

Further, there exists c > 0 such that
∥

∥F (Sη)fη − P (Sη)fη

∥

∥

L2(T)
≤ ‖fη‖L2(T) sup

s∈[−C,C]

∣

∣F (s) − P (s)
∣

∣ ≤ c‖F − P‖L∞([−C,C]),

and
∥

∥P (S)f − F (Sη)f
∥

∥

L2(T)
≤ ‖f‖L2(T×KY )

∥

∥P (S) − F (S)
∥

∥

L(L2(T×KY ))
≤ ‖f‖L2(T×KY )‖F − P‖L∞([−C,C]).

By the Weierstrass theorem there is a sequence of polynomials Pn such that ‖F −Pn‖L∞([−C,C]) → 0. Hence
we deduce that

F (Sη)fη →→ F (S)f . (2.10)

Now, consider a continuous function G on R such that G(λ) = 1 when λ ≤ 0, G(λ) = 0 when λ ≥ 1 and
|G(λ)| ≤ 1 for λ ∈ [0, 1]. For any n ∈ N, the spectral theorem (see e.g. [7], [14]) implies5

G(nSη)fη =

∫ ∞

−∞

G(nλ)dEλ(Sη)fη =

∫ 0

−∞

dEλ(Sη)fη +
(

E1/n(Sη) − E0(Sη)
)

fη. (2.11)

5The integrals with respect to the spectral projections are understood in the sense of Stieltjes, see e.g. [15].
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We claim that the last term in (2.11) converges to zero strongly in L2(T) as n → ∞, and the convergence
is uniform in η. Indeed, consider a continuous function ψ on R such that ψ(λ) = 1 when 0 ≤ λ ≤ 1,
suppψ ⊂ [−1, 2], and ψ(λ) ≥ 0 for any λ ∈ R. Then for any δ > 0 and any subsequence ηn one has

〈
∫ ∞

−∞

ψ(δ−1λ)dEλ(S)f ,f

〉

= lim
n→∞

〈
∫ ∞

−∞

ψ(δ−1λ)dEλ(Sηn
)fηn

,fηn

〉

≥ lim
n→∞

〈
∫ 1/n

0

dEλ(Sηn
)fηn

, fηn

〉

= lim
n→∞

∥

∥

∥

(

E1/n(Sηn
) − E0(Sηn

)
)

fηn

∥

∥

∥

2

L2(T)
,

where the angle brackets denote the usual scalar products in L2(T×KY ) and L2(T), and the first expression
tends to zero as δ → 0 in view of the assumption that µ = 0 is not an eigenvalue of S. Since the subsequence
ηn was arbitrary, the above claim follows. Combining it with the straightforward observation that G(nS)f
converge in L2(T) to E0(S)f as n → ∞ and invoking (2.10) with F (·) = G(n·) we conclude that the
convergence E0(Sη)fη →→ E0(S)f holds.

The convergence of spectral families gives little information about the pointwise convergence of the
spectra. As an alternative to the above lemma we have the following result.

Lemma 2. Consider a family of operators Sη ∈ L(L2(T)) and an operator S ∈ L(L2(T×KY )). If Sη →→ S
then for any µ ∈ σ(S) there exists a sequence µη ∈ σ(Sη) such that µη → µ as η → 0.

Proof. Suppose the opposite is true, i.e. µ ∈ σ(S) and there exists δ > 0 such that for any sequence
µη ∈ σ(Sη) one has |µη − µ| > δ. For any f ∈ C∞

per(T × KY ) we can then write

δ
∥

∥f(x, x/η)
∥

∥

L2(T)
≤

∥

∥Sηf(x, x/η) − µf(x,x/η)
∥

∥

L2(T)

= sup
ϕ∈C∞

per(T×KY )

∫

T

(

Sηf(x, x/η) − µf(x,x/η)
)

· ϕ(x, x/η)dx.

Passing to the two-scale limit as η → 0 in the above inequality yields

δ‖f‖L2(T×KY ) ≤ sup
ϕ∈C∞

per(T×KY )

∫

T

∫

KY

(

Sf(x,y)−µf(x,y)
)

·ϕ(x, y)dydx = ‖Sf −µf‖L2(T×KY ). (2.12)

By the density of C∞
per(T× KY ) in L2(T× KY ) and the boundedness of S we obtain the inequality (2.12)

for any f ∈ L2(T × KY ), which is a contradiction with the assumption that µ ∈ σ(S).

3 Bloch-wave homogenisation

In this section we prove the convergence of spectral families associated to sequences of eigenvalues of the
order η2 for the problem (1.1). The physical application of this model is based on the property of the
possible appearance of photonic band gaps in the spectrum, i.e. a range of frequencies for which no wave
can propagate within the medium. This result is based on the following statement.

Theorem 1. Consider the domain T = [−T, T ]3, and η ∈ Ξ. We look for uη ∈ Hper(curl,T) such that

η2curl
(

ε−1(x, x/η)curluη

)

+ uη = fη, (3.13)

with a coercive matrix ε(x,y) whose entries are in Cper

(

T, L∞(Y )
)

, and fη ∈ L2(T).
i) The solution of (3.13) exists and is unique in Hper(curl,T).
ii) Suppose that K ∈ N and fη →→ f ∈ L2(T × KY ). Then there is a subsequence of problems

(3.13), for which we keep the same index η, such that uη →→ u0 and ηcurluη ⇀⇀ curlyu0, where u0 ∈
L2(T,Hper(curl,KY )) and for almost every x ∈ T the function u0(x, ·) is a solution of

curly
(

ε−1(x,y)curlyu0) + u0 = f(x, ·). (3.14)

Proof. See the Appendix.

Remark 1. It can be shown via a standard argument that the convergences uη →→ u0 and ηcurluη ⇀⇀
curlyu0, hold for the whole original sequence of indices η, not just for a subsequence.
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Corollary 1. Let Sη be a sequence of operators defined on the space L2(T) by Sηf = uη, where uη ∈
Hper(curl,T) is the solution of (3.13). Then

i) For every K ∈ N the strong two-scale convergence Sη →→ SK holds. Here SK is defined on L2(T×KY )
by the formula SKf = u0, where u0 ∈ L2(T,Hper(curl, KY )) is the unique solution of (3.14).

ii) If µ ∈ R is not an eigenvalue of SK , then Eµ(Sη) →→ Eµ(SK), and for any K ∈ N the inclusion
σ(SK) ⊂ limη→0 σ(Sη) holds.

Proof. The part i) follows form the fact that uη →→ u and the definition of the strong two-scale convergence
of operators. The part ii) is then an immediate consequence of Lemma 1 and Lemma 2.

The above corollary provides only a part of the proof of the spectral convergence, namely the statement
that all Bloch eigenvalues are included in the limiting (rescaled) spectrum. Indeed, the convergence of
Sη to SK cannot be uniform, for Sη is compact but SK is not (cf. [3]). Hence, we can only deduce
the lower semi-continuity of the spectrum i.e. that for any K ∈ N one has σ(SK) ⊂ limη→0 σ(Sη). In
order to analyse the spectra of the operators SK , a discrete Bloch wave decomposition (see [7]) is used,
which allows one to diagonalise SK via a representation SK = B∗TKB where B is an isometry between
L2(T×KY ) and [L2(T×Y )]K

3

defined by Bu = {ûj}, when u(x,y) =
∑

0≤j≤K−1 ûj(x,y) exp(2iπK−1j ·y),

cf. [3]. As K → ∞, the Bloch frequencies K−1j are dense in Y and it is natural to introduce θ ∈ Y
that parameterises the resolvent operators Tθ,x ∈ L

(

L2(T)
)

associated with the problems (1.7), so that
TK = diag[Tj−1K ]0≤j≤K−1, where for any θ ∈ Y, the operator Tθ maps f ∈ L2(T × Y ) to the (unique)
solution u(x,y) ∈ Hper(curl,T) of the equation (cf. (1.7))

curly

(

ε−1(x, y)curly
(

u(x, y)e2πiθ·y)

)

+ u(x,y)e2πiθ·y = f(x,y)e2πiθ·y .

Finally, noting that the eigenvalues µ(x, θ) of Tθ,x are continuous (see e.g. [3] and references therein), we
conclude that limK→∞ σ(SK) =

⋃

θ∈Y σ(Tθ) =
⋃

x∈T,θ∈Y σ(Tθ,x) ≡ σBloch, where σBloch is defined by (1.8).
Hence, σBloch ⊂ limη→0 σ(Sη). In the next section we show that in fact limη→0 σ(Sη) \ σBloch = ∅.

4 Completeness of the limiting spectrum

In order to substantiate the claim made at the end of the previous section, for any µ ∈ σBloch we will:
1) Construct “approximate eigenfunctions” for the permittivity matrix ε(x,y) “frozen” at a certain value
x = x0, and then 2) Use the so-called “Bloch measure” technique (cf. [3]) to show that as η → 0, the
Bloch components of these approximate eigenfunctions correspond to Bloch eigenvalues concentrating near
µ. Hence, we start be proving the following “macroscopic localisation” lemma.

Lemma 3. Let µη be a sequence of eigenvalues for the problem

η2curl
(

ε−1
(

x,x/η)curluη

)

+ uη = µ−1
η uη, (4.15)

that converges to a limit µ, and uη ∈ Hper(curl,T) is the sequence of the corresponding eigenfunctions.
Then there exists a subsequence of ηj , a point x0 ∈ T, and a sequence ũj ∈ Hper(curl,T), ‖ũj‖L2(T) = 1,

of quasi-eigenfunctions for the matrices ε−1(x0, x/ηj), i.e. T-periodic solutions of an equation of the form

η2
j curl

(

ε−1(x0, x/ηj)curlũj

)

+ ũj = µ−1
ηj

ũj + rj ,

where rη is a remainder term, which is T-periodic and is such that6

(

‖wj‖L2(T) + ‖curlwj‖L2(T)

)−1〈rj , wj〉H−1,Hper(curl,T)
η→0−→ 0 (4.16)

for any sequence of non-zero wj ∈ Hper(curl,T).

Proof. See the Appendix.

We are now in a position to execute the second step of the plan proposed at the beginning of the section,
which we formulate next.

Theorem 2. Let uη ∈ Hper(curl,T), η ∈ Ξ, be a sequence of eigenfunctions for the problem (4.15), such
that ‖uη‖L2(T) = 1 and limη→0 µη = µ. Then the limit µ belongs to the Bloch spectrum σBloch.

6We define H−1 as the space of linear bounded functionals on Hper(curl,T), and 〈·, ·〉H−1,Hper(curl,T) denotes the duality

between H−1 and Hper(curl,T).
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Proof. Using Lemma 3, select first a subsequence ηj such that the matrices ε−1(x0, x/ηj) for some x0 possess
quasi-eigenfunctions ũj . Consider the respective Bloch-wave decompositions of the functions ũj in the torus
T as the union of periodicity cells of size ηj :

ũj(x) =
∑

m

um
j (x/ηj) exp(πiT−1m · x), (4.17)

where um
j ∈ Hper(curl, Y ) for every multi-index m and the summation in (4.17) is performed over all

multi-indices m with components ms, s = 1, 2, 3, running from 0 to η−1
j 2T − 1.

Further, there is a sequence of (complex) coefficients αk
j (m), k = 1, 2, ..., such that

um
j (y) =

∑

k≥1

αk
j (m)vk(K−1

j m,y),

where Kj := η−1
j 2T = 22lj , and the functions vk(θ,y), k = 1, 2, ... are the L2(T)-normalised θ-quasiperiodic

eigenfunctions of the operator curlyε−1(x0,y)curly defined on Hper(curl, Y ), cf. (1.7). Consider a uniformly
bounded sequence {ψk(θ)}∞k=1 of real-valued continuous Y -periodic functions, which will be specified at a
later stage, and define

Mũj(x) :=
∑

m

∑

k≥1

ψk(K−1
j m)αk

j (m)vk(K−1
j m, x/ηj) exp(πiT−1m · x).

Clearly, the function Mũj belongs to Hper(curl,T) and satisfies the same a priori estimates as ũj :

‖Mũj‖L2(T) + ηj‖curlMũj‖L2(T) ≤ C

for some C > 0. Furthermore, recalling the expression (7.40) for the term rj , we have

〈rj ,Mũj〉H−1,Hper(curl,T) = η2
j

∫

T

ε−1(x0,x/ηj)curlũj · curlMũjdx + (1 − µ−1
ηj

)

∫

T

ũj · Mũjdx

= (2T )3
∑

m

∑

k≥1

ψk(K−1
j m)

∣

∣αk
j (m)

∣

∣

2(
1/µk(x0,K

−1
j m) − µ−1

ηj

)

, (4.18)

hence the last expression tends to zero as j → ∞.
Now define a sequence {νk

j }∞k=1 of Bloch measures on Y , associated with the sequence ũj via

νk
j = (2T )3

∑

m

∣

∣αk
j (m)

∣

∣

2
δθ=K−1

j
m,

where δθ=θ0
is the Dirac mass at the point θ0. In view of the fact that the function ũj has a unit norm in

L2(T), we get
∑

k≥1

∫

Y

dνk
j (θ) = 1 for every j.

In particular, for every k, the set {νk
j }j≥1 is bounded in the space of Radon measures on Y and hence

contains a subsequence that converges weakly7 as j → ∞ to a measure νk. Note that

∑

k≥1

∫

Y

dνk
j (θ) = 1, (4.19)

for if we assume the opposite then we should be able to find a constant δ > 0, and sequences jl and kl such
that

∑

k≥kl

∫

Y

dνkl

jl
(θ) ≥ δ.

On the other hand, for any j,

η2
j ‖curlũj‖2

L2(T)3 = (2T )3
∑

m

∑

k≥1

∣

∣αk
j (m)

∣

∣

2∥
∥curlvk(K−1

j m, y) + 2πiK−1
j m × vk(K−1

j m,y)
∥

∥

2

L2(Y )
,

7More precisely, “weakly∗” if the space of Radon measures is considered as the dual of Cper(Y ).
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and since in view of the equation defining the functions vk(θ, y) one has

∥

∥curlvk(θ,y) + 2πiθ × vk(θ,y)
∥

∥

2

L2(Y )
= 1/µk(x0, θ) − 1,

for any k, θ, we deduce
η2

j ‖curlũj‖L2(T) ≥ δ min
θ∈Y

(1/µkl(x0, θ) − 1),

which goes to +∞ as l → ∞ since for any θ ∈ Y, we have limk→∞ µk(x0,θ) = 0, hence contradiction with
the fact that ηjcurlũj is bounded in L2(T).

As we noted above (see (4.18) and the text that follows),

∑

k≥1

∫

Y

ψk(θ)(1/µk(x0, θ) − 1/µηj
)dνk

j (θ) → 0 as j → ∞,

which, having passed to the limit, can be re-written as

∑

k≥1

∫

Y

ψk(θ)(1/µk(x0,θ) − 1/µ)dνk(θ) = 0. (4.20)

Since in view of (4.19) at least one of the measures νk is non-zero, by choosing appropriately the sequence
ψk(θ) we can ensure that (4.20) implies the existence of k and θ such that µ = µk(x0,θ).

Corollary 2. For any sequence of η ∈ Ξ, one has limη→0 η−2ση =
{

(1 − Λ)−1Λ : Λ ∈ σBloch

}

.

5 “Non-critical” scalings

In this section we study pairs (µη, Hη) ∈ R
+ ×Hper(curl,T), Hη 6≡ 0, such that

a2
ηcurl(ε−1(x, x/η)curlHη) + Hη = µ−1

η Hη, (5.21)

where aη → 0. The equation (5.21) is obtained from (1.1) by setting µk
η = (a2

η + Λk
η)−1Λk

η and keeping
the corresponding eigenfunctions unchanged. Analogously to what was done in Section 4, we introduce an
operator Sη ∈ L(L2(T)) defined for every f ∈ L2(T) by Sηf = vη, where vη is the unique solution in
Hper(curl,T) of

a2
ηcurl

(

ε−1(x, x/η)curlvη

)

+ vη = f .

The analysis of the convergence of the sequence of operators Sη can be carried out in the same way
as before. However, outside the scaling regime aη ∼ η there is no interaction between the homogenisation
scale η and the singular perturbation scale aη. One of two things can happen instead: either η is much
smaller than aη in which case the homogenisation occurs first and the singular perturbation concerns the
homogenised system; or η is larger than aη and it turns out that the singular perturbation occurs first at
a microscopic scale making the homogenisation irrelevant. An appropriate tool to tackle these two cases is
the notion of multi-scale convergence, introduced in [5]. We recall the main results of [5] and adapt them,
where appropriate, to the three-scale convergence of function and operator sequences.

5.1 Large scales: 1 ≫ aη ≫ η

Definition 2. Consider a bounded set T ⊂ R
N and Z := [0, l]N , where l ∈ N. Let aη be a sequence of

positive numbers converging to zero, η ∈ Ξ.
i) A function ϕ ∈ L2(T × Z × Y ) is said to be (three-scale) admissible if the sequence ϕη(x) :=

ϕ(x, lx/aη,x/η) is bounded in L2(T) and satisfies

lim
η→0

∫

T

∣

∣ϕη(x)
∣

∣

2
dx =

1

lN

∫

T

∫

Z

∫

Y

∣

∣ϕ(x, z,y)
∣

∣dydzdx.

ii) A sequence uη of functions in L2(T) is said to weakly three-scale converge to u0(x,z, y) ∈ L2(T×Z×
Y ), and in this case we write uη ⇀⇀⇀ u0, if for any admissible ψ ∈ L2(T×Z×Y ), e.g. ψ ∈ C(T,C∞

per(Z×Y )),
one has

lim
η→0

∫

T

uη(x) · ψ(x, lx/aη,x/η)dx =
1

lN

∫

T

∫

Z

∫

Y

u0(x, z,y) · ψ(x,z, y)dydzdx.
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Theorem 3. Consider T := [−T, T ]3, T > 0, and η ∈ Ξ. For a sequence of positive numbers aη, η ∈ Ξ, such
that limη→0 aη = 0 and limη→0 η−1aη = ∞, we look for uη ∈ Hper(curl,T) that are weak solutions of

a2
ηcurl

(

ε−1(x, x/η)curluη

)

+ uη = fη, (5.22)

with ε(x, y) ∈ Cper

(

T, [L∞(Y )]9
)

coercive and fη ∈ L2(T).
i) The equation (5.22) has a unique solution uη ∈ Hper(curl,T).
ii) Let l ∈ N and suppose that fη →→ f ∈ L2(T × Z). There is a subsequence of problems (5.22),

for which we keep the same index η, such that uη ⇀⇀⇀ u0 + u1 and aηcurluη ⇀⇀⇀ curlzu1 + u2, where8

u0 ∈ L2
(

T×Z,L2
pot(Y )

)

, u1 ∈ L2
(

T,Hper(curl, Z)
)

, u2 ∈ L2
(

T×Z,L2
sol(Y )

)

, and for almost every x ∈ T

the function u1(x, ·) is the unique solution of

curlz
(

ε−1
hom(x)curlzu1(x, z)

)

+ u1(x, z) = f(x, z). (5.23)

where εhom(x) is given by the formula (1.5) (or, equivalently, (1.4)).
iii) Let uη be the three-scale convergent subsequence from ii). Then uη →→ u1, hence the operator sequence

Sη defined in L2(T) by Sηfη = uη strongly two-scale converges to Sl defined in L2(T × Z) by the formula

Slf = u1, where u1 ∈ L2
(

T,Hper(curl, Z)
)

is the unique solution of (5.23).

Proof. See the Appendix.

Corollary 3. For any sequence aη, η ∈ Ξ, as in Theorem 3,

lim
η→0

σ(Sη) = [0, 1], (5.24)

where the limit is understood in the Hausdorff sense (see the footnote on p. 3). Equivalently, the limit of
a−2

η ση is the entire positive real axis.

Proof. From Lemma 2, we deduce that for a relevant subsequence,

σ(Sl) ⊂ lim
η→0

σ(Sη). (5.25)

Moreover, for any l ∈ N, the spectrum σ(Sl) is obtained from σ(S1) by a simple transformation since the
coefficient matrix in (5.23) does not depend on z. Labelling in increasing order the eigenvalues γk

l , k ≥ 1, of

Sl, they satisfy the identity γk
l =

(

l2γk
1 + (1 − γk

1 )
)−1

l2γk
1 . Using this and the fact that γk

1 → 0 as k → ∞,
it can be shown that the set {γk

l , k, l ∈ N} ≡ ⋃

l≥1 σ(Sl) is dense in [0,1]. In view of (5.25), via a simple
argument, this implies (5.24).

Remark 2. Given a sequence aη, η ∈ Ξ, the statement of Corollary 3 clearly also holds for any subsequence
of aη, η ∈ Ξ.

5.2 Small scales: aη ≪ η

Definition 3. Consider a bounded set T ⊂ R
N and Z := [0, l]N , where l ∈ N. Let aη, η ∈ Ξ, be a sequence

of positive numbers such that limη→0 aη = 0.
i) Let uη be a sequence of functions in L2(T) that weakly three-scale converges to u0(x, z, y) ∈ L2(T ×

Z × Y ). Suppose that

lim
η→0

∫

T

∣

∣uη(x)
∣

∣

2
dx =

1

lN

∫

T

∫

Z

∫

Y

∣

∣u0(x, z,y)
∣

∣

2
dydzdx.

Then uη is said to strongly three-scale converge to u0(x, z, y), and we write uη →→→ u0.
ii) A sequence Sη of operators in L2(T) is said to strongly three-scale converge to the operator S in

L2(T × Z × Y )) if for any sequence fη ∈ L2(T) such that fη →→→ f one has Sηfη →→→ Sf .

Theorem 4. Suppose that the sequence aη, η ∈ Ξ is such that limη→0 η−1aη = 0. Consider T := [−T, T ]3,
T > 0, and for any η ∈ Ξ look for uη ∈ Hper(curl,T) satisfying (in the weak sense)

a2
ηcurl

(

ε−1(x, x/η)curluη

)

+ uη = fη, (5.26)

with ε(x, y) ∈ Cper

(

T, [L∞(Y )]9
)

coercive and fη ∈ L2(T).
i) The equation (5.26) has a unique solution uη ∈ Hper(curl,T).

8The space L2
pot(Y ) is defined as the closure of the set {∇ϕ : ϕ ∈ C∞

per(Y )} in the norm of L2(Y ).
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ii) Suppose that fη →→→ f ∈ L2(T × Z × Y ). For any l ∈ N there is a subsequence of problems (5.26),

for which we keep the same index η, such that uη ⇀⇀⇀ u0 and aηcurluη ⇀⇀⇀ curlzu0, where u0 ∈ L2
(

T ×
Y,Hper(curl, Z)

)

and for almost every x ∈ T, y ∈ Y, the function u0(x, ·, y) is the unique solution of

curlz
(

ε−1(x, y)curlzu0

)

+ u0 = f(x, ·, y). (5.27)

iii) The operator sequence Sη defined in L2(T) by Sηfη = uη strongly three-scale converges to Sl defined

in L2(T × Z) by the formula Slf = u0, where u0 is the solution of (5.27).

The proof of the above theorem goes along the lines of Theorem 1 and Theorem 3 with some simplifica-
tions, and we will not dwell on it here. In the same way as before, a statement on the convergence of the
spectra follows.

Corollary 4. For any sequence aη, η ∈ Ξ, as in Theorem 4, limη→0 σ(Sη) = [0, 1], or, equivalently, the limit
of a−2

η ση is the entire positive real axis. The same is true for any subsequence of aη, η ∈ Ξ.

6 Numerical example

In this section we illustrate our spectral convergence result in the critical case aη ∼ η (see Sections 2–4)
by considering the propagation of TM-polarised electromagnetic waves through a periodic array of parallel
infinitely long cylinders. The corresponding analogue of the problem (1.1) in this case is

−∆E(x) = Λ−1
η ε(x/η)E(x), (6.28)

where x ∈ [−1, 1]2, and E is the only non-zero component of the electric field, which is parallel to the
cylinders. For simplicity, in (6.28) we drop the dependence of the permittivity matrix on the “slow” variable
x, assume that the medium is isotropic at every point so that ε(y) is a scalar for any y ∈ Y, and set T = 1.

In our calculations, we set the relative permittivity ε = 12 inside and ε = 1 outside the cylinders, which
corresponds to the situation of straight fibres of a semi-conductor surrounded by air or, more generally, any
two materials with a permittivity contrast of 12 (the permittivity of the majority of dielectric materials found
in nature ranges from 1 to 14). Here we consider fibres with square cross-section to preserve the four-fold

symmetry in the unit cell, hence it is sufficient to consider only a quarter of the Brillouin zone Y ∗ = [0, 2π]
2

(“first reduced Brillouin zone”).
The Bloch spectrum of (6.28) is obtained by studying a family of spectral problems on Y associated with

(6.28). For any κ ∈ Y ∗ consider pairs (Λ(κ), E(y)) ∈ R
+ × H1

per(Y) such that (cf. (1.7))

−∆
(

E(y)eiκ·y)

= Λ(κ)−1ε(y)E(y)eiκ·y .

For every κ ∈ [0, 2π]2 the related eigenvalues Λ(κ) form a sequence, which we denote by
{

Λk(κ)
}

k≥1
. The

frequencies Λk(κ)−1/2, k = 1, ..., 10, as functions of κ ∈ Y ∗ are shown by the surface dispersion diagram in
Figure 1. As it may be difficult to visualise these plots, it is customary to restrict oneself to “boundary”
dispersion curves, which correspond to κ ∈ ∂Y ∗, assuming

[

min
κ∈Y ∗

Λk(κ), max
κ∈Y ∗

Λk(κ)
]

=
[

min
κ∈∂Y ∗

Λk(κ), max
κ∈∂Y ∗

Λk(κ)
]

. (6.29)

The validity of this assumption appears to be an open problem, but since it helps getting a better idea
of the stop band properties, in Figure 2 we plot such dispersion curves corresponding to Figure 1. We
emphasise that we first numerically checked that all of the surfaces shown satisfy the conjecture (6.29). We
feel that such a preliminary test on dispersion surfaces should be systematically performed before using the
rule (6.29).

We would now like to look at the spectrum associated with the sequence of problems (6.28), as η goes to
zero. Consider the corresponding differential operator with periodic boundary conditions on the cell [−1, 1]2

and look for the convergence of its spectrum when the number of inclusions increases and their size tends
to zero so that their overall surface remains constant. It is apparent from Figures 3 to 6 that the spectrum
becomes denser as η goes to zero. It is worth noting that the location of the band gaps can be determined
with good accuracy as early as the second step of the Bloch wave homogenisation process i.e. when η = 1/4.
The mechanism leading to the appearance of the stop bands involves a relaxation of the constraint on the
periodic condition: when the number of inclusions increases, the wave satisfies both a periodic condition
on the sides of the cell and some phase shift between inclusions. The larger the number of inclusions, the
more prominent the phase shift between the inclusions. The consequence is that it is enough to build a large
super-cell with periodic boundary conditions to filter Bloch waves within a periodic array. This observation
might well prove useful for numerical purposes when implementation of Floquet-Bloch conditions is not
straightforward within a package.

10



0 1 2 3 0
1

2
3

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Γ X

M

κ
1

κ
2

Λk(κ
1
,κ

2
)

1

Figure 1: Surface dispersion diagram for TM-waves propagating within a periodic array of square cylinders
of a semiconductor (ε = 12) surrounded by air (ε = 1); the cross section of the cylinders is 0.6 and the
structure period is 1. On the vertical axis we show the frequency 1/

√

Λη(κ), while the horizontal axes
correspond to the components of the Bloch vector κ, which spans the area of the reduced Brillouin zone, i.e.
the right-angle triangle with vertices Γ = (0, 0), X = (π, 0) and M = (π, π).
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Figure 2: Dispersion curves for TM-modes of Figure 1 when the Bloch vector κ runs along the edges of
the reduced Brillouin zone ΓMX. The horizontal axis represents the value of κ1 from Γ to X, the value of
κ1 + κ2 = π + κ2 from X to M and the value of −

√

κ2
1 + κ2

2 from M to Γ. Note the presence of four stop

bands (shaded regions) for normalised frequencies 1/
√

Λk(κ) within the intervals [1.39, 1.67], [2.38, 2.66],
[3.62, 3.83], [4.27, 4.53].

7 Discussion

We have studied the high-frequency asymptotic behaviour of the spectra ση of operators curlε−1(x,x/η)curl

as η → 0 under the standard ellipticity conditions on the periodic permittivity matrix ε−1(x, y). We have
shown that the sets a−2

η ση converge in the Hausdorff sense either to the set [0,+∞) or to the (Bloch)
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Figure 3: Inverse square root of the first 12 eigenvalues in the discrete spectrum associated with the spectral
problem (6.28) on the unit cell [−1, 1]2 with periodic boundary conditions. In this case the cell contains one
square inclusion with side length 0.6. The isolated eigenvalues sit well outside the band gaps of Figure 2,
given by shaded regions.

0 5 10 15 20 25 30 35 40
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Λ
1/2
k

2

k

Figure 4: The same setting as in Figure 3, but the cell contains four inclusions with side length 0.3 (η = 1/2).
Here we plot the first 40 rescaled eigenvalues Λk

1/2. The spectrum is denser compared to Figure 3. Notably,
some of the eigenvalues are already located on the edge of the band gaps. The location of the stop bands
is well determined already for η = 1/2. Nevertheless, the eigenvalues remain sparsely located between the
gaps.

spectrum of the operator curlyε−1(x,y)curly. The proof of this fact consists of two parts: 1) We introduce
the notion of two-scale operator convergence, which, having been applied to the problem in question, implies
that rescaled sequences of eigenvalues converge to points in the spectrum of an operator that is “limiting” in
some sense; 2) In the case when aη ∼ η, a technique based on the construction of “quasi-eigenfunctions” and
the associated “Bloch measures” allows us to show that any point in the Bloch spectrum can be attained as
the limit of a sequence from 1).

There are several possible directions in which our results could be developed. First, the issue of whether
non-periodic boundary conditions could be treated in a similar way, which is of special importance in the
electromagnetic context. A crude analysis shows that, although Dirichlet-type conditions could be studied in
the same way as in [3], the Neumann-type boundary presents a significant challenge in the description of what
is called the “boundary-layer” spectrum. Secondly, the high-frequency spectrum analysis can be considered
in the context of high-contrast periodic composites, which has received considerable attention recently in the
finite-frequency regime, see [17], [6]. Depending on the exact relationship between the contrast parameter

12
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Figure 5: The same setting as in Figure 4 but the cell contains 16 inclusions with side length 0.015 (η = 1/4).
Here we plot the first 160 rescaled eigenvalues Λk

1/4. The four band gaps are now clearly standing out in the
dense set of eigenvalues. Comparing Figure 4 and Figure 5 we note that the eigenvalues on the edges of
the gaps start degenerating (multiplicity greater than one). One can follow some of the eigenvalues in the
limiting process, for instance Λ15

1/4 = Λ16
1/4 = 16Λ3

1/2 ∼ 1.38.
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Figure 6: The same setting as in Figure 5 but there are 196 inclusions with side length 0.0075 in the cell
(η = 1/16). Here the first 210 eigenvalues Λk

1/16 are shown. We only plot eigenvalues located within the

range [0, 1.8] for clarity (one should plot over 500 eigenvalues to cover the range [0, 5]).

δ, the period of oscillations η and the wavelength aδ,η, the limiting problem could possess some or other
type of spectrum, possibly leading to a number of new effects in the limit of vanishing parameter values.
The band-gap features of the “high-contrast high-frequency” case can then be exploited in creating localised
modes in the spectrum by adding a compact perturbation to the limiting operator. This will translate in
a suitably rescaled perturbation of the original composite with finite δ, η, which possesses the mentioned
localisation properties in a controlled way as δ and η vary. These aspects of the high-frequency spectral
asymptotics for periodic media will be studied elsewhere.
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Appendix: proofs of some of the main statements

Proof of Theorem 1

i) The existence and uniqueness of a solution uη ∈ Hper(curl,T) to the problem (3.13) follows from the
standard argument invoking the Lax-Milgram lemma.

ii) The sequences uη and ηcurluη are bounded in L2(T). Indeed, the weak formulation of (3.13) implies

∫

T

η2ε−1(x, x/η)
∣

∣curluη(x)
∣

∣

2
dx +

∫

T

∣

∣uη(x)
∣

∣

2
dx =

∫

T

fη(x) · uη(x)dx. (7.30)

In view of the assumption that ε(x, y) is coercive and noticing that

∣

∣

∣

∫

T

f(x, x/η) · uη(x)dx

∣

∣

∣
≤

∥

∥fη

∥

∥

L2(T)
‖uη‖L2(T),

it follows from (7.30) that
‖uη‖L2(T) ≤

∥

∥fη

∥

∥

L2(T)

and
‖ηcurluη‖L2(T) ≤ ν−1/2

∥

∥fη

∥

∥

L2(T)
,

where ν > 0 is a coercivity constant for the matrix ε−1(x,y). Hence up to a subsequence, uη ⇀⇀ u0 and
ηcurluη ⇀⇀ v, where u,v ∈ L2(T × Y ) (cf. [1], [3], [7]). Next we establish a relation between the two-scale
limits u0 and v.

Using integration by parts, for any ϕ ∈ C∞
per(T × KY ) we write

η

∫

T

curluη(x)·ϕ(x, x/η)dx =

∫

T

ηuη(x)·curlxϕ(x, y)
∣

∣

y=x/η
dx+

∫

T

uη(x)·curlyϕ(x,y)
∣

∣

y=x/η
dx. (7.31)

Since ϕ(x,x/η) converges two-scale strongly to ϕ(x,y), we can pass to the limit in (7.31) as η → 0, which
yields

∫

T

∫

KY

v(x, y) · ϕ(x, y)dydx =

∫

T

∫

KY

u0(x, y) · curlyϕ(x, y)dydx (7.32)

Setting ϕ(x, y) = Φ(x)Ψ(y), where Φ ∈ C∞
per(T) and Ψ ∈ C∞

per(KY ) are arbitrary, we deduce from
(7.32) that for almost every x ∈ T one has curlyu0(x, y) = v(x,y). In particular, we get u0(x,y) ∈
L2(T,Hper(curl,KY )).

Furthermore, (3.13) implies

∫

T

ε−1(x,x/η)ηcurluη(x) ·
(

ηcurlxϕ(x,y) + curlyϕ(x,y)
∣

∣

y=x/η

)

dx

+

∫

T

uη(x) · ϕ(x, x/η)dx =

∫

T

fη(x) · ϕ(x, x/η)dx. (7.33)

Passing to the limit in (7.33) as η → 0, we get

∫

T

∫

KY

ε−1(x, y)curlyu0(x,y) · curlyϕ(x,y)dydx +

∫

T

∫

KY

u0(x, y) · ϕ(x, y)dydx

=

∫

T

∫

KY

f(x, y) · ϕ(x, y)dydx.

Setting, again, ϕ(x, y) = Φ(x)Ψ(y), where Φ ∈ C∞
per(T) and Ψ ∈ C∞

per(KY ), we conclude that (3.14) holds.
Finally, in order to prove that uη →→ u we show that

lim sup
η→0

∫

T

|uη(x)|2dx ≤ 1

K3

∫

T

∫

KY

∣

∣u0(x,y)|2dydx. (7.34)
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To this end notice that the minimising properties of uη and u0(x, x/η) imply

∫

T

∣

∣curluη(x)
∣

∣

2
dx +

∫

T

∣

∣uη(x)
∣

∣

2
dx =

∫

T

fη(x) · uη(x)dx (7.35)

for any η ∈ Ξ, and

1

K3

∫

T

∫

KY

∣

∣curlyu0(x,y)
∣

∣

2
dydx +

1

K3

∫

T

∫

KY

∣

∣u0(x, y)
∣

∣

2
dydx =

1

K3

∫

T

∫

KY

f(x, y) · u0(x, y)dydx,

(7.36)
respectively. In view of the fact that the right-hand side of (7.35) converges to the right-hand side of (7.36)
as η → 0, we get

lim sup
η→0

∫

T

∣

∣uη(x)
∣

∣

2
dx ≤ 1

K3

∫

T

∫

KY

∣

∣curlyu0(x,y)
∣

∣

2
dydx

+
1

K3

∫

T

∫

KY

∣

∣u0(x, y)
∣

∣

2
dydx − lim inf

η→0

∫

T

∣

∣curluη(x)
∣

∣

2
dx. (7.37)

The inequality
1

K3

∫

T

∫

KY

∣

∣curlyu0(x,y)
∣

∣

2
dydx ≤ lim inf

η→0

∫

T

∣

∣curluη(x)
∣

∣

2
dx

in conjunction with (7.37) immediately implies (7.34).

Proof of Lemma 3

Consider the sequence ηl such that η−1
l 2T = 22l. Then the periodic cell T is covered by cubes P l

i , i = 1, ..., 23l,
of size

√
2Tηl, whose interiors are disjoint. Denote by xl

i the centre of the cube P l
i , i = 1, ..., 23l, and by il

one of those indices i for which the norm ‖uη‖L2(P l
i
) attains its maximum over all indices i = 1, ..., 23l.

The sequence xl
il
, being bounded, has a convergent subsequence, which corresponds to some indices lj

and whose limit we denote by x0. In what follows we use the notation xj for this subsequence, and also

denote uηlj
by uj , P

lj
ilj

by Pj , and ηlj by ηj . Also, we set βj := 21−lj T. Consider a positive scalar cut-off

function ϕ ∈ C∞
0 (R3) such that supp(ϕ) ⊂ [−1, 1]3 and ϕ(x) = 1 when x ∈ [−1/2, 1/2]3, and define

ũj := ‖ϕjuj‖−1
L2(T)ϕjuj ,

where ϕj(x) := ϕ
(

β−1
j (x − xj)

)

. Further, denote Dj := supp(ϕj). We begin by suggesting the following
auxiliary statement.

Lemma 4. There is a positive constant C such that for any j,

‖uj‖L2(Dj) ≤ C‖uj‖L2(Pj) (7.38)

and
ηj‖curluj‖L2(Dj) ≤ C‖uj‖L2(Pj). (7.39)

Proof. The estimate (7.38) follows from the fact that Dj is covered by at most 27 cubes from the set

{P lj
i , i = 1, ..., 23lj} and ‖uj‖

L2(P
lj
i

)
attains its maximum for i = ilj . In order to verify (7.39) consider the

function ψj(x) := ϕj(x/2) and multiply the equation (4.15) by ψ2
j uj . Integrating by parts we get

ηj

∫

T

ψ2
j ε−1(x,x/ηj)curluj · curlujdx

= (µ−1
ηj

− 1)

∫

T

ψ2
j uj · ujdx − 2η2

j

∫

T

ε−1(x, x/ηj)ψjcurluj · (uj ×∇ψj)dx.

Using the fact that the matrices ε−1(x, x/η), η ∈ Ξ, are uniformly positive-definite, we get

η2
j ‖ψjcurluj‖2

L2(T) ≤ C
(

η2
j ‖ψjcurluj‖L2(T)‖uj ×∇ψj‖L2(T) + ‖ψjuj‖L2(T)

)

≤ C
(

η2
j β−1

j ‖ψjcurluj‖L2(T)‖uj‖L2(Dj) + ‖uj‖2
L2(Dj)

)

≤ C
(

ηj‖ψjcurluj‖L2(T)‖uj‖L2(Dj) + ‖uj‖2
L2(Dj)

)

for some constant C > 0, from which (7.39) immediately follows, taking into account (7.38).
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Proceeding with the proof of the above proposition, notice that the sequence ũj defined above is a
sequence of quasi-eigenvectors for the matrix ε−1(x, x/ηj). Indeed, for the vector-function r̃j defined by

r̃j := η2
jcurl

(

ε−1(x,x/ηj)curlũj

)

+ (1 − µ−1
ηj

)ũj ,

and a sequence wj ∈ Hper(curl,T), we have

〈r̃j , wj〉H−1,Hper(curl,T) = ‖ϕjuj‖−1
L2(T)

(

η2
j

∫

T

ε−1(x,x/ηj)curl(ϕjuj) · curlwjdx

−η2
j

∫

T

ε−1(x,x/ηj)curluj · curl(ϕjwj)

)

dx

= ‖ϕjuj‖−1
L2(T)η

2
j

∫

T

ε−1(x, x/ηj)∇ϕj · (uj × curlwj − wj × curluj)dx.

Therefore, we have

∣

∣〈r̃j , wj〉H−1,Hper(curl,T)

∣

∣ ≤ ‖uj‖−1
L2(Pj)

η2
j β−1

j

(

‖uj‖L2(Dj)‖curlwj‖L2(T) + ‖wj‖L2(T)‖curluj‖L2(Dj)

)

.

In view of the above lemma, the last estimate implies

∣

∣〈r̃j , wj〉H−1,Hper(curl,T)

∣

∣ ≤ Cηjβ
−1
j

(

‖wj‖L2(T) + ηj‖curlwj‖L2(T)

)

, , m

hence (4.16) with rj = r̃j . Finally, to prove that ũj is a sequence of quasi-eigenfunctions for the matrix
ε−1(x0,x/ηj), note that for rj defined by

rj := η2
jcurl

(

ε−1(x0, x/ηj)curlũj

)

+ (1 − µ−1
j )ũj (7.40)

and a sequence wj ∈ Hper(T) such that the norms ‖wj‖L2(T) + ηj‖curlwj‖L2(T) are uniformly bounded,
one has

〈rj ,wj〉H−1,Hper(curl,T) = 〈r̃j , wj〉H−1,Hper(curl,T)

+η2
j

∫

T

(

ε−1(x0, x/ηj) − ε−1(x, x/ηj)
)

curlũj · curlwjdx. (7.41)

The first term in the right-hand side of (7.41) vanishes as j → ∞ in view of the fact that ũj is a sequence
of quasi-eigenfunctions for the matrix ε−1(x, x/ηj), while the second term is bounded by

η2
j ‖curlwj‖L2(T)‖curlũj‖L2(T) sup

x∈Dj

∥

∥ε−1(x0, ·) − ε−1(x, ·)
∥

∥

[L∞(Y )]9
,

which also vanishes as j → ∞, since Dj = supp(ϕj) concentrates near the point x0.

Proof of Theorem 3

i) The existence and uniqueness of a solution uη ∈ Hper(curl,T) to (5.22) follows from the Lax-Milgram
lemma (see e.g. [10]).

ii) The sequences uη and aηcurluη are bounded in L2(T). The proof is of this fact is analogous to that
given in Theorem 1. Hence, for a fixed l ∈ N and up to a subsequence9, uη ⇀⇀⇀ v0 and aηcurluη ⇀⇀⇀ v1,
where v0, v1 ∈ L2(T×Z × Y ). We start by studying in more detail the structure of v0 and the relationship
between v0 and v1.

To this end, notice first that for any ϕ ∈ C∞
per(T × Z × Y ),

∫

T

curluη(x) · aηϕ(x,x/aη, x/η)dx =

∫

T

uη(x) · aηcurlxϕ(x, z, y)
∣

∣

z=x/aη,y=x/η
dx

+

∫

T

uη(x) · curlzϕ(x, z,y)
∣

∣

z=x/aη,y=x/η
dx.

Passing to the limit in this identity yields

∫

T

∫

Z

∫

Y

v0(x,z, y) · curlyϕ(x, z,y)dydzdx = 0,

9Here we make use of the fact that three-scale convergence possesses a compactness property analogous to that for two-scale
convergence, cf. the text after Definition 1.
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which implies v0 = u0 + u1, where u0 is the y-gradient of a function from L2
(

T × Z, H1
per(Y )

)

, and u1 in
independent of y. Next, for any ϕ ∈ C∞

per(T × Z × Y ), we have

∫

T

aηcurluη(x) · ϕ(x,x/aη, x/η)dx =

∫

T

aηuη(x) · curlxϕ(x, z, y)
∣

∣

z=x/aη,y=x/η
dx

∫

T

uη(x) · curlzϕ(x, z,y)
∣

∣

z=x/aη,y=x/η
dx +

∫

T

η−1aηuη(x) · curlyϕ(x, z,y)
∣

∣

z=x/aη,y=x/η
dx.

Passing to the limit in the last identity yields

∫

T

∫

Z

∫

Y

v1(x, z,y) · ϕ(x, z, y)dydzdx =

∫

T

∫

Z

∫

Y

v0(x, z,y) ·curlzϕ(x,z, y)dydzdx+ lim
η→0

∫

T

η−1aηuη(x) ·curlyϕ(x, z,y)
∣

∣

z=x/aη,y=x/η
dx. (7.42)

Setting in (7.42) ϕ = ϕ(x, z), we get

∫

T

∫

Z

〈v1(x, z,y)〉y · ϕ(x,z)dzdx =

∫

T

∫

Z

〈v0(x, z, y)〉y · curlzϕ(x,z)dzdx.

Note that 〈v0(x, z,y)〉y = u1(x, z), therefore u1 ∈ L2
(

T,Hper(curl, Z)
)

and curlzu1(x,z) = 〈v1(x, z, y)〉y.
The identity (7.42) can now be rewritten as

∫

T

∫

Z

∫

Y

(

v1(x,z, y) − curlzu1(x, z)
)

· ϕ(x, z, y)dydzdx =

∫

T

∫

Z

∫

Y

u0(x, z,y) ·curlzϕ(x, z, y)dydzdx+ lim
η→0

∫

T

η−1aηuη(x) ·curlyϕ(x, z,y)
∣

∣

z=x/aη,y=x/η
dx. (7.43)

Finally, setting in (7.43) ϕ(x, z, y) = ∇yψ(x, z, y), where ψ ∈ C∞
per(T × Z × Y ), and using the identity

curlz∇yψ = −curly∇zψ, yields

∫

T

∫

Z

∫

Y

(

v1(x,z, y)−curlzu1(x,z)
)

·∇ψ(x,z, y)dydzdx =

∫

T

∫

Z

∫

Y

u0(x, z, y)·curly∇zψ(x, z,y)dydzdx,

where the last term vanishes in view of the fact that u0 is a potential vector in the variable y. Hence,
v1 − curlzu1 ∈ L2

(

T × Z, L2
sol(Y )

)

.
We next use the weak formulation of (5.22), and for any ϕ0 ∈ C∞

per(T×Z), ϕ1 ∈ C∞
per(T×Z ×Y ) write

∫

T

ε−1(x,x/η)aηcurluη(x) ·
(

aηcurlxϕ0(x,z) + curlzϕ0(x,z)
)
∣

∣

z=x/aη)
dx

+

∫

T

ε−1(x, x/η)aηcurluη(x)·
(

ηcurlxϕ1(x, z,y)+a−1
η ηcurlzϕ1(x, z, y)+curlyϕ1(x,y, z)

)
∣

∣

z=x/αη,y=x/η
dx

+

∫

T

uη(x)·
(

ϕ0(x, x/aη)+a−1
η ηϕ1(x,x/aη, x/η)

)

dx =

∫

T

fη(x)·
(

ϕ0(x,x/aη)+a−1
η ηϕ1(x, x/aη, x/η)

)

dx.

Passing to the limit as η → 0 yields

∫

T

∫

Z

∫

Y

ε−1(x, y)v0(x,y, z) ·
(

curlzϕ0(x,z) + curlyϕ1(x,z, y)
)

dydzdx

+

∫

T

∫

Z

u0(x, z) · ϕ0(x, z)dzdx =

∫

T

∫

Z

f(x, z) · ϕ0(x, z)dzdx. (7.44)

Via a standard argument, we deduce from (7.44) that u1 satisfies the equation (5.23) for almost every x ∈ T.
Notice that uη ⇀⇀⇀ u0 + u1 clearly implies uη ⇀⇀ u1, where the two-scale convergence is taken with

respect to the variables x and z, and similarly aηcurluη ⇀⇀ curlzu1. Arguing as in the proof of Theorem 1,
we prove that

lim sup
η→0

∫

T

∣

∣uη(x)
∣

∣

2
dx ≤

∫

T

∫

Z

∣

∣u1(x,z)
∣

∣

2
dzdx,

hence uη →→ u1. The statement concerning the strong two-scale convergence of the operators Sη follows.
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