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ABSTRACT
Content based shape image retrieval is an important prob-
lem which gained the attention of the community. The chal-
lenge is to map the shape into compact and robust descrip-
tor. This study presents a generalization of the Angular
Radial Transform (ART). The ART, recommended by the
MPEG-7 standard, is only limited to binary images and is
not robust to perspective deformations. We propose two
generalizations of the ART allowing to apply it to color im-
ages and to make it robust to all possible rotations and to
perspective deformations.

1. INTRODUCTION

Content-based image retrieval has been a topic of intensive
research in recent years, and particularly the development
of efficient shape descriptors (SD). The MPEG-7 standard
comity proposes a new region based shape descriptor, the
Angular Radial Transform (ART) [4, 2]. This SD has many
properties: compact size, robust to noise and scaling, in-
variant to rotation, ability to describe complex objects. In
practical application, two main drawbacks of the ART have
to be underlined. First, if we considered segmented pla-
nar objects from real images, we have to take into account
unspecified rotations. As the basis functions are symmet-
rical in the angular direction, the invariance is inherent for
planar rotations. Unspecified rotations induce a real defor-
mation of the original shape due to the perspective projec-
tion into the image plan. In this study, we generalize the
basis functions in order to ensure the robustness to all rota-
tions and to perspective deformations. Secondly, the ART
recommended by the MPEG-7 standard is limited to binary
images. In order to index an object or a segmented region
in a color or a grey level image, we propose an extension
which combines the shape information and the spatial dis-
tribution of the dominant colors of the region and thus we
define the Color Angular Radial Transform (CART). This
paper is organized as follows: the ART is presented in sec-
tion 2, the generalizations are explained in section 3 and the
experiments and results are presented and discussed in the
last section.

2. ANGULAR RADIAL TRANSFORM

Angular Radial Transform (ART) is a moment-based image
description method adopted in MPEG-7 as a region-based
shape descriptor [2]. It gives a compact and efficient way to
express pixel distribution within a 2-D object region; it can
describe both connected and disconnected region shapes.
The ART is a complex orthogonal unitary transform defined
on a unit disk that consists of the complete orthogonal sinu-
soidal basis functions in polar coordinates [4, 2]. The ART
coefficients, Fnm of order n and m, are defined by:

Fnm =
∫ 2π

0

∫ 1

0

Vnm(ρ, θ)f(ρ, θ)ρdρdθ (1)

where f(ρ, θ) is an image function in polar coordinates and
vnm(ρ, θ) is the ART basis function that are separable along
the angular and radial directions, that is,

Vnm(ρ, θ) = Am(θ)Rn(ρ). (2)

In order to achieve rotation invariance, an exponential func-
tion is used for the angular basis function. The radial basis
function is defined by a cosine function: Am(θ) = 1

2π exp (jmθ)

Rn(ρ) =
{

1 n = 0
2 cos(πnρ) n 6= 0

(3)

Real parts of basis functions are shown in Figure 1.

Fig. 1. Real parts of the ART basis functions.

The ART descriptor is defined as a set of normalized mag-
nitudes of the set of ART coefficients. Rotational invari-
ance is obtained by using the magnitude of the coefficients.
In MPEG-7, twelve angular and three radial functions are
used (n < 3,m < 12) [4], these values will be used the



rest of the work. For scale normalization, ART coefficients
are divided by the magnitude of ART coefficient of order
n = 0, m = 0. To decrease the descriptor size, quantifica-
tion is applied to each coefficient using four bits per coeffi-
cient [4].As proposed in MPEG-7, the distance between two
shapes described by the ART descriptor is calculated using
L1 norm:

dART (Q, I) =
n·m∑
i=0

‖ARTQ[i]−ARTI [i]‖ (4)

The subscript Q and I represent query image and image in
the database, respectively and ARTI is the array of ART de-
scriptor of the image I . Since the MPEG-7 standardization
process and experiments which showed the efficiently of the
method, a 2D indexing process used it in various domains.

3. GENERALIZATIONS OF ART

Two generalizations of the ART on 2D color image are pro-
posed: first, we consider all rotations and perspective defor-
mations. Then a generalization to color images is given.

3.1. Robust to rigid deformations

The goal of this generalization is to make the ART robust
to every rotation and to perspective projections. A planar
object in a natural scene can be viewed according to all ori-
entations and carried by an unspecified plan. This highly
probable situation will disturb the shape in the image and
will prevent the identification. In Fig. 2, a plane object
is seen with three angles of acquisition and corresponds to
three different shapes projected on the same image plane.
To make the ART descriptor robust to all possible rotations
and to perspective projection it is necessary to generalize
the ART transform with new basis functions (Fig. 2).

Fig. 2. Object seen according to various angles and exam-
ple of projected basic functions on the support plane of the
object to be identified.

In order to define the transformations undergone by an ob-
ject during rotations and projection onto the image plane,
we consider the transformation space given by the radial di-
rection ~ς , the rotation angle φ and the perspective coefficient
p. The first two parameters define the orientation of the ob-
ject plan and the perspective coefficient defined the perspec-
tive deformation. Figure 3 shows the transformation.

Fig. 3. The basis functions are projected on the image plan
I according to kς , kφ and kp to obtain the projected basis
functions.

This transformation space is sampled for each parameter ac-
cording to kς , kφ and kp values. Hence we obtain a sam-
pling of K = kς ∗ kφ ∗ kp transformations. The basis func-
tions are deformed in same way according to the transfor-
mations K. Each object is indexed with these K sets of
projected basis functions. The number of projections is lim-
ited to have a reasonable computational cost. The values,
kς = 12, kφ = 3 and kp = 3, are chosen in our experi-
ments, because these values given the better ratio of cost to
efficiency. In other words, we have K = 108 sets of co-
efficients to describe a shape. Hence we have to compute
108 similarity measure between a query object and a given
object.
Indeed, the classical ART complexity is θ(n ∗m ∗N2) be-
cause we compute n∗m basis functions values for the N ∗N
pixels of the image. The generalized ART creates K set
of basis functions with a complexity θ(K ∗ n ∗ m ∗ N2).
To make the retrieval process faster, we choose to inverse
the indexation and retrieval processes. Without optimiza-
tion, the indexation process computes the ART descriptor
between the original object and the original basis function
whereas the retrieval process computes the descriptor be-
tween the extracted object from a natural image and all the
projected basis functions. In fact, the indexation process
has computation cost K times less than the retrieval pro-
cess. The retrieval is an online process and it is the longest
phase. It is possible to inverse the two processes and to in-
dex the object of origin on the inverse projected basis func-
tions and an extracted object only on the origin basis func-
tions. This increases the cost of the offline indexing process
but decreases the online retrieval process without modifica-
tion of the description (Fig. 4 and Table 1). We can easily
show that :

F1(i′, j′)V0(i′, j′) = F0(i, j)V−1(i, j)
(

i
j

)
= T

(
i
j

)
(5)

where Fk(i, j) and Vk(i, j) are the image pixel and the ba-
sis function pixel (i, j) by the T k transform. We obtain the
same descriptor by indexing the object of origin on the in-
verse transform basis functions and an extracted object only
on the origin basis functions.
The shape similarity distance, knowing that each object is
described by K = kς ∗ kφ ∗ kp series of ART coefficients



Fig. 4. Diagram of inverse indexation process.

Original process Optimized process
Online K 1
Offline 1 K

Table 1. Number of online and offline ART descriptor com-
putation during the original process and the optimized one.

created from the basis functions projected on K planes of
projections, is achieved by computing a set of distances
dART (Q, Ij). For each value of j, the ART coefficients of
Q computed on the original basis functions and those of I
computed on the jth projection of the basis functions are
compared using (4). Then the shape distance between Q
and I is given by:

dshape(Q, I) = min
j∈K

n·m∑
i=0

∥∥∥ARTQ[i]−ART j
I [i]

∥∥∥ (6)

where Q is the ART coefficients of the key object and Ij is
the coefficients of the I object, calculated on the jth projec-
tion of the basis functions. The minimum is considered in
order to take into account all the possible perspective views
of the object. Note that other norms can also be considered.

3.2. Color ART

In the second generalization, we make the transformation
tractable to color images. The value and the position of the
dominant colors which compose the object must be taken
into account in the shape retrieval system. The shape and
the color of the objects are treated by two parallel studies: a
study of the luminance and a study of the chrominance. We
obtain two classifications of the image database which are
combined to have a single one.

Study of the luminance: The basis functions of the
Color ART are the same as those of the ART transform.
The colored object is first represented in the perceptually
uniform (L∗, a∗, b∗) color space [7]. The chrominance part
of the information is not projected on the basis functions.
Only the luminance component is considered to compute
the ART coefficients. Note that MPEG-7 suggests the ART
transform must be applied on binary objects but many sys-
tems [8, 6] used the luminance to compute the descriptor.
The ART transform, applied to the luminance image of the
object, gives a better result than the applied to the binary
image [1]. The application of ART on the luminance com-
ponent allows taking into account the internal variations of
the objects (contours, holes, texture...).

Study of the chrominance: This study has the aim to
classify the image database according to a color criterion.
The color descriptions of the object are made using the dom-
inant color analysis [3]. The object colors are described by
their dominant colors, (DCi, pi, σi) in a Lab color space,
where DCi is the color vector (Li, ai, bi), pi and σi are
the percentage and the variance corresponding to the dis-
tribution of the ith dominant color. The value of DCi are
supplied directly by the segmentation process [3], and the
corresponding variance and percentage are computed on the
object. We define a color histogram as the sum of the dom-
inant color contributions, as follows:

H(x) =
∑

i

pi

σi

√
2π

exp− (x−DCi)2

2σ2
i

(7)

where the value x corresponds to the bin of the histogram.
The color similarity measure is computed between the his-
tograms of all dominant colors [3]. A Kullback distance
is thus performed in its symmetric form [5] to measure the
similarity between two generated distributions HQ and HI .
The color distance between the query images Q and a database
image I is then given by:

dcolor(Q, I) =
N∑

n=1

3∑
m=1

(qnm−inm)log2

(
qnm + 1
inm + 1

)
(8)

where N is the number of histogram bins (256), M is the
number of color components ( M = 3 for Lab space), qnm

is the percentage of the mth component of the nth color in
Q and inm is the percentage of the mth component of the
nth color in I .

3.3. Combining features for matching

To estimate the similarity between two images, we have
to evaluate the similarities between their descriptors. The
color distribution and the generalized ART to projection and
to rotation distribution are mixed. This transformation is



called the generalized color ART (GCART). A global sim-
ilarity function D is computed as a weighted sum of the
similarities:

D = α.dcolor + (1− α)dshape (9)

where α is the weight controlling the sum. It is fixed itera-
tively by the user according to his request or evaluated au-
tomatically by the system when the image database classes
are known.

4. EXPERIMENTS

First test compares the ART on the luminance and the gen-
eralization to projection. A test database was created, it con-
tains 1813 images of 37 trademark images disturbed accord-
ing to 49 random perspective projection with illuminating
variations. The figure 6.a shows the Recall and Precision
values. To evaluate the color ART, we have set up an appli-
cation allowing to identify an object extracted from an im-
age. The application can be split into two successive stages:
the indexation and the retrieval steps (fig. 5).

Fig. 5. General diagram of the application.

To evaluate the properties of the GCART and the retrieval
process, 50 objects was extracted of the images and we eval-
uate the rank where one finds the origin trademark. The fig-
ure 6.b show the Recall values for the luminance, the color
and the GCART studies. The GCART study gives the ori-
gin trademark at the first rank in 55%, against 38% for the
luminance and 6 % for the color. At the rank 10, the origin
trademark is found in 95% of the cases, whereas the lumi-
nance and the color study have found the origin object only
in 65%, respectively 41%, of the cases.

5. CONCLUSION

The generalizations of the ART, to perspective projection
and to color, increase the numbers of ART uses and the def-
inition domains but in keeping the discriminating capaci-

(a)

(b)

Fig. 6. Recall and precision values: (a) ART and gener-
alized to perspective projection ART, (b) luminance, color
and CART approach.

ties. The optimization of the process made possible to keep
a light online process and a quick answer.
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