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POINTWISE MULTIPLIERS IN HARDY-ORLICZ SPACES, AND INTERPO LATION

ANDREAS HARTMANN

ABSTRACT. We study multipliers of Hardy-Orlicz spacesHΦ which a strictly contained between
⋃

p>0
Hp and so-called “big” Hardy-Orlicz spaces. Big Hardy-Orliczspaces, carrying an alge-

braic structure, are equal to their multiplier algebra, whereas in classical Hardy spacesHp, the
multipliers reduce toH∞. For Hardy-Orlicz spacesHΦ between these two extremal situations
and subject to some conditions, we exhibit multipliers thatare in Hardy-Orlicz spaces the defining
functions of which are related toΦ. Even if the results do not entirely characterize the multiplier
algebra, some examples show that we are not very far from precise conditions. In certain situations
we see how the multiplier algebra grows in a sense fromH∞ to big Hardy-Orlicz spaces when
we go from classicalHp spaces to big Hardy-Orlicz spaces. However, the multiplieralgebras are
not always ordered as their underlying Hardy-Orlicz spaces. Such an ordering holds in certain
situations, but examples show that there are large Hardy-Orlicz spaces for which the multipliers
reduce toH∞ so that the multipliers do in general not conserve the ordering of the underlying
Hardy-Orlicz spaces. We apply some of the multiplier results to construct Hardy-Orlicz spaces
close to

⋃

p>0
Hp and for which the free interpolating sequences are no longercharacterized by

the Carleson condition which is well known to characterize free interpolating sequences inHp,
p > 0.

1. INTRODUCTION

Let D = {z ∈ C : |z| < 1} be the unit disk of the complex plane. For a space of holomorphic
functions onD,X ⊂ Hol(D), we define the multiplier algebra ofX by

Mult(X) := {g ∈ Hol(D) : ∀f ∈ X, gf ∈ X}.

We will consider spacesX containing the constants so that automaticallyMult(X) ⊂ X. Mul-
tiplier algebras have been studied in different settings. They appear for instance in the context
of cyclic functions (see e.g. [BS91]). Here we will rather beinterested in interpolation prob-
lems where multipliers come into play for example via the Nevanlinna-Pick property (see e.g.
[Ko], [MS], [Se]). In this paper we will not consider the Nevanlinna-Pick property but focus
on spaces for which the multiplier algebra is big in the sensethat its trace onH∞-interpolating
sequences contains more than only bounded sequences. (Recall thatH∞ is the space of bounded
holomorphic functions onD.) In such a situation it is possible to interpolate bounded sequences
on suitable non separated unions ofH∞-interpolating sequences. This was done in [DSh72]
for Hardy spaces, and a more general result can be derived from [Ha99] in so-called (C)-stable
spaces. Note (and this will be clear from the definitions below) that if we can interpolate bounded
sequences by functions in the multiplier algebra then we caninterpolate freely in the initial space.
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2 ANDREAS HARTMANN

The spaces we are interested in here are included in the Smirnov classN+. Recall that the
Nevanlinna class onD is defined by

N = {f ∈ Hol(D) : sup
0<r<1

1

2π

∫

T
log+ |f(reit)|dt <∞}.

Herea+ = max(0, a) for a real numbera. It is well known that functions in the Nevanlinna class
admit non-tangential boundary values almost everywhere onT = ∂D. Then

N+ = {f ∈ N : sup
0<r<1

1

2π

∫

T
log+ |f(reit)|dt =

1

2π

∫

T
log+ |f(eit)|dt}.

Hardy-Orlicz classes can then be defined by logarithmic convex functionsΦ = ϕ ◦ log whereϕ
is a positif, increasing, convex function withϕ(t)/t→ ∞:

HΦ = {f ∈ N+ :
∫

T
Φ(|f |)dm <∞}

(for more precise definitions, see Section 2). In the specialsituation whenϕ(t) = ept we obtain
the usual Hardy spaces, and whenϕ(t) = tp we obtain so-called big Hardy-Orlicz spaces. It
is clear that in the first caseMult(Hp) = H∞ and in the second caseMult(HΦ) = HΦ since
ϕ(t) = tp satisfies a quasi-triangular inequality so thatHΦ is an algebra and hence equal to
its multiplier algebra (see also [HK88, Theorem 3.2]). A natural question arising from this
observation is to understand how the multiplier algebra changes fromH∞ for Hardy spacesHp

(in a sense small Hardy-Orlicz spaces) toHΦ for big Hardy-Orlicz spaces.

Under certain conditions on the defining functionϕ of the Hardy-Orlicz space under consid-
erationHΦ we will find so-called admissible functions allowing the construction of new Hardy-
Orlicz spaces that are included (as well as the algebras theygenerate) in the multipliers ofHΦ

(Theorem 3.1), or that contain the multipliers ofHΦ (Theorem 3.4). Corollary 3.7 shows that
for certain scales of Hardy-Orlicz spaces the gap between both inclusions is small.Proposition
3.3shows that Theorem 3.1 is optimal in a sense, andProposition 5.1exhibits a functiong con-
tained in the space found in Theorem 3.4 as an upper bound of the multiplier algebra ofHΦ1/2

(hereΦ1/2(t) = e
√
t) and not multiplying onHΦ1/2

, thereby showing that Theorem 3.4 is not
optimal.

We will also discuss the ordering of the multiplier algebras. Under some technical condition
we prove inProposition 3.3that the multiplier algebras conserve the ordering of theirunderlying
Hardy-Orlicz spaces. However,Theorem 4.2shows that this is not the general situation. Sur-
prisingly it turns out that there are very big Hardy-Orlicz spaces for which the multipliers reduce
toH∞. In particular there exist Hardy-Orlicz spaces for which the ordering of the multipliers is
in the opposite direction with respect of the ordering of theinitial Hardy-Orlicz spaces.

Let us mention that multipliers of Hardy-Orlicz spaces havepreviously been considered by
Hasumi and Kataoka [HK88], where conditions forH∞ to contain or to be contained in the
multiplier algebra are given, and also by Deeb [De85]. In [HK88] the authors also give some
orderings of Hardy-Orlicz spaces that turn out to be useful in our situation.

The question of multipliers is strongly related in particular to free interpolating sequences.
Indeed, if we can interpolate bounded sequences on a given sequenceΛ = {λn}n ⊂ D by func-
tions in the multiplier algebra, thenΛ is a free interpolating sequence (for this and the following
comments, precise definitions and results can be found in Section 6). Let us recall some facts on
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interpolating sequences. It is well known that the Carlesonconditioninfλ |BΛ\{λ}(λ)| > 0 char-
acterizes free interpolating sequences forHp, p ∈ (0,∞], and Hardy-Orlicz spaces included in
the scale ofHp spaces (see [Ca58], [ShHSh], [Ka63], [Har99]). We have already mentioned that
in this situationMult(Hp) = H∞. On the other hand, inN ,N+, and in big Hardy-Orlicz spaces
(e.g.ϕ(t) = tp), which are actually algebras (and so equal to their multipliers), free interpolating
sequences are characterized by the existence of a harmonic majorant oflog(1/|BΛ\{λ}(λ)|) (see
[HMNT04], [Ha06]). This condition is much weaker than the Carleson condition (which can be
restated as saying thatlog(1/|BΛ\{λ}(λ)|) admits in particular constants as harmonic majorants).
For instance separated sequences (with some conditions if we are in big Hardy-Orlicz spaces)
are interpolating in these classes.

Our starting point was to know whether there exist Hardy-Orlicz spaces beyond
⋃

p>0H
p for

which the Carleson condition still characterizes the interpolating sequences, which leads us to
the following question.

Question 1. Let HΦ be a Hardy-Orlicz space. If the interpolating sequences ofHΦ are charac-
terized by the Carleson condition, is it true thatHΦ is included in the scale

⋃

p>0H
p?

In the light of this question, a first step is to construct examples of Hardy-Orlicz spaces above
⋃

p>0H
p which are very close to the latter union and which have interpolating sequences that

are not Carleson. The key to such a construction is the multiplier algebra of the Hardy-Orlicz
space under consideration when this multiplier algebra is strictly bigger thanH∞. Corollary
5.3 exhibits multipliers ofHΦ where e.g.Φ(t) = t1/ log t is in a sense very close to the defining
functionst 7−→ tp of Hp, p > 0. In such a situation it is possible to use ideas of Douglas and
Shapiro [DSh72] to interpolate bounded sequences on suitable non separated unions of Carleson
sequences. This yieldsCorollary 6.9 which claims the existence of a non Carleson sequence
which is free interpolating forHΦ whenMult(HΦ) contains a Hardy-Orlicz spaceHΨ that is
strictly bigger thanH∞.

Since there exist large Hardy-Orlicz spaces for which the multipliers reduce toH∞ (see The-
orem 4.2), we can give a more precise version of Question 1.

Question 2. If the multiplier algebra of a Hardy-Orlicz space containing strictly
⋃

p>0H
p is equal

toH∞, does it have interpolating sequences that are not Carleson?

The paper is organized as follows. In Section 2, we will introduce the necessary material on
Orlicz and Hardy-Orlicz spaces as well as some facts on decreasing rearrangements. The main
results on multipliers are presented in Section 3. More precisely we exhibit Hardy-Orlicz spaces
that bound below and above the multiplier algebra of a given Hardy-Orlicz space. Orderings of
multipliers will be discussed in Section 4. Under some technical condition we will prove that
the multiplier algebra inherits the ordering of the underlying Hardy-Orlicz spaces. However we
will prove that there are large Hardy-Orlicz spaces for which the multipliers reduce toH∞. An
important example is discussed in Section 5 to show how far weare from a characterization of the
multiplier algebra. Other examples of Hardy-Orlicz spacescoming very close to

⋃

p>0H
p and

having unbounded multipliers will be treated in Subsection5.2. These examples are important
in Section 6 where we apply the multiplier results to the interpolation problem. Using ideas
in the spirit of [DSh72] we will construct Hardy-Orlicz spacesHΦ containing strictly

⋃

p>0H
p

but being very close to this union, and for which there exist non separated unions of Carleson
sequences which are interpolating forHΦ.
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Finally a word concerning notation. For two expressionsu, v depending on the same discrete
a continuous variable we will sometimes writeu << v if u = o(v). As usual,u ∼ v means that
u = v(1 + ε) (or v = u(1 + ε)) whereε = o(1).

Acknowledgements.Part of this work was presented at a joint PICASSO-GDR AFHA meeting
in Marseille. I would like to thank the participants of that meeting, in particular A. Borichev and
P. Thomas, for some interesting questions that are maybe answered in this paper.

2. ORLICZ AND HARDY-ORLICZ SPACES

When discussing Hardy-Orlicz spaces which are strictly bigger than
⋃

p>0H
p, one can con-

sider logarithmic convex defining functions. This is very natural since convex functions conserve
the subharmonicity oflog |f | which makes it possible to define Hardy-Orlicz spaces via theex-
istence of harmonic majorants (see [RosRov85]). For this reason we will consider in all what
follows defining functions of the formϕ◦log whereϕ : R −→ [0,∞) is a convex, nondecreasing
function with limt→∞ ϕ(t)/t = ∞. According to the terminology in [Ru69] such a function is
calledstrongly convex.

With such a function we will associate the Orlicz class onT defined by

Lϕ◦log = Lϕ◦log(T) = {f measurable onT :
∫

T
ϕ(log |f |) <∞}.

In order to simplify the notation, we will also write

Φ = ϕ ◦ log,

and so

LΦ = Lϕ◦log.

The functionsϕ or Φ are both called defining function for the Orlicz class (hopefully no confu-
sion will arise in this paper).

It should be noted that the Orlicz class is in general not a vector space (see for instance the
example 2 in [RosRov85, p.52] for the case of Hardy-Orlicz classes), and one can define two
other spaces. According to the notation in [Leś73] we will call

L∗
Φ := {f measurable onT : ∃a > 0,

∫

T
Φ

(

|f |
a

)

<∞}

the Orlicz space, and

L◦
Φ := {f measurable onT : ∀a > 0,

∫

T
Φ

(

|f |
a

)

<∞}

the space of finite elements ofL∗
Φ. In [LLQR07], the latter space was called the Morse-Transue

space. Note thatL◦
Φ ⊂ LΦ ⊂ L∗

Φ, and in general these three classes are different.

In order to ensure thatLΦ is already a vector space, one sometimes adds another condition
to that of a defining function of an Orlicz space: the functionϕ satisfies thẽ∆2-condition if
ϕ(t + 2) ≤ Mϕ(t) + K, t ≥ t0 for some constantsM,K ≥ 0 andt0 ∈ R. This condition is
formulated in such a way thatΦ satisfies the usual∆2-condition: there exist constantsM ′, K ′ ≥
0 ands0 such that for alls ≥ s0 we have

Φ(2s) ≤M ′Φ(s) +K ′.(2.1)
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If ϕ satisfies thẽ∆2-condition (orΦ satisfies the∆2-condition), thenLΦ = L◦
Φ = L∗

Φ.

OnL∗
Φ we can introduce the following functional. Forf ∈ L∗

Φ, let

‖f‖Φ := inf{t > 0 :
∫

T
Φ
( |f |
t

)

dm ≤ 1}.

If Φ is convex, thenL∗
Φ equipped with‖ · ‖Φ is a Banach space (also if we replaceT by other

measure spaces), see [LT, p.120]. The expressionJΦ(f) :=
∫

T Φ(|f |)dt is sometimes called a
modular. It does of course not define a norm in general.

Here are some facts on orderings of Orlicz spaces. Letϕ1 andϕ2 be two strongly con-
vex functions and setΦi = ϕ ◦ log, i = 1, 2. Then lim supt→∞ Φ1(t)/Φ2(t) < ∞ if and
only if LΦ2 ⊂ LΦ1 (see [HK88, Theorem 1.3] where this result is proved for Hardy-Orlicz
spaces, but the argument works for Orlicz spaces). The relation L∗

Φ1
⊂ L∗

Φ2
follows from

limt→∞ Φ1(t)/Φ2(kt) = ∞ for everyk > 0 (see [KrRu61, Theorem 13.1] in caseΦl, l = 1, 2,
convex). Also, if two functionsΦ1 andΦ2 (orϕ1 andϕ2) are comparable, i.e. there are constants
C1,C2 with C1ϕ1(t) ≤ ϕ2(t) ≤ C2ϕ1(t) for big t, then the corresponding (Hardy-)Orlicz spaces
are equal. This allows for instance to replace the defining functions by smooth ones. In all what
follows we will thus suppose that the defining functions are sufficiently smooth.

It should be noted that it is possible to construct strongly convex functionsϕ1 andϕ2 for which
lim supϕ1(t)/ϕ2(t) = +∞ andlim inf ϕ1(t)/ϕ2(t) = 0. In such a situation, by the above cited
result, no one of the considered Orlicz spaces can be included in the other one.

As in the classical case ofLp-spaces, one can associate withLΦ a subclass of boundary limits
of a space of holomorphic functions on the disk. Recall thatN+ is the Smirnov class. The
Hardy-Orlicz classis defined as

HΦ = Hϕ◦log = {f ∈ N+ :
∫

T
ϕ(log |f(ζ)|) dσ(ζ) <∞} = N+ ∩ LΦ,

wheref(ζ) is the non-tangential boundary value off at ζ ∈ T, which exists almost everywhere
sincef ∈ N+. By [RosRov85, Theorem 4.18] this definition is equivalent to the definition via
the existence of harmonic majorants that we mentioned in theintroduction to this section. Also,
sinceHΦ as well as its multiplier algebra are contained in the Smirnov classN+, we have a
factorization. Recall that eachf ∈ N+ can be written asf = IF , whereI is an inner function
andF is outer inN+. More precisely

F (z) := [f ](z) := exp

(
∫

T

ζ + z

ζ − z
log |f(ζ)|dm(ζ)

)

, z ∈ D,(2.2)

andlog |f | ∈ L1(T). If f ∈ HΦ thenF ∈ HΦ and moreover|f | ∈ LΦ(T).

The classical examples are the following. Whenϕ(t) = ept for somep > 0, thenHΦ is simply
the Hardy spaceHp, in which caseMult(HΦ) is just the algebraH∞ of bounded holomorphic
functions onD.

The situation which has been considered in [Ha06] in connection with free interpolation is
whenϕ satisfies a quasi-triangular inequality:

ϕ(a+ b) ≤ c(ϕ(a) + ϕ(b)),(2.3)
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for some constantc, and all realsa, b ≥ t0, t0 also fixed. A simple example isϕ(t) = tp. The
condition (2.3) is of course related to the∆2 condition forϕ. In this situation,HΦ is an algebra
and its multiplier algebra is of course the algebra itself:Mult(HΦ) = HΦ.

Analogously to the above definitions, we will writeH∗
Φ for the Hardy-Orlicz space,H◦

Φ for the
Hardy-Orlicz space of finite elements (or the Hardy-Morse-Transue space). Again, ifΦ satisfies
the∆2 condition than all spaces are identicalHΦ = H∗

Φ = H◦
Φ and we simply writeHΦ.

We will introduce some conditions for a strongly convex function ϕ. Since we will consider
multipliers, we are interested in the integrability ofϕ(log |f | + log |g|). Hence we would like to
know if we can add some growth to the argumentt of ϕ without changing too much the growth
of ϕ. Here is a precise definition.

Definition 2.1. A convex, strictly increasing functionϕ : R −→ R+ with limt→∞ ϕ(t)/t = +∞
is said to satisfy thẽ∆-condition if there is ac > 1, t0 ∈ R and a strictly increasing concave
functionγ : R+ −→ R+ with limt→∞ γ(t) = ∞ such that for allt ≥ tγ

ϕ(t+ γ(t))

ϕ(t)
≤ c.(2.4)

A functionγ will be called∆̃-admissibleif (2.4) holds for suitablec andt0.

The requirement ofγ being concave is not restrictive since if an increasing function γ satisfy-
ing (2.4) exists, then we can replace it by a concave one.

This condition is stronger than thẽ∆2-condition since instead of adding2 in the argument ofϕ
we add a function that can tend to infinity. Ifϕ itself already satisfies the standard∆2-condition
(2.1) (which leads us to big Hardy-Orlicz spaces), then we can chooseγ(t) = t so thatϕ then
satisfies thẽ∆-condition.

Our model case is

ϕα(t) = et
α

, t ≥ t0 > 0,

whereα ∈ (0, 1). In this case we can construct the optimal functionγ: in order to haveϕα(t +
γ(t)) ≤ cϕα(t) it is necessary and sufficient thatt 7−→ (t+ γ(t))α− tα is bounded (observe that
necessarilyγ(t) ≤ t). By standard calculus, this is equivalent to

tα
(

α
γ(t)

t
+ o

(

γ(t)

t

))

≤ c, t ≥ tγ,

which happens if and only if

γ(t) ≤ Ct1−α.

So, we can chooseγα,C(t) := Ct1−α which meets the requirements of the functionγ in the
definition of the∆̃-condition above, and nõ∆ admissible function can grow faster than anyγα,C .

Note that the∆̃-condition imposes a restriction on the growth ofϕ: clearly we cannot reach
the functionϕ(t) = et (definingH1), which is natural in view of our results.

Whenϕ satisfies thẽ∆-condition, we will see (Theorem 3.1) that the admissible functionsγ
allow us to construct subalgebras of multipliers, i.e. algebras which bound the multipliers ofHΦ

from below. So it is natural to ask whether something sensible can be said about the multipliers
when condition (2.4) is not satisfied. Actually, it turns outthat if γ is not admissible then the



POINTWISE MULTIPLIERS IN HARDY-ORLICZ SPACES, AND INTERPOLATION 7

algebras constructed in Theorem 3.1 do no longer bound the multiplier algebra from below.
However it seems too ambitious to hope for an upper bound in this situation. Still, under some
mild growth condition on the quotientϕ(t+ γ(t))/ϕ(t) we can obtain such an upper bound.

Definition 2.2. A convex, strictly increasing functionϕ : R −→ R+ with limt→∞ ϕ(t)/t = +∞
is said to satisfy thẽ∇-conditionif there is a strictly increasing concave functionγ : R+ −→ R+

with lims→∞ γ(s) = ∞ and anε > 0 such that for alls ≥ sγ

ϕ(s+ γ(s))

ϕ(s)
≥ log1+ε ϕ(s).(2.5)

A functionγ will be called∇̃-admissibleif (2.5) holds for suitablesγ andε > 0.

Let us discuss thẽ∇-admissible functions for the model caseϕα(s) = es
α
. The condition (2.5)

is equivalent to

es
α((1+γ/s)α−1) ≥ s(1+ε)α, s ≥ sγ ,

so that for example

γ(s) := γ(log)
α,η (s) := (1 + η)s1−α log s, s ≥ sγ,

with η > 0 works. Of course for “bigger” functionsγ the estimate in (2.5) is more easily true.
However, as we will see later on, we will use reciprocals of∇̃-admissible functions to find upper
bounds for the multipliers. Hence we will get more precise bounds with small∇̃-admissible
functionsγ. The reader may check that the functionγ(log)

α,η is not∇̃-admissible forη = 0.

2.1. Decreasing rearrangements.We will need some facts on decreasing rearrangements (for
the material of this subsection see for instance [LT, pp 114-120]). Let us begin by recalling some
basic facts.

Let (Ω,Σ, µ) be a measure space (we will only be concerned withT equipped with the usual
normalized Lebesgue measure on Borel sets). With a measurable functionf onΩ one associates
the distribution function

µf (t) = µ{ω ∈ Ω : |f(ω)| > t}, t > 0,

and the decreasing rearrangement

f ∗(s) = inf{t > 0 : µf(t) ≤ s}, s ∈ (0, µ(Ω)).

Note that the decreasing rearrangement off is a positive function. The main consequence on
rearrangement invariant spaces that we will use in the context of (Hardy-)Orlicz spaces is that

∫

T
Φ(|f(t)|)dt =

∫ 1

0
Φ(f ∗(t))dt.(2.6)

(We have used here that(Φ ◦ |f |)∗ = Φ ◦ f ∗ sinceΦ is increasing.) We will also use the fact that
whenΦ is convexe, thenL∗

Φ is rearrangement invariant [LT, p.120].

The reader should notice that the initial measure space we are interested in, i.e.T equipped
with the Lebesgue measure, can be identified with the measurespace[0, 1] (equipped with nor-
malized Lebesgue measure) on which the decreasing rearrangementf ∗ is defined. Thusf ∗ is
obtained from|f | by a measure preserving mappingα from Ω := T (i.e.Ω := [0, 1]) onto itself,
so thatf ∗(t) = |f(α(t))|.
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Moreover, it is clear that if a functiong multiplies onHΦ then so does its outer part (the
modularJΦ in Hardy(-Orlicz) spaces does not “feel” the inner part). Inall what follows we will
thus assume that the multiplier is outer (it could even be assumed that|g| ≥ 1). Let g∗ be the
decreasing rearrangement of a multiplierg, and letαg be a corresponding measure preserving
mapping ofT (or [0, 1]) onto itself. We have already mentioned thatg is automatically inHΦ

and so|g| ∈ LΦ. By (2.6) the functiong∗ is also inLΦ, and so we can associate with it the outer
functionG in HΦ such that|G| = g∗ a.e. onT.

Lemma 2.3. If g ∈ Mult(HΦ) then the outer functionG defined by|G| = g∗ a.e.T is also a
multiplier onHΦ.

More generally it can be said that for every outer multiplierg and every measure preserving
mappingα : T → T, the outer functiongα with |gα| = |g ◦ α| a.e. onT is also a multiplier.

Proof. Let α be the measure preserving mapping such thatg∗ = |g ◦ α| a.e. onT. Let f ∈ HΦ

with outer partF . Then the outer function with modulus|F ◦ α−1| is also inHΦ (with same
modularJΦ asf ), and
∫

T
Φ(|f(ζ)G(ζ)|)dm(ζ) =

∫

T
Φ(|f(ζ)g(α(ζ))|)dm(ζ) =

∫

T
Φ(|f ◦ α−1(ζ)g(ζ)|)dm(ζ)

=
∫

T
Φ(|F (ζ)g(ζ)|)dm(ζ) <∞

�

In the later discussions we can (and will) thus suppose that the multiplier is outer, its only
singularity is inζ = 1, andθ → |g(eiθ)| is decreasing inθ on (0, 2π) (2π corresponding to1).

3. MULTIPLIERS - UPPER AND LOWER BOUNDS

In this section we will give a general construction to obtainmultipliers of a Hardy-Orlicz
space with a defining functionϕ satisfying the∆̃-condition. More precisely, thẽ∆-admissible
functionsγ associated withϕ allow the construction of defining functionsΨγ of Hardy-Orlicz
spaces contained in the multiplier algebra. SinceMult(HΦ) is an algebra it is clear that when
HΨγ ⊂ Mult(HΦ) then alsoAlg(HΨγ ) ⊂ Mult(HΦ). HereAlg(F) denotes the algebra gener-
ated by a family of functionsF

Then, using thẽ∇-condition, we will give an inclusion of the multiplier algebra of HΦ in
another Hardy-Orlicz space the defining function of whichΨ = ψ ◦ log is associated with̃∇-
admissible functions. Again, sinceMult(HΦ) is an algebra, if it containsf ∈ HΨ then it contains
also all powersfn, n ∈ N, and so doesHΨ. Hence, settingΨ[n](t) = ψ(n log t), the inclusion
Mult(HΦ) ⊂ HΨ implies that

Mult(HΦ) ⊂
⋂

n∈N∗

HΨ[n] .

We will discuss both results in the model caseϕ(t) = ϕα(t).

Let us begin with a lower bound on the multiplier algebra.
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Theorem 3.1.Letϕ be a strongly convex function satisfying the∆̃-condition andγ a ∆̃-admissible
function. Then

Alg(HΨγ ) ⊂ Mult(HΦ)

whereΨγ = ϕ ◦ γ−1 ◦ log.

Remarks 3.2.1) Obviously,Mult(HΨ) contains the algebra generated by the union over allHΨγ

whereγ is admissible forϕ.

2) In generalψγ := ϕ ◦ γ−1 does not satisfỹ∆2 and so we have to distinguish a priori in the
theorem betweenHΨγ , H◦

Ψγ
andH∗

Ψγ
. This is of no harm since all these spaces are of course

included inAlg(HΨγ ) (and we are of course interested in the biggest lower bound);see also
some comments concerning the∆̃2-condition ofψγ in the model case at the end of this section.

Proof. Let f ∈ HΦ andg ∈ HΨγ . Let A := {ζ ∈ T : log |g(ζ)| ≤ γ(log |f(ζ)|)} andA0 :=
{ζ ∈ A : log |f(ζ)| ≥ tγ}. Then

∫

A0

ϕ(log |gf |)dm =
∫

A0

ϕ(log |f | + log |g|) ≤
∫

A0

ϕ (log |f(ζ)|+ γ(log |f(ζ)|))dm

≤ c
∫

A0

ϕ(log |f(ζ)|)dm,

and so the integral onA0 converges. Since onA\A0, |f | and|g| are bounded (so thatϕ(log |fg|)
is bounded), the integral also converges onA.

We will now consider the part of the integral onB := T \ A. SetB0 := {ζ ∈ B :
γ−1(log |g(ζ)|) ≥ tγ}. Clearlylog |f(ζ)| < γ−1(log |g(ζ)|) onB. Hence

∫

B0

ϕ(log |f(ζ)|+ log |g(ζ)|)dm ≤
∫

B0

ϕ(γ−1(log |g(ζ)|)
︸ ︷︷ ︸

x

+ log |g(ζ)|)dm

≤ c
∫

B0

ϕ(γ−1(log |g(ζ)|))dm.

Since by assumptiong ∈ HΨ whereΨ = ϕ ◦ γ−1 ◦ log, the last integral converges. Since on
B \B0 the functions|f | and|g| are bounded, the integral converges also onB. �

Note that ifϕ satisfies the∆2-condition (the case of big Hardy-Orlicz spaces), then, as we have
already mentioned, we can chooseγ(t) = t. HenceΨγ(t) = ϕ◦γ−1◦log(t) = ϕ(log(t)) = Φ(t),
which confirms that we are in the algebra situation.

In order to show that Theorem 3.1 is sharp we shall prove that if a functionγ is not admissible
for ϕ, thenHΨγ contains functions that do not multiply onHΦ. Recall thatΨγ = ϕ ◦ γ−1 ◦ log.

Proposition 3.3. Let ϕ be a strongly convex function, and letγ be a concave function onR
strictly increasing to infinity such that

lim sup
t→∞

ϕ(t+ γ(t))

ϕ(t)
= +∞.

Then there existsg ∈ HΨγ such thatg /∈ Mult(HΦ).
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Proof. The proof follows some ideas of the proof of [HK88, Theorem 1.3]. By the hypotheses,
there exists a sequence(tn)n such that







ϕ(tn + γ(tn))
ϕ(tn)

≥ n,

ϕ(tn) ≥ 2n

n2 .

Set εn = (n2ϕ(tn))
−1. Clearly εn ≤ 2−n so that there exists a sequence(σn)n of disjoint

measurable subsets ofT with |σn| = εn, where| · | denotes the Lebesgue measure. Letf be
the outer function the modulus of which is equal to

∑

n e
tnχσn on

⋃

n σn and1 otherwise (χE
is the characteristic function of a measurable setE). Then

∫

T Φ(|f |)dm =
∑

n ϕ(tn)|σn| =
∑

n ϕ(tn)εn =
∑

n
1
n2 <∞. Hencef ∈ HΦ.

In the same way, we letg be the outer function the modulus of which takes the values
∑

n e
γ(tn)χσn on

⋃

n σn and 1 elsewhere. Then
∫

T ϕ(γ−1(log |g|))dm =
∑

n ϕ(tn)|σn| < ∞
(the reader might have observed that this is equal to

∫

T Φ(|f |)dm). Let us compute the modular
of their product

∫

T
Φ(|fg|)dm =

∫

T
ϕ(log |f | + log |g|)dm =

∑

n

ϕ(tn + γ(tn))|σn| ≥
∑

n

nϕ(tn)εn

=
∑ 1

n
= +∞.

�

We shall discuss this proposition further on an example in Section 5.

The next result discusses an upper bound of the multiplier algebra via∇̃-admissibility.

Theorem 3.4.Letϕ be a strongly convex function satisfying the∇̃-condition andγ a ∇̃-admissible
function. Then

Mult(HΦ) ⊂
⋂

n∈N∗

H
Ψ

[n]
γ
,

where, as before,Ψγ = ϕ ◦ γ−1 ◦ log, andΨ[n]
γ (t) = ϕ(γ−1(n log t)).

Before proving the theorem, we will cite the following well-known property.

Lemma 3.5. Every positive decreasing function on(0, 1] which is integrable on(0, 1) is ne-
cessarily bounded by the functiont 7−→ 1/t on (0, t0) for a suitablet0 ∈ (0, 1).

Proof of Theorem 3.4.Let g ∈ Mult(HΦ). As before we will supposeg outer and|g| equal to
its decreasing rearrangement. This will allows us to testg against functions inHΦ that approach
the maximal possible growth of the class. Since we have identified T with [0, 1], we will set

w(t) =
e

t log1+η e
t

, t ∈ (0, 1],(3.1)

whereη ∈ (0, ε) is fixed (ε being the value associated with the∇̃-admissible functionγ). It is
clear thatw ∈ L1. Let f be the outer function inHΦ such thatlog |f(e2πit)| = ϕ−1(w(t)) a.e. on
(0, 1].



POINTWISE MULTIPLIERS IN HARDY-ORLICZ SPACES, AND INTERPOLATION 11

Sinceg is a multiplier onHΦ and|f |, |g| are decreasing on(0, 1], the function

φ := ϕ(log |fg|) = ϕ(log |f | + log |g|)
is decreasing on(0, 1] and integrable on this interval. By Lemma 3.5, we get

φ(t) ≤ e

t
, t ∈ (0, t0)

(wheret0 ∈ (0, 1) is fixed suitably).

Hence

ϕ(ϕ−1(w) + log |g|) ≤ e

t
,

and so

log |g| ≤ ϕ−1(e/t) − ϕ−1(w).

Hence

Ψγ(|g|) = ϕ(γ−1(log |g|)) ≤ ϕ(γ−1(ϕ−1(e/t) − ϕ−1(w))).(3.2)

Sinceϕ satisfies thẽ∇-condition andγ is admissible we have

ϕ(s+ γ(s)) ≥ ϕ(s) log1+ε ϕ(s), s ≥ sγ,

so that

s ≥ γ−1(ϕ−1(ϕ(s) log1+ε ϕ(s)) − s), s ≥ sγ.

Applyingϕ to this inequality and choosings such thatw = w(t) = ϕ(s) we obtain

w ≥ ϕ(γ−1(ϕ−1(w log1+ε w) − ϕ−1(w))).(3.3)

We will check that1/t ≤ w log1+ε w. From (3.1), we get

w(t) log1+εw(t) =
e

t log1+η(e/t)
log1+ε

(
e

t log1+η(e/t)

)

=
e

t log1+η(e/t)

(

log(e/t) − log log1+η(e/t)
)1+ε

=
e

t
logε−η(e/t)

(

1 − log log1+η(e/t)

log1+η(e/t)

)

≥ e

t

for t sufficiently small sinceε > η. Injecting this into (3.3) we get

w ≥ ϕ(γ−1(ϕ−1(e/t) − ϕ−1(w))).

We recognize here the right hand side of (3.2) so that

Ψγ(|g(eit)|) ≤ w(t) =
1

t log1+ε(1/t)
.

Sincew ∈ L1, we concludeg ∈ Hψ. By the remarks in the introduction to this section we also
haveg ∈ HΨ[n] for everyn ∈ N∗. �
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Example. Let us consider the model caseϕα, 0 < α < 1. We have already constructed
the optimal functionγα,C = Ct1−α. Obviously,γ−1

α (t) = (t/C)1/(1−α), andψα,C(t) := ϕα ◦
γ−1
α,C(t) = edt

α/(1−α)
= ϕdα/(1−α), whered = C−α/(1−α). This together with Theorem 3.1 yields

the first inclusion of the proposition below.

Note thatAlg(HΦα/(1−α)
) =

⋃

d>0 Hϕd
α/(1−α)

◦log (one can use thatfg = (1/2)
(

(f + g)2 − f 2 −
g2
)

andh ∈ Hα/(1−α) impliesh2 ∈ Hϕd
α/(1−α)

with d = (1/2)α/(1−α)).

For the second one we introduce another defining function. Set

ϕ
(log)
α,δ (t) = eδ(

t
log t)

α/(1−α)

, t ≥ t0,

whereδ > 0. Clearly, ifβ < α/(1 − α) then

ϕβ(t) = et
β

<< ϕ
(log)
α,δ (t), t→ ∞.

Hence by the remarks on orderings of (Hardy-)Orlicz spaces in Section 2

H
ϕ

(log)
α,δ

◦log $ HΦβ
.(3.4)

Proposition 3.6. Let0 < α < 1. Then

Alg(HΦα/(1−α)
) =

⋃

d>0

Hϕd
α/(1−α)

◦log ⊂ Mult(HΦα) ⊂
⋂

δ>0

H
ϕ

(log)
α,δ

◦log.

Before proving this result, we give the following consequence which is maybe easier to state
and follows immediately from this proposition and (3.4).

Corollary 3.7. Let0 < α < 1 Then

Alg(HΦα/(1−α)
) =

⋃

d>0

Hϕd
α/(1−α)

◦log ⊂ Mult(HΦα) ⊂
⋂

0<β<α/(1−α)

HΦβ
.

Corollary 3.7 shows that Theorem 3.4 is optimal in the sense that it allows to separate those
Hardy-Orlicz spaces contained in the scale(HΦα)α>0 and multiplying onHΦ1/2

from those con-
tained in the scale that do not multiply onHΦ1/2

. We could of course have replacedHΦβ
by

⋂

n∈N∗ H
Φ

[n]
β

.

Proof of the proposition.As already indicated, the first inclusion is established by the above dis-
cussion. Let us consider the second inclusion. Recall that for ϕα the function

γ(s) = (1 + η)s1−α log s

is ∇̃-admissible wheneverη > 0. SetΨγ = ϕ ◦ γ−1 ◦ log. It can be checked that

γ−1(u) ∼
(

1 − α

1 + η

u

log u

)1/(1−α)

, u→ ∞.

So

Ψγ(t) = exp





(

1 − α

1 + η

log t

log log t

)α/1−α
(1 + o(t))



 , t→ ∞.



POINTWISE MULTIPLIERS IN HARDY-ORLICZ SPACES, AND INTERPOLATION 13

Sinceγ is ∇̃-admissible for arbitraryη > 0 ando(t) is arbitrarily small, we can take

Ψγ(t) = exp



(1 − δ)Cα

(

log t

log log t

)α/(1−α)


 .

whereδ > 0 is arbitrary andCα = (1−α)α/(1−α), From Theorem 3.4 we deduce thatMult(HΦ) ⊂
HΨγ . And by the general remarks we also haveMult(HΦ) ⊂ H

Ψ
[n]
γ

, where

Ψ[n]
γ (t) = exp



(1 − δ)Cα

(

n log t

log(n log t)

)α/(1−α)


 = exp



c

(

log t

log n+ log log t)

)α/(1−α)




with a suitable constantc. Clearly there existδ1, δ2 such thatϕ(log)
α,δ1

(log t) ≤ Ψ[n]
γ (t) ≤ ϕ

(log)
α,δ2

(log t)
from which the remaining inclusion of the proposition follows. �

The exampleϕα is quite instructive concerning the behaviour of the multiplier algebra. Clearly
the indexα/(1−α) that we can associate withϕα increases withα (we will see in Proposition 4.1
that for reasonable strongly convex functions — andϕα are reasonable in our situation — that
the multiplier algebra increases with the space). A crucialpoint isα = 1/2. Thenψ1/2,1(t) =

ϕ1/2 ◦ γ−1
1/2,1(t) = ϕ1(t) = et which is the defining function forH1, so that the multiplier algebra

of HΦ1/2
containsAlg(H1) =

⋃

p>0H
p (and it is contained inHΦβ

for anyβ < 1, and even in

smaller Hardy-Orlicz spaces defined byϕ(log)
α,δ ).

Whenα > 1/2, then by the corollary we haveMult(Hα) ⊂
⋂

n∈N∗ H
Φ

[n]
1

=
⋂

p>0H
p. Choos-

ing β ∈ (1, α/(1−α)) we can even deduce thatMult(Hα) ⊂ HΦβ
which is extremely small and

close toH∞.

Conversely, ifα < 1/2, then sinceα/(1 − α) < 1, we getϕα/(1−α)(t) = o(ept) which yields
Hp ⊂ HΨα/(1−α)

for everyp > 0 and hence
⋃

p>0H
p ⊂ HΨα/(1−α)

⊂ Mult(HΦα). So, in this
case, the multiplier algebra is very big containing everyHp, p > 0, and even bigger spaces.

Corollary 3.7 tells us that in this example the multiplier algebras vary from very small spaces
whenHΦ is close to the classical Hardy spaces to very big ones when weapproach the big
Hardy-Orlicz spaces.

Another observation can be made concerning the critical valueα = 1/2. For α ≤ 1/2 the
functionξ : t 7−→ (t+ 2)α/(1−α) − tα/(1−α) is bounded so thatψα,C = ϕα ◦ γ−1

α,C satisfies that∆2

condition, whereas forα > 1/2 the functionξ is unbounded and soψα,C /∈ ∆2.

A similar observation can be made in the context of Theorem 3.4. By the above proof, the

∇̃-admissible functionγ(log)
α,η satisfies

(

γ(log)
α,η

)−1
(t) ∼ c(t/ log t)1/(1−α) for a suitable constantc.

The functionξ(log) : t 7−→ ((t+ 2)/ log(t+ 2))α/(1−α) − (t/ log t)α/(1−α) is bounded if and only

if α ≤ 1/2 so thatψγ = ϕα ◦
(

γ(log)
α,η

)−1
satisfies the∆2 condition if and only ifα ≤ 1/2.

4. ORDERINGS ON MULTIPLIERS

4.1. A general result. We begin the section with a general fact. PickΦ1 = ϕ1 ◦ log andΦ2 =
ϕ2 ◦ log two defining functions of Hardy-Orlicz spaces, whereϕ1, ϕ2 are strongly convex. In
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Section 2 we have mentioned that the condition

lim sup
t→∞

Φ2(t)

Φ1(t)
< +∞(4.1)

is equivalent toHΦ1 ⊂ HΦ2 . ReplacingΦi by ϕi we get the same kind of estimate forϕ2/ϕ1 in
(4.1). It is also possible to replace moreoverϕ1 by ϕ1 + ϕ2 without changingHΦ1 , so that we
can suppose thath := ϕ1 − ϕ2 is strongly convex, and even thath′ = ϕ′

1 − ϕ′
2 tends to infinity

at infinity. This does unfortunately not always imply thatϕ−2 − ϕ−1 is increasing. However,
if we assume the later to hold then the ordering of the Hardy-Orlicz spaces is inherited by their
respective multipliers.

Proposition 4.1. Letϕ1, ϕ2 be strongly convex functions. Ifϕ−1
2 − ϕ−1

1 is increasing then

Mult(HΦ1) ⊂ Mult(HΦ2).

Proof. We can suppose thatϕ1 andϕ2 are differentiable. By the hypothesisϕ−1
2 −ϕ−1

1 is a strictly
increasing function, so that(ϕ−1

2 −ϕ−1
1 )′ ≥ 0. Hence((ϕ−1

2 )′(ϕ1(u))−(ϕ−1
1 )′(ϕ1(u)))ϕ

′
1(u) ≥ 0

(note that obviouslyϕ′
1 ≥ 0). Hence

(ϕ−1
2 ◦ ϕ1)

′(u) ≥ 1,

for sufficiently bigu. Settingξ(u) := ϕ−1
2 ◦ϕ1 ◦ log(u) we deduce from this thatξ′(u) ≥ 1/u for

big u. Define nowΞ = Φ−1
2 ◦Φ1. Then we get(log ◦Ξ)′(u) = ξ′(u) ≥ 1

u
, and hence the function

Θ : t 7−→ Ξ(t)

t
=

Φ−1
2 ◦ Φ1(t)

t

is increasing.

After these preliminary remarks let us come to the proof of the proposition. Supposeg ∈
Mult(HΦ1). Let f ∈ HΦ2 . We have to check thatgf ∈ HΦ2 . Define a measurable function on
T by f0 = Φ−1

1 (Φ2(|f |)). Clearly there exists an outer functionF the modulus of which is equal
to f0 almost everywhere onT, and by constructionF ∈ HΦ1 . Sinceg multiplies onHΦ1 we
havegF ∈ HΦ1. For the remaining argument we will suppose|g| ≥ 1 almost everywhere onT
(we have already seen thatg can be supposed outer; it is also clear thatg is a mulitplier if and
only if the outer function the modulus of which is equal tomax(1, |g|) is a multiplier). With this
assumption we have|F | ≤ |gF | and sinceΘ is increasing we get

Ξ(|F |)
|F | ≤ Ξ(|gF |)

|gF | ,

i.e.

|g|Φ−1
2 (Φ1(|F |)) ≤ Φ−1

2 (Φ1(|gF |)),
from where we get

∫

T
Φ2(|gf |)dm =

∫

T
Φ2(|g|Φ−1

2 (Φ1(|F |)))dm ≤
∫

Φ1(|gF |)dm <∞.

�

Any “reasonable” pair of strongly convex functions withHΦ1 ⊂ HΦ2 satisfies the hypothesis
of Proposition 3.3. A simple example isϕ1(t) = et

α
andϕ2(t) = et

β
with α > β (this follows
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already from Corollary 3.7). Another example is given byϕ1(t) = et andϕ2(t) = et/ log t for
which it is simple to check that(ϕ−1

2 − ϕ−1
1 )′ ≥ 0.

A natural question raised by the preceding proposition is whether there exist Hardy-Orlicz
spaces for which the ordering of the multipliers is in the opposite direction of that of the Hardy-
Orlicz spaces themselves. The next subsection answers thisquestion by giving examples where
the ordering of the multipliers cannot be pulled back to the underlying Hardy-Orlicz spaces

4.2. Small multipliers on large Hardy-Orlicz spaces. Here we show that there are large Hardy-
Orlicz spaces for which the multipliers reduce toH∞, so that in general the multipliers are not
necessarily ordered as the Hardy-Orlicz spaces (when thesecan be ordered).

Let us make more precise what we mean by “large” here. In fact it turns out that the Hardy-
Orlicz spaces we consider can be very far from

⋃

p>0H
p. We have to introduce a new class of

strongly convex functions. Set

ϕα(t) = e(ln t)
α

, t ≥ t0.

These functions define Hardy-Orlicz spacesHΦα , whereΦα = ϕα ◦ log, which are much bigger
than those associated withϕ(t) = et

α
considered in Section 3. Let us observe that for every

(concave) functionγ strictly increasing to infinity and such thatγ(t) = o(t) we have

ϕα(t+ γ(t))

ϕα(t)
= exp

[

(ln t)α
(

(1 +
ln(1 + γ(t)/t)

ln t
)α − 1

)]

= exp

[

α
γ(t)

t(ln t)1−α + o(
γ(t)

t(ln t)1−α )

]

.

which is bounded whenγ(t) ≤ Ct(ln t)α−1. The latter expression suggests that we could attain a
growth faster than the identity whenα > 1. In this situation the above computations, which work
under the assumptionγ(t) = o(t), are of course false. Anyway, since we are only interested in
concaveγ it is not worth while seekingγ growing faster than the identity. So,ϕα satisfies the
∆̃-condition and for instanceγp(t) = tp is admissible for everyp ∈ (0, 1). Using Theorem 3.1
this implies that the multipliers ofHΦα contain a very big space:HΨα,p , whereΨα,p = ψα,p ◦ log,
ψα,p(t) = ϕα ◦ γ−1

p (t) = e(1/p)
α(ln t)α

= ϕ(1/p)α

α .

We have the following result.

Theorem 4.2. For everyβ > 1 there exists a strongly convex functionϕ satisfying the∆̃2-
condition such thatHΦ containsHΦβ

and

Mult(HΦ) = H∞.

Proof. We begin by constructing the strongly convex function onR+. Supposeϕ(1) = 1. Let
(tn) be a sequence of positive real numbers tending strictly to infinity andt1 = 1. We will also
assume that(tn+1 − tn) goes to infinity. The construction ofϕ goes inductively. On each interval
In = [tn, tn+1) the function is affine withϕ(tn) = limt→t−n

ϕ(t) so thatϕ is continuous intn
and with slopeϕ(tn) (the function doubles its values fromtn to tn + 1). This yields of course
a convex function the slope of which tends to infinity from where we deduce that it is strongly
convex. (It is clear how to extendϕ to R−.)
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Let us check that by a suitable choice of(tn) we obtain a functionϕ tending more slowly to
infinity thanϕβ . This will show thatHΦβ

⊂ HΦ. Fix γ > 1
β − 1 . By constructionϕ(tn+1) =

ϕ(tn)(1 + (tn+1 − tn)). Settn+1 = tn + en
γ − 1, so thatϕ(tn+1) = en

γ
ϕ(tn), and an immediate

induction yieldsϕ(tn) = e
∑n−1

k=1
kγ

ϕ(t1), whereϕ(t1) = 1. It is well known that
∑n−1
k=1 k

γ ∼
(n−1)γ+1

γ+1
, from where we deduce thate(1−ε)(n−1)γ+1/(γ+1) ≤ ϕ(tn) ≤ e(1+ε)(n−1)γ+1/(γ+1) for

sufficiently bign (depending onε). Now tn+1 − tn ∼ en
γ
, so thattn = t1 +

∑n−1
k=1(tk+1 − tk) ∼

∑n−1
k=1 e

kγ ≥ e(n−1)γ
. By assumptionγ > 1

β − 1 , so thatγβ > γ+1. Hence for sufficiently bign

ϕβ(tn−1) ≥ e(ln e
(n−2)γ )β

= e(n−2)γβ

>> e(1+ε)(n−1)γ+1/(γ+1) ≥ ϕ(tn).

This implies that on the whole intervalIn the functionϕβ dominatesϕ. Since this is true for
every intervalIn (n sufficiently big), we can deduce thatHΦβ

⊂ HΦ.

The remaining part of the proof is again built on the arguments of of [HK88, Theorem 1.3].
Suppose now that there exists an unbounded multiplierg for HΦ. Letσk = {ζ ∈ T : log |g(ζ)| ∈
[k, k + 1)} which are of positive measure by assumption. Sinceϕ tends to infinity, there exists a
subsequence(tnk

)k such thatϕ(tnk
) ≥ 1

k2|σk|
. Then we can findσ′

k ⊂ σk such thatϕ(tnk
)|σ′

k| =

1
k2 . Letf be the outer function the boundary values of which are in modulus equal to

∑

k e
tnkχσ′

k

on
⋃

k σ
′
k and1 elsewhere. Then

∫

T Φ(|f |)dm =
∑

k ϕ(tnk
)|σ′

k| =
∑

k
1
k2 <∞.

On the other hand, since forγ > 0 we haveϕ(tnk
+ γ) ≥ ϕ(tnk

) + ϕ(tnk
)γ ≥ γϕ(tnk

), we
obtain

∫

T
Φ(|fg|)dm =

∑

k

∫

σ′
k

ϕ(log |f | + log |g|)dm ≥
∑

k

∫

σ′
k

log |g|ϕ(tnk
)dm

≥
∑

k

kϕ(tnk
)|σ′

k| =
∑

k

1

k
= ∞.

So,g does not multiplyf to a function inHΦ. We have reached a contradiction, and any multi-
plier inHΦ has to be bounded.

It is easily checked that, by construction,ϕ satisfies thẽ∆2-condition, so that we also have
H∞ ⊂ Mult(HΦ). �

5. SOME MORE EXAMPLES

5.1. Optimality of the conditions. We begin this section with an example discussing the op-
timality of the results of Section 3. We have already seen in Proposition 3.3 that the result of
Theorem 3.1 is in a sense sharp: whenever a concave functionγ is not admissible forϕ then we
can find a function inHΨγ , whereΨγ = ϕ ◦ γ−1 ◦ log, that does not multiply onHΦ.

We will discuss this more thouroughly here through the example ϕ1/2(t) = e
√
t. Recall that

in this situation our Theorem 3.1 gave the inclusion
⋃

p>0H
p ⊂ MultHΦ1/2

. On the other side,

Theorem 3.4 shows thatMultHΦ1/2
⊂ H

ϕ
(log)

1/2,δ
◦log for everyδ > 0. Recall thatϕ(log)

1/2,δ(t) = eδ
t

log t .
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Here we will use Proposition 3.3 to show the existence of a function g not multiplying on
HΦ1/2

and which is in Hardy-Orlicz classes coming much closer to
⋃

p>0H
p than do the spaces

H
ϕ

(log)

1/2,δ
◦log, δ > 0. This shows that Theorem 3.4 is not optimal (even if Corollary 3.7 gave us

some optimality; see the comments after that corollary).

We begin by introducing a new scale of Hardy-Orlicz spaces. In order to simplify the notation
we will set fork ≥ 1

logk := log ◦ · · · ◦ log
︸ ︷︷ ︸

k times

.

We will also sete1 := e andek+1 := eek . Then fork ≥ 2 we introduce the functionsϕ(k) which
are defined by

ϕ(k)(t) = exp
(

t

logk−1(t)

)

, for t ≥ e2k.

The functions are completed suitably fort < e2k to convex functions.

The spacesHΦ(k)
, whereΦ(k) = ϕ(k) ◦ log, come extremely close to

⋃

p>0H
p whenk → ∞

without ever atteining the latter union.

Proposition 5.1. There is a functiong ∈ ⋂k≥1 H(k) that does not multiply onHΦ1/2
.

Proof. Using the numbersek, we will define a functionγ which is not admissible forϕ1/2. Let
ε : R+ → R be continuous and piecewise affine such that

ε(ek) = k, k ≥ 1.

The functionε is clearly concave on[1,+∞), and so will beγ defined byγ(t) =
√
tε(t) on

[1,+∞). The functionγ is not admissible since

ϕ1/2(t+ γ(t))

ϕ1/2(t)
= e

√
t+

√
tε(t)−

√
t = e

1
2
ε(t)+o(ε(t))

tends to infinity (we had already mentioned in Section 2 that any ∆̃-admissible function forϕα
can grow at most ast → Ct1−α). Hence by Proposition 3.3 there is a function inHΨγ that does
not multiply onHΦ.

We will show that

HΨγ ⊂ HΦ(k)
,

for everyk. For this it is sufficient to check that for everyk ∈ N∗ there is atk such that for every
t ≥ tk

ϕ1/2 ◦ γ−1(t) ≥ e
t

logk t .

Passing to logarithms and observing thatγ is continuous and strictly increasing to+∞ so that
we can change to the variableu = γ−1(t), we are led to the verification of

logϕ1/2(u) =
√
u ≥ γ(u)

logk(γ(u))
=

√
uε(u)

logk(
√
uε(u))

for u sufficiently big. This is of course equivalent tologk(
√
uε(u)) ≥ ε(u) for big u. The left

hand side of this estimate behaves likelogk u so that it remains to show thatε is neglectible
with respect tologk at infinity. Fix such ak and letn > k. Then fort ∈ [en, en+1) we have
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logk(t) ≥ logk(en) = en−k which goes “extremely” fast to infinity (one could observe that for
k ≥ 1 we haveek+1/ek = eek/ek ≥ M := ee−1 sinceet ≥ Mt for t ≥ e, so thaten−k grows at
least exponentially inn), whereasε(t) ≤ ε(en+1) = n+ 1. �

5.2. Big multipliers in small Hardy-Orlicz spaces. In this section we will show that there are
Hardy-Orlicz spaces beyond

⋃

p>0H
p coming very close to

⋃

p>0H
p and containing unbounded

multipliers. More precisely, such Hardy-Orlicz spaces contain Hardy-Orlicz spaces strictly big-
ger thanH∞. This is of central interest in the interpolation problem since it will allow to conclude
that such Hardy-Orlicz spaces admit interpolating sequences which are not Carleson, i.e. which
are not interpolating forH∞.

The key result to our examples here is the following proposition.

Proposition 5.2. Letϕ be a strongly convex function onR strictly increasing to+∞. Let (tn)n
be the sequence defined by

ϕ(tn) = 2n, n ∈ N.

If (tn+1 − tn)n tends to infinity, thenϕ is ∆̃-admissible, i.e. there existsγ : [t0,+∞) → R
concave, increasing withlimt→∞ γ(t) = +∞ such that

ϕ(t+ γ(t)) ≤ 4ϕ(t), t ≥ t0.(5.1)

Proof. Since we are only interested in the estimate (5.1) for bigt, we can normalize the function
ϕ such thatϕ(0) = 1.

Split R into subintervals[tn, tn+1) (possibly adding(−∞, t0]).

Let us construct ã∆-admissible function. To begin with letγ0 be the continuous and piecewise
affine function defined on each interval[tn, tn+1) by

γ0 : [tn, tn+1) −→ [tn+1, tn+2),

t 7−→ tn+1 +
tn+2 − tn+1

tn+1 − tn
(t− tn).

This is just the affine increasing bijection from[tn, tn+1) onto [tn+1, tn+2). Define moreover
γ1(t) = γ0(t) − t so thatγ1(tn) = tn+1 − tn for everyn. This function is still continuous and
piecewise affine. Moreover it tends to infinity since the sequence(tn+1 − tn)n does and since it
is bounded below on any interval[tn, tn+1) by the valuesγ(tn) andγ(tn+1). It is clear that we
can then bound belowγ1 by a functionγ which is concave (one could construct such a function
as a continuous piecewise affine function with decreasing growth coefficient on each interval).

Let us check that the so obtained functionγ satisfies thẽ∆-admissibility type condition (5.1).
Let t ∈ R and supposet ∈ [tn, tn+1). Observe that thenγ0(t) ∈ [tn+1, tn+2). Hence

ϕ(t+ γ(t)) ≤ ϕ(t+ γ1(t)) = ϕ(γ0(t)) ≤ ϕ(tn+2) ≤ 22ϕ(tn) ≤ 22ϕ(t).

�

As a consequence of the previous proposition and Theorem 3.1we obtain

Corollary 5.3. Let ϕ be as in the proposition. There exists a strongly convex function ψ such
that

Alg(HΨ) ⊂ Mult(HΦ),
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whereΨ = ψ ◦ log.

Important examples of strongly convex functions for which the sequence(tn+1 − tn)n tends

to infinity are given byϕ(log)
k (t) = et/ logk t, k ∈ N∗, ϕ(t) = et/

√
logk(t), and it is even possible to

construct functionsϕ(t) that behave on intervalsIn like ϕlogn
n .

Let us discuss more thouroughly the case ofϕ
(log)
k . This function defines a Hardy-Orlicz space

that is very close to
⋃

p>0H
p and having unbounded multipliers. We will check thatγk,c(t) =

c logk(t) is admissible:

t+ c logk t

logk(t+ c logk t)
− t

logk t
=

t logk t+ c log2
k t− t logk(t+ c logk t)

logk t logk(t+ c logk t)

=
c log2

k t− t(logk(t+ c logk t) − logk t)

logk t logk(t+ c logk t)

≤ c
logk(t)

logk(t+ logk t)
≤ c.

Also γ−1
k,c(t) = expk(t/c) whereexpk = exp ◦ · · · ◦ exp

︸ ︷︷ ︸

k times

. So

Ψ̃k,α(t) = ϕ ◦ γ−1
k,c ◦ log t = ϕ(expk

log t

c
) = ϕ(expk−1 t

α) = exp(
expk−1 t

α

logk expk−1 t
α
)

= exp(
expk−1 t

α

α log t
).

Setting also

Ψk,α(t) = expk t
α,

we again get
⋃

α>0

HΨk,α
=
⋃

α>0

HΨ̃k,α
⊂ Mult(HΦk

).

The spacesHΨα (and a fortiori the spacesHΨk,α
) are extremely small, by which we mean that

they are very close toH∞. This can be expressed by the Boyd indices. For Orlicz spaces, [LT,
Proposition 2.b.5] gives an explicit formula allowing the computation of these indices. It turns
out that — not very surprisingly —pX = qX = +∞ for X = HΨk,α

.

6. INTERPOLATION

In this section we will consider the interpolation problem in Hardy-Orlicz spaces beyond
⋃

p>0H
p.

We shall begin by recalling some definitions. The interpolation problem we would like to
consider is that of free interpolation.

Definition 6.1. A sequenceΛ = {λn}n ⊂ D is called a free interpolating sequence for a space
of holomorphic functions onD, X = Hol(D), if for everyf ∈ X, and for every sequence(bn)n
with

|bn| ≤ |f(λn)|, n ∈ N,
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there exists a functiong ∈ X such thatg(λn) = bn, n ∈ N.

Notation:Λ ∈ Intl∞ X.

Another way of expressing that a sequence is of free interpolation is to say thatl∞ is contained
in the multiplier algebra ofX|Λ := {(f(λn))n : f ∈ X}: for every(an)n = (f(λn))n ∈ X|Λ
and for everyµ = (µn)n ∈ l∞ there isg ∈ X such thatg(λn) = µnan, n ∈ N, i.e. (µnan)n ∈
X|Λ.

It is clear that if we can interpolate the bounded sequences by functions in the multiplier
algebra, i.e.l∞ ⊂ Mult(X)|Λ, thenΛ ∈ Intl∞ X.

The definition of free interpolation originates in the work by Vinogradov and Havin in the 70s.
It is very well adapted to the Hilbert space situation where it can be connected to the uncondition-
ality of a sequence of reproducing kernels, see e.g. [Nik02,Theorem C3.1.4, Theorem C3.2.5]
for a general source; see also [HMNT04] or [Ha06] for more motivations for the non-Banach
situation.

Let us recall that by a famous result of L. Carleson [Ca58] theinterpolating sequences forH∞,
i.e. the sequencesΛ for whichH∞|Λ = l∞, are characterized by the Carleson condition:

inf
λ∈Λ

|BΛ\λ(λ)| = δ > 0.(6.1)

HereBE =
∏

λ∈E bλ is the Blaschke product associated with a discrete setE ⊂ D (supposed to
satisfy the Blaschke condition

∑

λ∈E(1 − |λ|2) <∞). Recall that forλ ∈ D

bλ(z) =
|λ|
λ

λ− z

1 − λz
, z ∈ D.

A sequence satisfying (6.1) will be called aCarleson sequence. It is clear that forX = H∞

classical interpolation and free interpolation are the same.

The Carleson condition still characterizes interpolatingsequences (free or classical) in a large
class of Hardy-Orlicz spaces included in the scale ofHp spaces (see [ShHSh] forHp, p ≥ 1;
[Ka63] forHp, p < 1 and [Har99] for more general Hardy-Orlicz spaces included in the scale of
classical Hardy spacesHp).

The situation is intrinsically different in spaces close tothe Nevanlinna and Smirnov classes.
Here interpolating sequences are characterized by the existence of harmonic majorants of the
functionϕΛ defined byϕΛ(λ) = log 1

|Bλ(λ)| whenλ ∈ Λ andϕΛ = 0 otherwise. See [HMNT04]
for precise results in the Nevanlinna and Smirnov classes and [Ha06] for big Hardy-Orlicz spaces
whereMult(HΦ) = HΦ.

Of course a big gap remains between big Hardy-Orlicz spaces considered in [Ha06] and
⋃

p>0H
p. In particular an intriguing question is to know whether there are Hardy-Orlicz spaces

beyond
⋃

p>0H
p where the Carleson condition still characterizes the interpolating sequences. In

the light of Theorem 4.2, this question is still more exciting since there are very large Hardy-
Orlicz spaces for which the multipliers reduce toH∞. Here we will give examples of Hardy-
Orlicz spaces which are close to the union

⋃

p>0H
p and which have free interpolating sequences

which are not Carleson.

We will consider the problem through the multiplier algebraof the Hardy-Orlicz space under
consideration. As already explained, the idea is to solve the interpolation problem: findΛ =
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{λn}n ⊂ D such that

l∞ ⊂ Mult(HΦ)|Λ.
ThenΛ is a free interpolating sequence forHΦ, and in our context we would like thatΛ is not a
Carleson sequence.

The situation we will consider here is that of a Hardy-OrliczspaceHΦ the multiplier algebra
of which containsHΨ whereΨ = ψ ◦ log andψ : R → [0,∞) is a strongly convex function.
Examples of such a situation can be deduced from Corollary 5.3. In such a situationHΨ contains
not onlyH∞ but also — and this will be important for us — unbounded functions such as for
example the outer functiong with |g| = Ψ−1 ◦ v1 a.e. onT, wherev1(t) = 1

t log1+ε(1/t)
and

ε > 0.

LetM := alg(HΨ) which is inluded inMult(HΦ).

We need two simple properties onM . Recall from (2.2) that for a functionf in the Smirnov
class we have written[f ] for its outer part. We will use more generally this notation for the outer
function associated with a measurable functionf onT with log |f | ∈ L1.

Lemma 6.2. If f ∈M then there existsn ∈ N∗ such that[f ]1/n ∈ HΨ

Proof. We begin by checking the result for products and sums of functions in the generatorHΨ

of M . Observe first that iff1, f2 ∈ HΨ, then[w] ∈ HΨ wherew := max(|f1|, |f2|) (just split
the integral

∫

T Ψ(|w|)dm into two parts where|f1| (respectively|f2|) has bigger modulus). So,
if f = f1f2 then|f | ≤ w2 and[f ]1/2 ∈ HΨ. By a simple induction this holds for finite products.

Of course,[f1 + f2] ∈ HΨ wheneverf1, f2 ∈ HΨ, and this extends obviously to finite sum of
functions inHΨ.

Let us now look whether the property holds for products and sums of functions inM . If
f1, f2 ∈ M with [f1]

1/n ∈ HΨ, [f2]
1/k ∈ HΨ then[w]1/N ∈ HΨ, wherew := max(|f1|, |f2|) and

N = max(n, k) (just split the integral
∫

T Ψ(|w|1/N)dm into two parts where|f1| (respectively
|f2|) has bigger modulus; the case when|f1| ≤ 1 or |f2| ≤ 1 is of no relevance here). Hence, if
f = f1f2 then|f | ≤ |[w]|2, and

∫

T Ψ(|f |1/(2N))dm ≤ ∫

T Ψ(|w|1/N)dm <∞, i.e.[f ]1/(2N) ∈ HΨ.
By a simple induction this also holds for finite products.

For sums of functions inM , let f1, f2, w,N as above. In particular[w]1/N ∈ HΨ. If now
f = f1 + f2, then|f | ≤ 2w so that|[f ]1/N | ≤ |2w|1/N from where we deduce that[f ]1/N ∈ HΨ.
By a simple induction this generalizes to finite sums.

Since the property of the lemma is true for functions inHΨ and it is conserved by finite sums
and products of functions inM = alg(HΨ) it holds for the algebra generated byHΨ. �

A simple consequence is the following.

Corollary 6.3. If f ∈M , then[max(1, |f |)] ∈M .

Proof. From the lemma we obtain that[f ]1/n ∈ HΨ for a convenientn ∈ N∗. Then clearlyh :=
[max(1, |f |)]1/n = [max(1, |f |1/n)] ∈ HΨ. Hence[max(1, |f |)] = hn ∈M = AlgHΨ. �

We can add another consequence of Lemma 6.2.
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Corollary 6.4. We haveAlg(HΨ) =
⋃

n∈N HΨn whereΨn(t) = Ψ(t1/n).

It should be noted thatΨn is not necessarily convex, butψn(t) := Ψn◦exp(t) = ψ(t/n) is still
stongly convex in the terminology of [Ru69] so that we still can define the corresponding Hardy-
Orlicz classes (which are not necessarily vector spaces). In the caseΨ1,α(t) = et

α
, which defines

a Hardy-Orlicz space contained in the multiplier algebra ofH
Φ

(log)
1

(Φ(log)
1 (t) = elog t/ log log t for t

sufficiently big),(Ψ1,α)n will be convex (we have taken the notation from the end of Subsection
5.2).

Like in [DSh72] our example of a free interpolating sequencewill be constructed as a non
separated union of two Carleson sequences (this is different to [TW72] where Carleson’s method
is used to interpolatelq-sequences byHp-functions). In order to do that we will use the results
of [Ha99] based on the so-called (C)-stability.

Let us recall the definition of (C)-stability (see [Ha99]).

Definition 6.5. LetX ⊂ Hol(D). If there existsδ0 ∈ (0, 1) such that for every pair of Carleson
sequencesΛ = {λn}n ⊂ D andΛ̃ = {λ̃n}n ⊂ D with

sup
n

|bλn(λ̃n)| = δ < δ0

we have

X|Λ = X|Λ̃
thenX is called (C)-stable.

SinceH∞ ⊂ HΨ andM is an algebra containingHΨ we also haveH∞ ⊂ M = Mult(M)
which in particular implies that a Carleson sequence is a free interpolating sequence forM .

Proposition 6.6. The spaceM is (C)-stable.

Proof. Pick f ∈ M , and letΛ, Λ̃ as in the definition. Setan = f(λn). We have to verify that
{an}n ∈ M |Λ̃. Putw = max(1, |f |) a.e.T. By Corollary 6.3,F := [w] ∈ M . It is clear
that |an| ≤ |An| whereAn = F (λn). Note thatlog |F | is by construction a positive harmonic
function, and so by Harnack’s inequality there is a constantc > 1 such that

|F (λ̃n)|1/c ≤ |F (λn)| ≤ |F (λ̃n)|c, n ∈ N.

So

|an| ≤ |F c(λ̃n)|
Let n be a natural number bigger thanc. Then|F c| ≤ |F n| andF n ∈M by Lemma 6.2.

SinceΛ̃ is a Carleson sequence by assumption, and so a free interpolating sequence forM ,
there exists a functiong ∈ M , such that

g(λ̃n) = an, n ∈ N.

HenceM |Λ ⊂ M |Λ̃. Since the problem is symmetric, we also have the reverse inclusion, and
M is (C)-stable. �
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We will now examine the trace ofH∗
Ψ. For our purpose it will be sufficient to know the

restrictionH∗
Ψ|Λ whenΛ is a Carleson sequence. For this we will use the Jones-Vinogradov

interpolation operator (see e.g. [Nik02, Vol.2, pp.179-180]), which with a sequencea = {an}n
associates a holomorphic function

Ta(z) =
∑

n∈N

anfn(z), z ∈ D.

The exact form of the functionsfn is not very interesting for our discussion here (we refer the
reader to the above cited monograph, or to [Ha99]). The family (fn) is of course a Beurling-type
family, by which we mean thatfn(λk) = δnk and

sup
z∈D

∑

n∈N

|f(z)| <∞.

The operatorT is continuous froml1(1 − |λ|2) = {a = (an)n :
∑

n∈N ‖a‖l1(1−|λ|2) := (1 −
|λn|2)|an| < ∞} to H1 and froml∞ to H∞ (see the above cited monograph). These results
suggest the use of interpolation between Banach space (lattices). In order to do this we will adapt
a Calderón interpolation theorem for rearrangement invariant subspaces (see e.g. [LT, Theorem
2.a.10]) to our situation.

The space

l∗Ψ(1 − |λn|2) := {a = (an)n : ∃C > 0,
∑

n∈N

(1 − |λn|2)Ψ
(

|an|
C

)

<∞},

equipped with the usual norm‖ · ‖Φ is a Banach space.

Proposition 6.7. LetΛ ∈ (C). The operatorT is continuous froml∗Ψ(1 − |λn|2) to H∗
Ψ.

Consequently, ifΛ ∈ (C) then

l∗Ψ(1 − |λn|2) ⊂ H∗
Ψ|Λ.

Proof. We have already introduced the distribution function and the decreasing rearrangement of
a function defined on a measure space. We now have to consider these notions in the sequence
spacel∗Ψ(1 − |λn|2) (the underlying measure space beingN with the measureµ =

∑

n∈N(1 −
|λn|2)δn) and in the Lebesgue spaceL∗

Ψ.

We start with a sequencea ∈ l∗Ψ(1−|λn|2). Repeating the arguments of the proof of Calderón’s
theorem given in [LT, Theorem 2.a.10], we set for our sequence a and ans ∈ [0, L], L :=
∑

n∈N(1 − |λn|2) <∞,

bsn =

{

(|an| − a∗(s)) an

|an| if |an| > a∗(s)

0 if |an| ≤ a∗(s)

andcsn = an − bsn. Clearly,‖cs‖l∞ ≤ a∗(s).
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...

...

s L

a∗(s) = ans

1 − |λns
|2

sns

Figure 2: Decreasing rearrangement of(an)n

Also, the norm ofbs in l1(1 − |λn|2) corresponding to the hatched region in Figure 1 can be
computed as follows

‖bs‖l1(1−|λn|2) =
∑

n∈N

(1 − |λn|2)|bsn| =
∑

n:|an|>a∗(s)

(1 − |λn|2)(|an| − a∗(s))

=
∑

n:|an|>a∗(s)

(1 − |λn|2)|an| − a∗(s)
∑

n:|an|>a∗(s)

(1 − |λn|2)

=
∫ s

0
a∗(t)dt− sa∗(s)

(herens is an integer witha∗(s) = ans andsns =
∑

n:|an|>a∗(s)(1 − |λn|2)).
Now,T is linear, and by a well known estimate on decreasing rearrangements(Ta)∗(s+ s) ≤

(Tbs)∗(s) + (Tcs)∗(s). Hence, we obtain as in the proof of Calderón’s theorem

∫ s

0
(Ta)∗(t)dt = 2

∫ s/2

0
(Ta)∗(2s)ds ≤ 2

∫ s/2

0
(Tbs)∗(s)ds+ 2

∫ s/2

0
(Tcs)∗(s)ds

≤ 2
∫ s/2

0
(Tbs)∗(s)ds+ 2

∫ s/2

0
‖Tcs‖∞ds

≤ 2‖Tbs‖1 + s‖Tcs‖∞
≤ 2 max(‖T‖l1(1−|λn|2)→H1 , ‖T‖l∞→H∞)(‖bs‖l1(1−|λn|2) + sa∗(s))

= 2 max(‖T‖l1(1−|λn|2)→H1 , ‖T‖l∞→H∞)
∫ s

0
a∗(t)dt

The functiong defined by

g(e2πit) = a∗(Lt), t ∈ (0, 1],
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is inL∗
Ψ (recall thatL was the Blaschke sum

∑
(1 − |λn|2) corresponding to the measureµ(N)),

and the above inequality becomes
∫ s

0
(Ta)∗(t)dt ≤ c

∫ s

0
g∗(e2πit)dt, ∀s ∈ (0, 1](6.2)

(herec is a suitable constant).

Now,L∗
Ψ(T) is a rearrangement invariant space (see [LT, p.120]) and so,by [LT, Proposition

2.a.8], we deduce from (6.2) thatTa ∈ L∗
Ψd

(T) and that‖Ta‖L∗

Ψ
≤ c1‖g‖L∗

Ψ
≤ c2‖a‖l∗Ψ . This

achieves the proof �

We should mention that we do not know whetherH∗
Φ|Λ embeds intol∗Ψ(1−|λn|2), and for this

reason it is not clear ifH∗
Φ is (C)-stable. This explains why we pass throughM which we know

to be(C)-stable.

Let us now turn to the construction of an interpolating sequence forHΦ not satisfying the
Carleson condition. As already mentioned, for that it is sufficient to construct a sequenceΛ
which is not Carleson yetM |Λ containsl∞. We will use Theorem 1.4 of [Ha99] (the idea of
course goes back to [DSh72].

Proposition 6.8. There exists a sequenceΛ 6∈ (C) such thatM |Λ ⊃ l∞.

Proof. Let Λj = {λn,j} ⊂ D be Carleson sequences,j = 1, 2, such that|bλn,1(λn,2)| ≤ δ0 and
such that

lim
n→∞

|bλn,1(λn,2)| = 0.

The latter condition guarantees thatΛ = Λ1 ∪ Λ2 is not Carleson. The condition on the speed of
convergence to zero of(|bλn,1(λn,2)|)n will be fixed later.

LetM(Λ1) = M |Λ1 (= M |Λ2), and set

M2(Λ) := {(an,i)n∈N,i=1,2 : (an,1)n ∈M(Λ1),

(

an,1 − an,2
bλn,2(λn,1)

)

n

∈M(Λ1)},

which is a kind of inductive limit of first order discrete Sobolev-Orlicz spaces. SinceM is (C)-
stable, we deduce from [Ha99, Theorem 1.4] that

M2(Λ) ⊂M |Λ := {(f(λn,i))n∈N,i=1,2 : f ∈M}
(the careful reader might have observed that we only use one half of that theorem, but this is
sufficient for our purpose here since we are only interested in one inclusion). Set also

l∗Ψ,2(1 − |λn,i|2) := {(an,i)n∈N,i=1,2 : (an,1)n ∈ l∗Ψ(1 − |λn,1|2),
(

an,1 − an,2
bλn,2(λn,1)

)

n

∈ l∗Ψ(1 − |λn,1|2)},

and analogouslylΨ,2(1 − |λn,i|2) by omitting the stars everywhere in the previous definition.
By Proposition 6.7,l∗Ψ(1 − |λn,1|2) ⊂ H∗

Ψ|Λ ⊂ M(Λ1), and sol∗Ψ,2(1 − |λn,i|2) ⊂ M2(Λ). In
particular we can interpolate every sequence(an,i)n∈N,i=1,2 with

∑

n∈N

(1 − |λn,1|2)Ψ
(

|an,1| +
∣
∣
∣
∣
∣

an,2 − an,1
bλn,1(λn,2)

∣
∣
∣
∣
∣

)

<∞
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by a function inM . Now, sinceΛ1 is a Blaschke sequence, there exists an increasing sequence
(γn)n of positive elements tending to infinity and such that

∑

n∈N

(1 − |λn,1|2)γn <∞.

ChoosingΛ2 such that(|bλn,1(λn,2)|)n goes to zero and

|bλn,1(λn,2)| ≥
2

Ψ−1(γn) − 1
,

we obtain for everya ∈ l∞ with ‖a‖∞ ≤ 1,

∑

n∈N

(1 − |λn,1|2)Ψ
(

|an,1| +
∣
∣
∣
∣
∣

an,2 − an,1
bλn,1(λn,2)

∣
∣
∣
∣
∣

)

≤
∑

n∈N

(1 − |λn,1|2)Ψ
(

1 +
2

|bλn,1(λn,2)|

)

≤
∑

n∈N

(1 − |λn,1|2)γn <∞.

Hence, the unit ball ofl∞ is inM |Λ, and so also the whole spacel∞ sinceM is a vector space.
We are done. �

As a consequence we obtain the following result.

Corollary 6.9. Let ϕ be a strongly convex function, andΨ a strictly increasing, convex, un-
bounded function such that

HΨ ⊂ Mult(Hϕ◦log).

Then there existsΛ 6∈ (C) such thatΛ ∈ Intl∞ Hϕ◦log.
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DEAUX I, 351 COURS DE LAL IBÉRATION, 33405 TALENCE, FRANCE

E-mail address: Andreas.Hartmann@math.u-bordeaux1.fr


