
HAL Id: hal-00180898
https://hal.science/hal-00180898

Submitted on 27 Jan 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Image processing to estimate the heat sources related to
phase transformations durint tensile test of NiTi tubes

Pauline Schlosser, Hervé Louche, Denis Favier, Laurent Orgéas

To cite this version:
Pauline Schlosser, Hervé Louche, Denis Favier, Laurent Orgéas. Image processing to estimate the heat
sources related to phase transformations durint tensile test of NiTi tubes. Strain, 2007, 43, pp.260-271.
�10.1111/j.1475-1305.2007.00350.x�. �hal-00180898�

https://hal.science/hal-00180898
https://hal.archives-ouvertes.fr


Image Processing to Estimate the Heat Sources
Related to Phase Transformations during Tensile
Tests of NiTi Tubes

P. Schlosser*†, H. Louche†, D. Favier* and L. Orgéas*
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ABSTRACT: Temperature and strain fields have been observed during superelastic tensile tests on

NiTi tubes. They show strong localisations that take the shape of helical bands with characteristics

that depend on global tensile strain and strain rate. To obtain quantitative energy information,

allowing a better recognition of the deformation mechanisms involved inside and outside the helical

bands, an estimation of the local heat sources based on image processing of the temperature fields is

proposed in the present paper. This processing method is first calibrated and validated on

numerically simulated temperature fields calculated using theoretical heat sources close to those

associated with martensitic phase transformation. It is then applied to experimentally observed

temperature fields during a typical superelastic tensile test of an NiTi tube.

KEY WORDS: heat sources estimation, localisation, NiTi shape memory alloy, superelastic tensile

tests, thermography

NOTATION

L0 Gauge length of the tube deformed in

tension (m)

R,e Mean radius and thickness of the tube (m)

Ta Ambient temperature (K)

t0,t Reference and current times, respectively

(s)

F(t) Axial force (N)

U(t) Crosshead displacement (m)

_e ¼ _U=L0 Constant nominal axial strain rate (s)1)

X Particle (or material point)

M0 and M Spatial points occupied by the particle X at

t0 and t, respectively

OM0 ¼ X

OM ¼ x, Reference and current positions of X

relative to an origin O, respectively

f(X,t)

and

f(x,t) Material and spatial descriptions for any

scalar, vectorial or tensorial field
Df

Dt
¼ _f Material time derivative of a scalar, vecto-

rial or tensorial function

@f
@x ¼ f;x Partial derivative of the scalar function f

with respect to the scalar x

T0 ¼ Ta Homogeneous initial tube temperature (K)

T(x,t) Temperature spatial field (K)

h = T-To Temperature variation spatial field (K)

<T>,<h> Average temperature and temperature

variations in the thickness of the tube at

given angle a and height z (K)

dT = T-<T> Radial temperature fluctuation (K)

si(x,t),

se(x,t) Internal heat source per unit volume of

internal and external origin, respectively

(W.m)3)

<si>, <se> Average value of si(x,t) and se(x,t) in the

thickness of the tube (W.m)3)

u(…,t) ¼

M0M Displacement field at time t (m)

vð:::; tÞ ¼ Du
Dt

Velocity field at time t (m. s)1)

q,k Mass density (kg. m)3) and thermal

conductivity (W.m)1.K)1), respectively

C Specific heat capacity (J.kg)1. K)1)

Introduction

Superelastic shape memory alloys (SMA) are

increasingly being used in a large number of

applications in the fields of aeronautical, biomedi-

cal and structural engineering. Superelasticity refers

to the ability of a material in a given temperature

range to accommodate relatively large inelastic

strains during loading and then recover all of the

strain upon unloading, via a hysteresis loop, as

shown in Figure 4. The underlying mechanism of

superelasticity is a diffusionless first-order reversible
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solid–solid phase change. The individual grains in

polycrystalline SMAs can abruptly change their

lattice structure in the presence of suitable ther-

momechanical loading. The transformation can be

induced by changes in temperature or by changes

in stress because of the strong thermomechanical

coupling in the material behaviour. For stress-

induced transformations, this deformation mech-

anism leads to a superelastic behaviour highly

dependent on temperature.

As a result of their outstanding superelastic beha-

viour at human body temperature and their bio-

compatibility, polycrystalline Ti-50.8 at.% Ni SMA

are increasingly being used for biomedical applica-

tions (human implants and surgery instruments).

Components and devices that utilise the peculiar

properties of these NiTi SMA are increasingly being

designed using numerical simulation and finite

element software, in which three-dimensional con-

stitutive equations are implemented to model the

thermomechanical behaviour of the material. These

constitutive equations are mostly based on the

nominal stress–strain curves of specimens deformed

in tension, as shown in Figure 4. It is now well

established that superelastic tension tests on poly-

crystalline NiTi SMA plates, wires or tubes often

exhibit localised Lüders-like deformation modes [1].

The localisation has been studied using qualitative

optical observations [1–3], multiple extensometers

[4] and full-field temperature measurements [5]. It is

thus not possible to deduce directly constitutive

equations for NiTi SMAs from tensile curves by

assuming, as is usual, a homogeneous deformation.

Therefore, a deeper understanding of these localisa-

tion phenomena is required.

To enable a better understanding as mentioned

above, this paper describes the developments of a

numerical software that allows thermal analysis of

the superelastic behaviour. This software gives an

estimation of the local heat sources based on image

processing of the temperature fields. The material

properties, test procedures and results are described

in the succeeding section. The section ‘Heat Source

Estimation’ develops the theory and describes the

assumptions used in the data processing. The

validation is based on numerically simulated

temperature fields that are calculated using

theoretical heat sources close to those obtained

experimentally during the martensitic phase trans-

formation. Finally, the section ‘Example of Results’

gives results obtained by applying the processing

to experimentally observed temperature fields

during a typical superelastic tensile test of an NiTi

thin tube.

Material, Equipments, Experimental
Procedure and Results

The specimens used in the experiments were com-

mercially available polycrystalline Ti-50.8 at.% Ni

thin tubes of inner and outer diameters of 10 and

11 mm respectively. These tubes were manufactured

by Minitubes SA (Grenoble, France) using multiple

mechanical and thermal treatments. The final cold

drawing and the subsequent annealing treatment

(�773 K for 15 min) give the tubes their final super-

elastic properties at human body temperature and a

very small grain size (few microns).

Differential Scanning Calorimetry (DSC) measure-

ments shown in Figure 1 exhibit a two-stage transfor-

mation: austenite (A) fi R-phase (R) fi martensite

(M) and M fi R fi A upon free stress cooling and

heating, respectively. On cooling, the transformation

A fi R begins at approximately T(A–R)s ¼ 301 K with

a peak at 289.3 K. It is completed at T(A–R)f ¼ 278 K.

With further cooling, the transformation R fi M be-

gins at 226 K and is not complete at 183 K. Upon

heating, both transformations are present, but the

temperature ranges for the reverse transformation of

the R-phase andM-phase overlap. The transformation

M fi R starts at T(R–M)s ¼ 226 K, the peak occurs at

280 K, and the reverse transformations R fi A are

completed at 301 K with a peak at 295.7 K.

A specially designed gripping system (Figure 2b)

was created using a pair of standardised collets and

collet chuck 2 with a pin inside to avoid crushing the

tube 1 [6]. Both collet and chuck are linked to

an universal mechanical tensile testing machine

(Instron 5569, 50 kN; Instron, High Wycombe, UK)

via two Cardan joints 3 to avoid any bending of the

tensile specimen. During the tests, the usual

Figure 1: DSC measurements of the material. The dashed

line indicates the initial homogeneous temperature of the

tube (T0 ¼ 297 K) equal to the ambient temperature
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mechanical data (axial force F, crosshead displace-

ment U) as well as the thermal and kinematic fields

were acquired simultaneously (Figure 2A) with two

digital cameras, one infrared and the other visible

(Figure 3).

The displacement field of any particle of the outer

surface of the tube was obtained using a digital visible

camera (Hamamatsu, 1280 · 1024 pixels, 9 Hz,

ambient lighting; Hamamatsu Photonics Ltd, Wel-

wyn Garden City, UK) and an image correlation

processing software (‘7D’ software [7]). The tem-

perature field was obtained by using a fast multide-

tector digital infrared camera (CEDIP Jade III MW,

145 Hz; CEDIP Infrared Systems, Croissy Beaubourg,

France) which has a resolution of 320 · 240 pixels.

The spatial resolution (pixel size), that depends on

the adjustment of the focal distance, was estimated to

be close to 0.4 mm for the tests carried out with the

infrared camera. Prior to the tests, the surface of the

tube was coated with a highly emissive paint in order

to obtain the blackbody properties compatible with

the calibration law of the camera, with an accuracy

on temperature variations of <0.1 K.

The typical measured macroscopic nominal stress–

nominal strain curve of the tube during loading and

unloading is shown in Figure 4. This tensile test was

carried out at room temperature at a constant cross-

head velocity of _U ¼ 1 mm min)1. A tube of L0 ¼

71 mm in gauge length was used (Figure 2B). The

nominal axial strain rate is defined as _e ¼ _U=L0 ¼

2.35 · 10)4 s)1. Before being clamped, the tube was

heated up to 373 K and cooled down to the ambient

temperature (Ta ¼ 297 K; see the dashed line in

Figure 1), just above T(A–R)s. The initial tube tem-

perature T0 is homogeneous and equal to ambient

temperature Ta so that the material is in the auste-

nitic state with a small amount of initial R-phase and

exhibits superelastic behaviour under stress.

The nominal stress is obtained by dividing the

measured force by the reference cross-section of the

tube. The nominal strain is obtained by dividing

the difference of displacements of the two points A

and B (see Figure 2B) by the gauge length L0; the

displacements were determined through image cor-

relation processing. The ‘plateau’ observed during

loading (and unloading) (Figure 4) is associated with

localisation phenomena in which the inclined helical

bands are formed during the exothermic (and endo-

thermic) phase transformations. This results in a

highly heterogeneous temperature field (Figure 3).

The estimation of the associated heat sources would

provide precious quantitative information and data

for future theoretical development concerning

modelling of the thermomechanical behaviour of

NiTi SMA.

Heat Source Estimation

It is very difficult to analyse quantitatively the

observed heterogeneous deformation mechanisms

from temperature maps such as those shown in Figure 3.

Instead, the determination of local heat source fields

is much more appropriate, as deformation mecha-

nisms in NiTi are closely linked with stress-induced

Visible

3
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Figure 2: (A) Experimental setup with the two infrared and

visible digital cameras, (B) view of the griping system with

the tube 1 in the centre

Figure 3: Measurement and data management

Figure 4: Nominal stress–strain curve during tensile loading

and unloading
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phase transformations. This section briefly describes

the method adopted to estimate these heat sources.

A first set of assumptions are stated in order to write

the heat balance equation describing heat transfer

in the tubes (section ‘Heat Balance Equation’).

Accounting for the reduced wall thickness of the

tubes, the heat balance equation is simplified, lead-

ing to a 2D formulation of the thermal problem

(section ‘Approximation of Heat Transfer in the

Tubes: 2D Formulation). Such a formulation involves

a characteristic time, indicating the natural radial

heat loss which is determined experimentally (sec-

tion Estimation of the Characteristic Time sth).

The image-processing method that uses the 2D

thermal formulation is described (section ‘Image

Processing to Calculate the Heat Source Fields from

the Measured Temperature Fields’), calibrated and

validated using finite element simulation (section

‘Validation of the Method and Calibration of the

Filters’).

Heat balance equation

At each instant, t, the heat balance equation gov-

erning heat transfers inside the deformed tubes is

deduced from the first and second laws of thermo-

dynamics applied to continuum media, which can be

written either in material or spatial local forms. The

spatial local form of the first law combined with the

law of balance of kinetic energy leads to the energy

equation. This equation introduces the specific

internal energy e, the mass density q, the stress power

per unit volume pint, the heat flow vector q per unit

area, and distributed heat sources of external origins

of value se per unit volume (radiation here):

q_e ¼ �pint þ se � div q: (1)

It is assumed that heat conduction is governed by

the standard Fourier’s law, with an isotropic, uniform

and constant thermal conductivity k. Introducing the

specific heat C, assumed also as uniform and con-

stant, the previous equation can be rewritten as a

local heat balance equation which reads in its local

form:

qC _T � k lap T ¼ si þ se; (2)

where ‘lap’ stands for the 3D Laplacian operator and

si includes all rates of heat generation per unit vol-

ume of internal origin such as intrinsic dissipation [8,

9], thermoelastic couplings or latent heat because of

solid–solid phase transformation [10, 11]. Using a

cylindrical coordinate system (r, a, z) associated with

the local reference frame (M, er, ea, ez), the Laplacian

operator is expressed as:

lap T ¼
1

r
T;r þ T;rr þ

1

r2
T;aa þ T;zz: (3)

Notice that if the temperature field is expressed as a

function of the spatial position M of the particle X,

i.e. T(M, t), the material time derivative of the tem-

perature is then given by:

_T ¼ T;t þ v � gradT ; (4)

with v being the velocity of the considered particle at

the spatial position M. The second term on the right-

hand side of Equation (4) implies that it is necessary

to know simultaneously the thermal and kinematic

fields. In the following, this term will be assumed as

negligible: such a strong assumption should be valid

only for low velocities and/or for small temperature

gradients. With all the above assumptions, the local

heat conduction equation reads:

qCT;t � k lap T ¼ si þ se: (5)

Approximation of heat transfer in the tubes: 2D
formulation

The heat balance equation (5) clearly shows that heat

sources [right-hand side of Equation (5)] can be the-

oretically deduced if the temperature field and its

time and spatial (Laplacian) derivatives are known.

Unfortunately, the infrared camera allows measure-

ments of temperatures only at the outer surface of the

tubes considered, so that further assumptions are

required to circumvent this problem.

The following set of hypotheses are stated, as pre-

viously achieved in the case of thin flat samples [8, 9]:

– The thickness of the tube e is small compared with

its mean radius R:

e � R: (6)

– The heat supply se of external origin is considered

as time-independent.

– The initial temperature of the tube T0 is assumed

to be homogeneous and equal to the ambient air

temperature Ta.

– The air temperature Ta is assumed to be constant

during the whole tensile test.

– The temperature field T in the tube is expressed as:
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Tðr; a; z; tÞ ¼ hTða; z; tÞi þ dTðr; a; z; tÞ; (7)

where

h1i ¼
1

e

Z R�e=2

R�e=2

1 dr; (8)

represents the average value of the scalar quantity 1

in the thickness of the tube for given angle a and

height z. It is supposed that:

dT � hTi: (9)

– At any given time t, angular position a and height

z, the temperatures at the internal and external

surface of the tube are assumed to be equal:

TðR� e=2; a; z; tÞ ¼ TðRþ e=2; a; z; tÞ: (10)

– Introducing the notation Æhæ ¼ ÆTæ ) Ta, it is also

assumed that

hhi � Ta (11)

The lower the ratio e/R, the better the assumptions

(9, 10). Moreover, Equation (11) implies that the heat

release or absorption induced by heat sources must

be small enough in order to limit the increase or

decrease of ÆTæ in the tubes.

Thereby, the heat balance equation (5) is then

integrated over the thickness of the tubes and reads:

qChTi;t � khlap Ti ¼ hsii þ hsei: (12)

Accounting for Equation (6), the term kÆlap Tæ can

be approximated by:

khlap Ti �
k

eR
T½ �

Rþe=2
R�e=2þ

k

e
T;r

� �Rþe=2

R�e=2
þ

k

R2
hTi;aa þ khTi;zz:

(13)

From Equation (10), the first term of the right-hand

side of Equation (13) is neglected. The second term of

the right-hand side of Equation (13) can be estimated

from heat exchanges between the considered tube

and ambient air:

k

e
T;r

� �Rþe=2

R�e=2
¼ �

1

e
ðer � qcondðRþ e=2; a; z; tÞ

� er � qcondðR� e=2; a; z; tÞÞ;

(14)

where qcond(R+e/2,a,z,t) and qcond(R)e/2,a,z,t) are the

conductive heat flow through the outside and inside

surface of the tube respectively. These heat transfers

are assumed to be induced by natural convection

(qconv) and radiation (qrad). The heat flow induced by

natural convection, qconv, at the external or internal

surface of the tube of respective normal er and )er can

be expressed as:

�er � qconvðR� e=2; a; z; tÞ ¼ hðTðR� e=2; a; z; tÞ � TaÞ;

(15)

where h is a heat transfer coefficient. The heat

transfer induced by radiation, qrad, is expressed with

the Stephan–Boltzmann law. Using Equations (9) and

(11), it can be written:

� er � qradðR� e=2; a; z; tÞ ¼ reemT
4ðR� e=2; a; z; tÞ

� reemðT
4
0 þ 4T3

0 hhiÞ; (16)

where re and em indicate the Stephan–Boltzmann

constant and the surface emissivity respectively.

Hence, Equation (13) is finally approximated by:

khlap Ti � �
2

e
heqhhi þ reemT

4
0

� �

þ k lap2hTi; (17)

where heq ¼ hþ 4reemT
3
0 and where ‘lap2’ represents

the 2D laplacian operator of the scalar averaged

quantity Æ1æ:

lap2h1i ¼
1

R2
h1i;aa þ h1i;zz: (18)

At the equilibrium temperature, i.e. for T ¼ T0 ¼

Ta, Equations (12) and (17) yield:

hsei ¼
2

e
reemT

4
0 : (19)

This allows Equation (12) to be recast as:

qC hhi;t þ
hhi

sth
� d lap2hhi

� �

¼ hsii; (20)

where d ¼ k/qC is the thermal diffusivity and sth ¼

qC/heq represents the characteristic time of the radial

heat loss by convection and radiation. Hence, as

shown by Equation (20), it is now possible to obtain

an estimation of the averaged heat sources Æsiæ,

approximating the surface temperature given by the

infrared camera to the averaged temperature ÆTæ and

providing proper estimations of sth (see succeeding

section), Æhæ,t and lap2Æhæ (see sections ‘Image Pro-

cessing to Calculate the Heat Source Fields from the

Measured Temperature Fields’ and ‘Validation of the

Method and Calibration of the Filters’).
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Estimation of the characteristic time sth

In order to estimate the characteristic time sth of the

radial heat loss by convection and radiation, an NiTi

tube of length 71 mm was first free-stress heated up

to a homogeneous temperature of 340 K while sup-

ported by a non-conductive rope. The ambient tem-

perature Ta was 305 K. From this initial state, its

natural free-stress cooling from T0 ¼ 335 K down to

323 K was analysed experimentally with the infrared

camera. During such a cooling, the tube is fully

austenitic and no phase change can occur (see Figure 1).

Moreover, because of the weakness of the heat losses

at the free ends of the tube, the temperature is prac-

tically homogeneous along the whole sample. Under

such circumstances, Equation (20) becomes:

hhi;t þ
hhi

sth
¼ 0; (21)

which has the solution:

hhi ¼ ðT0 � TaÞe
�ðt�t0Þ

sth : (22)

The comparison of Equation (22) with experimental

data for the best value of sth ¼ 120 s is fairly good and

shown in Figure 5.

Image processing to calculate the heat sources
fields from the measured temperature fields

The process to estimate the heat sources fields is

based on the left-hand side of Equation (20) by using

the experimental temperature variation fields Æhæ [8].

These fields are obtained at the outer surface (r ¼

R + e/2) of the tube; the measures are discrete and

exhibit parasitic noise. The current axial and trans-

verse discrete coordinates of a spatial point M are

noted (xi,zj) in an orthogonal Cartesian coordinate

system and (ai,zj) in a cylindrical system. The spatial

resolution Dx ¼ xi+1 ) xi and Dz ¼ zi+1 ) zi are the

constant pixel sizes, in the two directions of the

Cartesian coordinate system of the infrared camera.

In our experiments this resolution was close to Dx ¼

Dz ¼ 0.4 mm. The spatial sampling frequency is then

1/Dx ¼ 2500 m)1.

At the time tk, the measured temperature of a spa-

tial point can be expressed in the two coordinate

systems:

TðRþ e=2; xi; zj; tkÞ ¼ TðRþ e=2; ai; zj; tkÞ; (23)

with the relation (see Figure 6):

xi ¼ R sin ai: (24)

From the noisy and discrete temperature field, the

heat sources are then estimated using an image-

processing filter and discrete derivation operators,

in time and space [8, 9, 12]. These derivations are

estimated with a centred second-order finite differ-

ence scheme. The main difficulty is estimating the

Laplacian. The image filtering, necessary to estimate

operators on the noisy data, is a complex operation.

It is obtained by low-pass filters applied by a fast

Fourier transform. To reduce leakage effects, a

regular (periodic) extension of the image is applied.

The sensitivity of this method depends on the val-

ues of the cutoff frequencies. Small values are better

for operator estimations but they reduce the

intensity of the gradients of the unknown heat

sources. An increase of these cutoff frequencies

enhances the heat source detection but strongly

increases the noise due to the estimation of the

operators. In classical signal processing, the critical

frequency is the so-called Nyquist frequency, which

is half the sample frequency. In the case of a

Laplacian estimation, the critical frequency needs to

be smaller. Typical values of 15% of Nyquist fre-

quencies are taken (example of various filters are

detailed in the next section; Figure 14). For such

cutoff frequencies and a spatial resolution of

0.4 mm, heat sources of wavelength <5.3 mm will

be underestimated, i.e. the amplitude will be

Figure 5: Experimental estimation of the characteristic time

of the radial heat losses sth

Figure 6: Link between pixel xi and angle ai discretisation;

R is the mean radius of the tube
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reduced. Moreover, this reduction will be associated

with a spatial spreading of the source. Higher values

for the cutoff frequencies would lead to significant

noise in the Laplacian estimation. In order to

calibrate this filtering processing, Numerically

Simulated Temperature Fields (NSTF) close to the

experimental data has been proposed and presented

in section ‘Validation of the Method and Calibra-

tion of the Filters’.

After filtering operations, the cylindrical Laplacian

operator lap2Æhæ was calculated using a centred sec-

ond-order finite differences estimation with constant

discretisation steps on the vertical axis z and non-

constant steps in the a-direction:

@2hhi

@a2
ðai;zj; tkÞ

¼
ðai � ai�1Þhh

k
iþ1i � ðaiþ1 � ai�1Þhh

k
i i þ ðaiþ1 � aiÞhh

k
i�1i

ðai � ai�1Þðaiþ1 � ai�1Þðaiþ1 � aiÞ
;

(25)

where ai represent the angle of the pixel xi, and

hhki i ¼ hhðai;zj; tkÞi the measured temperature vari-

ation at the discrete time tk. All of these image-pro-

cessing steps have been included in a software called

Source2D.

Validation of the method and calibration of
the filters

Overview. Numerically Simulated Temperature Fields

(NSTF) have been created with the finite element

software Comsol [14] in order to calibrate and filter

the noise from the infrared camera and the charac-

teristics of the phenomenon (intensity, width, velo-

city, etc.). Briefly, the NSTF construction is explained

in Figure 7; such a method was proposed in Ref. [8].

First, thermal boundary value problems are solved on

a rectangular domain representing the surface of the

tube with finite element simulation involving the-

oretical heat sources Æsthæ given by a fully controlled

analytical model described in the next section. Noisy

temperature fields ÆhNæ are then created by adding

artificial noise to the numerical temperature field

Æhthæ. Afterwards, the noisy temperatures are used to

determine the corresponding heat sources Æscalcæ via

the processing explained in the preceding subsection

Finally, these estimated heat sources are compared

with the theoretical sources Æsthæ in order to check the

validity of the image processing.

The NSTF construction. Because of the small thick-

ness of the tube, compared with the other dimen-

sions, a 2D thermal plate model was built using a

rectangular plane surface geometry, as shown in

Figure 8:

1 Periodicity boundary conditions are imposed be-

tween the left and right sides of the domain to all

the variables involved in the problem (tempera-

ture, heat flow, heat sources). Adiabatic boundary

conditions were imposed to the upper and lower

part of the domain.

2 In order to be as close as possible to the experi-

ment, the theoretical heat sources Æsthæ were

modelled using non-symmetric exponential

functions (Figure 9A, Equation (26)).

sthðx;yÞh i¼
Qmaxexp �

x�xp
a

� �2
þ

y�yp
b1

� 	2
� �
 �

if y>yP

Qmaxexp �
x�xp
a

� �2
þ

y�yp
b2

� 	2
� �
 �

if y<yP

8

>

>

<

>

>

:

(26)

This function allows us to change the width 2a of

the heat source band, its length b1 + b2 and the

velocity VS of its centre P. Choosing high values for

parameters a, b1 and b2 will induce a diffuse phase

transformation. Conversely, small values of a, b1 and

b2, will generate phase changes in narrow bands. The

centre of the heat source P moves at a constant

velocity VS along a direction y oriented with an angle

b with respect to the loading direction (Figure 9B,

Equation (27)):

PðtÞ
yPðtÞ ¼ VSðt � t0Þ
xpðtÞ ¼ 0

�











�

(27)Figure 7: Organisation of the numerically simulated

temperature fields (NSTF)

Figure 8: 2D thermal plate model of the tube
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This orientation is based on experimental tem-

peratures field presented in Ref. [15]. An example

with four heat sources bands is presented in

Figure 9B.

The heat balance equation that is solved is

identical to Equation (20), in which the radial heat

losses by convection and radiation (characteristic

time sth) were neglected. The transient boundary

value problem was solved with the finite element

software Comsol [14]. As shown in Figure 10A,

a fine 2D mapped mesh made of 150 · 100 quad-

rilateral elements with second-order polynomial

interpolation functions was used to run the simula-

tion. The numerical results were then projected

onto a Cartesian grid made of 77 · 51 points (see

Figure 10B). Thereby, half the grid, i.e. a subset of

39 · 51 points (see Figure 10C), was extracted in

order to select only the part of the tube observed by

the infrared camera (view angle of 180�). Finally,

as shown in Figure 10D, the last grid was projected

in the (xy) plane of Figure 6, using Equation (24).

It was also re-sampled with an equally spaced grid,

to obtain virtual thermal images with 25 · 51

square pixels similar to those recorded by the

infrared camera. These numerical thermal images will

then be used, as input data, to check the validity of

the software.

The NSTF results. As the filter parameters are very

sensitive to the spatial sampling frequency and to the

heat source characteristics, the NSTF’s parameters

have been selected close to the experimental data

(Table 1). An example of results obtained at a given

time (1.5 s), of the different fields described in

(A)

(B)

(C)

(D)

Figure 10: Scheme of the successive steps proposed to build a

numerical thermal image. (A) 2D finite element mesh of the

plate used to compute the thermal field. (B) Windowing

operation applied to the transverse direction in order to select

only a view angle of 180 �. (C) Projection of the grid in the (xy)

plane of Figure 6, using Equation (24). (D) Resampling of

the grid, with an equally spaced mesh, in order to have a

regularly thermal image, with 25 · 51 square pixels, as for

real observations

Figure 9: (A) Theoretical heat source distribution ÆSthæ;

(B) heat source propagation and periodicity
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Figure 7 is presented in Figure 11. A spatiotemporal

representation of the NSTF results is also plotted in

Figure 12. It presents the time evolution of an axial

profile of the previous fields. Because of thermal

conduction, the axial heat sources and temperature

distributions are very different. These NSTF show and

confirm the difficulty to interpret the observed tem-

perature fields.

Using the filtering process, it is possible to esti-

mate quantitatively heat sources: shape, position,

intensity, number of bands, velocity, etc. In order

to check the validity and to adjust the parameters

of the processing, temporal evolutions or axial

profiles (sections of the previous spatiotemporal

images) are plotted in Figure 13A,C,E. Figure 13A,E

show that heat sources are 20% underestimated in

the centre of the band, which is due to the low-

pass spatial filtering processing described before.

Outside the band, the estimation is better. The

Figure 13B,D,F shows that the estimation error is

mainly induced during the Laplacian estimation,

and not from the time-partial derivative which is

rather well calculated. These figures also show the

different filtering steps, for the Laplacian and for

the time derivative.

Figure 14 underlines the influence of cutoff fre-

quencies on the filtering process. For that purpose,

five different increasing values for the filter’s cutoff

frequencies have been tested, ranging between filter 0

and filter 4 respectively. Depending on the spatial

Table 1: Heat source distribution and

other NSFT parametersVS (m s)1) a (m) b1 (m) b2 (m) Qmax (W m)3) Angle

0.0110 0.0011 0.0033 0.0830 2e7 59�

Dx ¼ Dz (mm) Dt (s) T0 (K) C ( J kg)1 K)1) q (kg m)3) k (W m)1 K)1)

0.2477 0.1 297 490 6400 15

(A) (B)

(D) (C)

Figure 11: NSFT results at a current time (1.5 s). All the fields

are projected on the tube surface as they are observed by the

infrared camera: (A) theoretical (analytical) heat source field;

(B) associated temperature variation field estimated by the

finite element model; (C) noisy temperature field; (D) heat

source field estimated by the image-processing software

Source2D

(A) (B)

(D) (C)

Figure 12: Spatiotemporal presentation of the NSFT results. Temporal evolution of an axial profile of: (A) theoretical heat

sources; (B) associated temperature variation field estimated by the finite element model; (C) noisy temperature field; (D) heat

source field estimated by the image-processing software Source2D
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resolution (55 points in the axial direction) and on

the heat source width, an optimal value has been

fixed and corresponds to filter 2. In this situation, the

cutoff frequency equals 15% of Nyquist frequency

and tends to minimise ripples in the laplacian image

(see filter 0 and 1 for example).

(A) (B)

(C) (D)

(E) (F)

Figure 13: Temporal evolution, in pixel 17 (see horizontal white dot line in Figure 12A), of: (A) theoretical and estimated heat

sources; (B) theoretical and estimated Laplacian operator with the two filtering steps; (C) theoretical and estimated temperature

variations with the two filtering steps; (D) theoretical and estimated time derivative filtered and not filtered. Axial profiles, at time

t ¼ 30 s (see vertical white dot line in Figure 11A), of: (E) theoretical and estimated heat sources, (F) theoretical and estimated

Laplacian operator with the two filtering steps

(A) (B)

(C) (D)

Figure 14: Influence of filtering for: (A) a heat source profile; (B) a Laplacian profile; (C) a temporal evolution of the heat

source; (D) a temporal evolution of the Laplacian operator
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Example of results

The processing method can now applied to tem-

perature fields which have been experimentally

observed during the tensile test shown in Figure 4.

Only one test at imposed nominal strain rate

(2.3 · 10)4 s)1) will be presented, on a 0.5-mm-thick

tube of NiTi as detailed in part 2 (Material, ...).

The acquisition parameters of this test are a spatial

resolution Dx ¼ Dz ¼ 0.4 mm and an acquisition

period Dt ¼ 0.1 s which are close to the values used

in the NSTF (cf. Table 1). Filter 2 was chosen with

regard to the NSTF results presented in the previous

section (Figure 14). The processing requires a know-

ledge of the heat capacity C and of the thermal

conductivity k, which are assumed to be homogen-

eous and constant. The experimental values of C for

NiTi alloy range from 450 to 600 J kg)1 K)1, whereas

those for k range from 8 to 28 W m)1 K)1 [13]. In this

study, C and k were taken constant and equal to

490 J kg)1 K)1 and 15 W m)1 K)1, respectively.

The processing area is plotted in Figure 15A and

covers a transverse width of 15 pixels taken between

an orientation of ±45� to the optical axis. The

observed temperature variation fields are plotted in

the form of a spatiotemporal representation in

Figure 15B. The temporal evolution of the nominal

stress is superimposed, in black, in this image. First,

we observe an almost homogenous temperature

increase when the stress curve is almost linear. This

increase in this zone suggests the occurrence of a

stress-induced phase transformation: indeed, the

opposite trend would have been expected with a

purely elastic deformation mode (thermoelastic

coupling). When the stress starts to decrease, the

temperature variations are suddenly localised in a

helical band which initiates in the upper grip and

propagates at constant velocity to the bottom one.

During the stress plateau, the temperature increases:

+14 K at the centre of the tube. When unloading, the

temperature decreases progressively. At the end of

the test the final temperature is 12 K less than the

ambient initial temperature in the middle of the

tube. This behaviour is explained by the endo-

thermic character of the martensite–austenite trans-

formation. The heat source results are presented in

Figure 15C,D. Without the regularising effects of the

heat diffusion, they clearly show a better contrast.

(A) (B)

(C) (D)

Figure 15: Experimental results: (A) temperature variation field observed at a fixed time given by the white dot line of (B);

(B) spatiotemporal representation of an axial profile of observed temperature variation field; (C) observed heat sources field at a

fixed time given by the white dot line of (d); (D) spatiotemporal representation of an axial profile of observed heat sources field.

The temporal evolution of the nominal stress superimposed, in black to (B) and (D)
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In the first stage, the heat sources are positive and

homogeneous (Figure 15D). The helical band appears

at the yield point and, during the nominal stress

decrease, propagates along the tube with a constant

intensity and a constant velocity. Then, the oriented

bands in this spatiotemporal representation, are

associated to seven transformation fronts [16] which

move, at different velocity, along the tube. At the end

of the loading, the quasi-totality of the tube was

crossed by a transformation front. During unloading,

reverse endothermic transformations appear, first

homogeneously, and then display localised transfor-

mation fronts in a helical band in the same place as

the beginning of the test.

Conclusions

Temperature and strain fields have been observed

during superelastic tensile tests on NiTi tubes. They

showed strong localisations that take the shape of

helical bands with characteristics that are dependent

on global tensile strain and strain rate. In order to

obtain quantitative energy information to allow a

better recognition of the deformation mechanisms

involved inside and outside the helical bands, an

estimation of the local heat sources based on image

processing of the temperature fields has been pro-

posed. This processing method has been calibrated

and validated on numerically simulated temperature

fields. It has been applied to experimentally observed

temperature fields during a typical superelastic ten-

sile test of an NiTi tube. The technique has shown

important differences between temperature varia-

tions and heat source fields, providing interesting

information on the type behaviour of the material.

During the loading stage, at first a homogeneous

exothermic stage is observed, then the heat sources

are organised in helical bands crossing the tube, then

spreading across it. Finally, the reverse behaviour

occurs which is endothermic and localised in the

same type of bands, was observed during unloading.

The processing technique will now be applied to an

existing database and the coupling with the kinemat-

ics fields measured during the tests will be addressed.

This will allow a detailed analysis of the superelastic

tests performed on NiTi SMA tubes. This analysis is

crucial because these heterogeneous tensile tests are

the bases to propose constitutive equations and to

study the fatigue behaviour of these materials [17].
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