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# Adaptive sequential estimation for ergodic 

 diffusion processes in quadratic metric.
## Part 1: Sharp non-asymptotic oracle inequalities

By Leonid Galtchouk and Sergey Pergamenshchikov * University of Strasbourg and University of Rouen


#### Abstract

An adaptive nonparametric estimation procedure is constructed for the estimation problem of the drift coefficient in diffusion processes. A non-asymptotic oracle upper bound for the quadratic risk is obtained. 12


[^0]
## 1 Introduction

Let $\left(\Omega, \mathcal{F},(\mathcal{F})_{t \geq 0}, \mathbf{P}\right)$ be a filtered probability space on which the following stochastic differential equation is defined

$$
\begin{equation*}
\mathrm{d} y_{t}=S\left(y_{t}\right) \mathrm{d} t+\mathrm{d} w_{t}, \quad 0 \leq t \leq T \tag{1.1}
\end{equation*}
$$

where $\left(w_{t}\right)_{t \geq 0}$ is a scalar standard Wiener process, the initial value $y_{0}$ is a given constant and $S(\cdot)$ is an unknown function.

The problem is to estimate the function $S$ from observations of $\left(y_{t}\right)_{0 \leq t \leq T}$ in non-asymptotic setting, and to obtain sharp non-asymptotic bounds for a minimax quadratic risk. This problem is important for applications.

It seems that, for the first time, the problem of non-asymptotic parameter estimation for diffusion processes has been studied in [1] for wobling analysis of the axis of the equator. There, for a special diffusion process, the exact distribution of the ML-estimators of unknown parameters has been obtained for any finite sample time $T$. Unfortunately, in the majority cases, when the sample time is finite, it is difficult to study classical estimators such as LS-estimators or ML-estimators since they are non-linear functionals of observations.

The paper [18] has shown that many difficulties in non-asymptotic parameter estimation for one-dimensional diffusion processes can be overcome by the sequential approach. It turns out that the sequential ML-estimator is more advantageous than the usual one. In particular, it is possible to calculate non-asymptotic bounds for quadratic risk in the sequential procedure. By making use of the sequential approach non-asymptotic parameter estimation problems have been studied in [16], [5] for multidimensional diffusion processes and recently in [6] for multidimensional continuous and discrete
time semimartingales. In the paper [17] a truncated sequential method has been developed for parameter estimation in diffusion processes.

The sequential approach to nonparametric minimax estimation problem of the drift coefficient in ergodic diffusion processes has been developed in [7]-[10],[12]. The papers [7], [8],[10] deal with sequential pointwise kernel estimators of the drift coefficient. A non-asymptotic upper bound was obtained for absolute error risks. The estimators yield also the optimal convergence rate as the sample time $T \rightarrow \infty$. In the paper [8] it is shown that this procedure is minimax and adaptive in the both cases when either the smoothness is known or unknown. The same type of the sequential kernel estimators is used in the paper [9] for the nonparametric estimation in the $L_{2}$-metric of the drift coefficient via model selection. A non-asymptotic upper bound for the quadratic risk is proved. The procedure is minimax and adaptive in the asymptotic setting as well. A sequential asymptotically efficient kernel estimator is constructed for pointwise drift estimation in [12].

A new method using the concentration inequality for the nonlinear LSestimators analysis has been proposed in [3], [19] for homoscedastic nonparametric gaussian regression. A non-asymptotic upper bound for a quadratic risk (the Oracle inequality) was obtained which is best over the LS-estimators. This method was developed in [4] for any estimators to regression models with depending noises for which a non-asymptotic Oracle inequality has been proved. Further development of this method was done recently in [11] for heteroscedastic nonparametric regression models with a varying variance depending on unknown regression function. In the last paper weighted LSestimators were used to obtain the non-asymptotic Oracle inequality.

This paper deals at the first time with the non-asymptotic estimation of the drift coefficient $S$ in adaptive setting for the quadratic risk

$$
\begin{equation*}
\mathcal{R}\left(\hat{S}_{T}, S\right)=\mathbf{E}_{S}\left\|\hat{S}_{T}-S\right\|^{2}, \tag{1.2}
\end{equation*}
$$

where $\hat{S}_{T}$ is an estimator of $S,\|S\|^{2}=\int_{a}^{b} S^{2}(x) \mathrm{d} x, a, b$ are some real numbers, $b-a \geq 1$. Here $\mathbf{E}_{S}$ is the expectation with respect to the distribution law $\mathbf{P}_{S}$ of the process $\left(y_{t}\right)_{t \geq 0}$ given the drift $S$.

Our main goal is to construct by sequential methods an adaptive estimator $\hat{S}_{*}$ of the function $S$ in (1.1) and to show that the quadratic risk of this estimator satisfies a sharp non-asymptotic oracle inequality with respect to a family of weighted LS-estimators.

The sharp non-asymptotic oracle inequality with respect to a estimators family ( $\hat{S}_{\alpha}, \alpha \in \mathcal{A}$ ) means that the principal term in the upper bound for the quadratic risk has a coefficient which closes to one, i.e.

$$
\begin{equation*}
\mathcal{R}\left(\hat{S}_{T}, S\right) \leq(1+D(\rho)) \min _{\alpha \in \mathcal{A}} \mathcal{R}\left(\hat{S}_{\alpha}, S\right)+\frac{\mathcal{B}_{T}(\rho)}{T} \tag{1.3}
\end{equation*}
$$

where the function $D(\rho) \rightarrow 0$ as $\rho \rightarrow 0$ and $\mathcal{B}_{T}(\rho)$ is some slowly varying function, i.e. for any $\delta>0$ and $\rho>0$,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathcal{B}_{T}(\rho)}{T^{\delta}}=0 \tag{1.4}
\end{equation*}
$$

The goal of this paper is to obtain this inequality for model (1.1). To this end we pass to a discrete time regression model by making use of the truncated sequential procedure introduced in [8], [9] and [12] and we come to the $\Gamma$ - regression scheme, i.e. the sequential kernel estimator at the point $x_{k}$ on the set $\Gamma$ has the following representation

$$
\begin{equation*}
Y_{k}=S\left(x_{k}\right)+\zeta_{k} . \tag{1.5}
\end{equation*}
$$

Here, see [9], in the contrast with the classical regression model, the noise sequence $\left(\zeta_{k}\right)_{k \geq 1}$ has a complex structure, i.e.

$$
\begin{equation*}
\zeta_{k}=\sigma_{k} \xi_{k}+\delta_{k}, \tag{1.6}
\end{equation*}
$$

where $\left(\sigma_{k}\right)_{k \geq 1}$ is a sequence of observed random variables, $\left(\delta_{k}\right)_{k \geq 1}$ is a sequence of bounded random variables and $\left(\xi_{k}\right)_{k \geq 1}$ is a sequence of i.i.d. random variables $\mathcal{N}(0,1)$ which are independent of $\left(\sigma_{k}\right)_{k \geq 1}$.

In this paper we propose a new method to construct adaptive estimators that is based on the approach proposed in [11] and on the penalisation method proposed in [2]. In our method we propose to add an penalty term with a small coefficient into the quadratic loss functional used to find an estimator. This new functional criterion with the penalty term allows us to obtain a sharp oracle inequality and the above small coefficient provides that the principal term of the oracle inequality has a coefficient closes to one. The new criterion allows us to overcome difficulties bound up with depending noises appearing after the discrete Fourier transformation to model (1.5).

To estimate the function $S$ in model (1.5) we make use of the estimator family ( $\hat{S}_{\alpha}, \alpha \in \mathcal{A}$ ), where $\hat{S}_{\alpha}$ is a weighted least squares estimator with the Pinsker weights. For this family similarly to [11], we construct a special selection rule, i.e. a random variable $\alpha_{*}$ with values in $\mathcal{A}$, for which we define the selection estimator as $\hat{S}_{*}=\hat{S}_{\alpha_{*}}$. We show (see Theorem 3.2) that this selection rule for any $0<\rho<1 / 6$ and any $T \geq 32$ satisfies the oracle inequality (1.3) with

$$
\begin{equation*}
D(\rho)=\frac{11 \rho+7 \rho^{2}+3 \rho^{3}}{1-6 \rho} \tag{1.7}
\end{equation*}
$$

and with some function $\mathcal{B}_{T}(\rho)$ satisfying property (1.4).

We make use of the non-asymptotic analysis method from [11] based on the non-asymptotic investigation proposed in [2] for the family of leastsquares estimators and developed in [4] for some other families of estimators.

In the second part of this investigation we prove the asymptotic efficiency of the proposed procedure that is we show that the oracle inequality (1.3) provides the minimal quadratic risk which coinsides with the Pinsker constant. Juste in this sense the inequality (1.3) is sharp.

The paper is organized as follows. In the next Section we give the definitions of functional classes and the passage from diffusion model (1.1) to a discrete time regression model. In Section 3 the sharp non-asymptotic oracle inequality is given for the regression model (Theorem 3.1). In Section 4 we prove Theorem 3.1 and Theorem 3.2. Appendix contains the proofs of some technique results.

## 2 Passage to a discrete time regression model

To obtain a good estimate of the function $S$, it is necessary to impose some conditions on the function $S$ which are similar to the periodicity of the deterministic signal in the white noise model. One of conditions which is sufficient for this purpose is the assumption that the process $\left(y_{t}\right)$ in (1.1) returns to any vicinity of each point $x \in[a, b]$ infinite times. The ergodicity of $\left(y_{t}\right)$ provides this property.

Let $L>1$. We define the following functional class :

$$
\begin{align*}
\Sigma_{L}=\{ & \left\{S \in \operatorname{Lip}_{L}(\mathbb{R}): \sup _{|z| \leq L}|S(z)| \leq L ; \forall|x| \geq L\right. \\
& \exists \dot{S}(x) \in \mathcal{C} \text { such that }-L \leq \dot{S}(x) \leq-1 / L\}, \tag{2.1}
\end{align*}
$$

where

$$
\operatorname{Lip}_{L}(\mathbb{R})=\left\{f \in \mathcal{C}(\mathbb{R}): \sup _{x, y \in \mathbb{R}} \frac{|f(x)-f(y)|}{|x-y|} \leq L\right\}
$$

First of all, note that if $S \in \Sigma_{L}$, then there exists the ergodic density

$$
\begin{equation*}
q(x)=q_{S}(x)=\frac{\exp \left\{2 \int_{0}^{x} S(z) \mathrm{d} z\right\}}{\int_{-\infty}^{+\infty} \exp \left\{2 \int_{0}^{y} S(z) \mathrm{d} z\right\} \mathrm{d} y} \tag{2.2}
\end{equation*}
$$

(see,e.g., Gihman and Skorohod (1972), Ch.4, 18, Th2). It is easy to see that this density is uniformly bounded in the class (2.1), i.e.

$$
q^{*}=\sup _{x \in \mathbb{R}} \sup _{S \in \Sigma_{L}} q_{S}(x)<+\infty
$$

and bounded away from zero on the interval $\left[-b_{*}, b_{*}\right]$, i.e.

$$
\begin{equation*}
q_{*}=\inf _{|x| \leq b_{*}} \inf _{S \in \Sigma_{L}} q_{S}(x)>0 \tag{2.3}
\end{equation*}
$$

where $b_{*}=1+|a|+|b|$. Moreover, we note that the functions from $\Sigma_{L}$ are uniformly bounded, i.e.

$$
\begin{equation*}
s_{*}=\sup _{a \leq x \leq b} \sup _{S \in \Sigma_{L}} S^{2}(x)<\infty \tag{2.4}
\end{equation*}
$$

To obtain the oracle inequality we pass to discrete time regression model (1.5) by the same way as in [9]. We start with the partition of the interval [a,b] by points $\left(x_{k}\right)_{1 \leq k \leq n}$ defined as

$$
\begin{equation*}
x_{k}=a+\frac{k}{n}(b-a) \tag{2.5}
\end{equation*}
$$

with $n=2[(T-1) / 2]+1([x]$ is the integer part of $x)$. At each point $x_{k}$ we will estimate the function $S$ by the sequential kernel estimator from [9]-[10]. We fix some $0<t_{0}<T$ and we set

$$
\begin{equation*}
\tau_{k}=\inf \left\{t \geq t_{0}: \int_{t_{0}}^{t} Q\left(\frac{y_{s}-x_{k}}{h}\right) \mathrm{d} s \geq H_{k}\right\} \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{k}^{*}=\frac{1}{H_{k}} \int_{t_{0}}^{\tau_{k}} Q\left(\frac{y_{s}-x_{k}}{h}\right) \mathrm{d} y_{s} \tag{2.7}
\end{equation*}
$$

where $Q(z)=\mathbf{1}_{\{|z| \leq 1\}}, h=(b-a) /(2 n)$ and $H_{k}$ is a positive threshold. From (1.1) it is easy to obtain that

$$
S_{k}^{*}=S\left(x_{k}\right)+\zeta_{k} .
$$

The error term $\zeta_{k}$ is represented as the following sum of the approximated term $B_{k}$ and the stochastic term:

$$
\zeta_{k}=B_{k}+\frac{1}{\sqrt{H_{k}}} \xi_{k}
$$

where

$$
\begin{aligned}
B_{k} & =\frac{1}{H_{k}} \int_{t_{0}}^{\tau_{k}} Q\left(\frac{y_{s}-x_{k}}{h}\right)\left(S\left(y_{s}\right)-S\left(x_{k}\right)\right) \mathrm{d} s \\
\xi_{k} & =\frac{1}{\sqrt{H_{k}}} \int_{t_{0}}^{\tau_{k}} Q\left(\frac{y_{s}-x_{k}}{h}\right) \mathrm{d} w_{s}
\end{aligned}
$$

Taking into account that the function $S$ is lipschitzian, we obtain the upper bound for the approximated term as

$$
\begin{equation*}
\left|B_{k}\right| \leq L h . \tag{2.8}
\end{equation*}
$$

It is easy to see that the random variables $\left(\xi_{k}\right)_{1 \leq k \leq n}$ are i.i.d. normal $\mathcal{N}(0,1)$.
Moreover, in [12] it is established that the efficient kernel estimator of type (2.7) has the stochastic term distributed as $\mathcal{N}\left(0,2 T h q_{S}\left(x_{k}\right)\right)$. Therefore for the efficient estimation at each point $x_{k}$ by kernel estimator (2.7) we need to estimate the ergodic density (2.2) from the observations $\left(y_{t}\right)_{0 \leq t \leq t_{0}}$. We put

$$
\tilde{q}_{T}\left(x_{k}\right)=\max \left\{\hat{q}\left(x_{k}\right), \epsilon_{T}\right\},
$$

where $\epsilon_{T}$ is positive, $0<\epsilon_{T}<1$,

$$
\begin{equation*}
\hat{q}\left(x_{k}\right)=\frac{1}{2 t_{0} h} \int_{0}^{t_{0}} Q\left(\frac{y_{s}-x_{k}}{h}\right) \mathrm{d} s . \tag{2.9}
\end{equation*}
$$

Now we choose the threshold $H_{k}$ in (2.6)-(2.7) as

$$
H_{k}=\left(T-t_{0}\right)\left(2 \tilde{q}_{T}\left(x_{k}\right)-\epsilon_{T}^{2}\right) h .
$$

We suppose that for any $T \geq 32$ the parameters $t_{0}=t_{0}(T)$ and $\epsilon_{T}$ satisfy the following conditions

$$
\begin{equation*}
16 \leq t_{0} \leq \frac{T}{2} \quad \text { and } \quad \sqrt{2} t_{0}^{-1 / 8} \leq \epsilon_{T} \leq 1 \tag{2.10}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \epsilon_{T}=0, \quad \lim _{T \rightarrow \infty} \frac{T \epsilon_{T}}{t_{0}(T)}=\infty \tag{2.11}
\end{equation*}
$$

Finally, we assume also for any $\delta>0$ and $\mu>0$,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} T^{\mu} e^{-\delta \sqrt{t_{0}}}=0 \tag{2.12}
\end{equation*}
$$

For example, one can take, for $T \geq 32$,

$$
t_{0}=\max \left\{\min \left\{\ln ^{4} T, T / 2\right\}, 16\right\} \quad \text { and } \quad \epsilon_{T}=\sqrt{2} t_{0}^{-1 / 8}
$$

We set now

$$
\begin{equation*}
\Gamma=\left\{\max _{1 \leq k \leq n} \tau_{k} \leq T\right\} \quad \text { and } \quad Y_{k}=S_{k}^{*} \mathbf{1}_{\Gamma} . \tag{2.13}
\end{equation*}
$$

Therefore on the set $\Gamma$ one has the discrete time regression model (1.5) with

$$
\begin{equation*}
\delta_{l}=B_{l} \quad \text { and } \quad \sigma_{l}^{2}=\frac{n}{\left(T-t_{0}\right)\left(\tilde{q}_{T}\left(x_{l}\right)-\epsilon_{T}^{2} / 2\right)(b-a)} . \tag{2.14}
\end{equation*}
$$

To study properties of the set $\Gamma$ we introduce the following functions

$$
\begin{aligned}
& \varrho(c, L)=2 c\left(e^{L^{3}}+\frac{2 q^{*}}{q_{*}}+q^{*} \int_{0}^{\infty} e^{-z^{2} / L+2 L z} \mathrm{~d} z\right), \\
& K_{*}(L)=L \max \left(y_{0}^{2}, L^{2}\left(1+2 L^{2}+2 L\right)^{2}\right)+y_{0}^{2}+1
\end{aligned}
$$

and

$$
\begin{equation*}
\gamma(c, L)=\frac{1}{54 \varrho^{2}(c, L) K_{*}(L)} . \tag{2.15}
\end{equation*}
$$

In Appendix A. 1 we show the following result.
Proposition 2.1. Suppose that the parameters $t_{0}$ and $\epsilon_{T}$ satisfy the conditions (2.10)-(2.12). Then

$$
\begin{equation*}
\sup _{S \in \Sigma_{L}} \mathbf{P}\left(\Gamma^{c}\right) \leq T \mathbf{1}_{\left\{q_{*}<2 \epsilon_{T}\right\}}+16 T e^{-\gamma_{1} \sqrt{t_{0}}} \mathbf{1}_{\left\{q_{*} \geq 2 \epsilon_{T}\right\}}:=\Pi_{T} \tag{2.16}
\end{equation*}
$$

with

$$
\gamma_{1}=\gamma(2, L) \min \left(q_{*}^{2}, 1 / 8\right) .
$$

Note that the conditions (2.10)-(2.12) imply directly that for any $m>0$

$$
\begin{equation*}
\lim _{T \rightarrow \infty} T^{m} \Pi_{T}=0 \tag{2.17}
\end{equation*}
$$

## 3 Oracle inequalities

In this section we consider the estimation problem for the following discrete time regression model. We suppose that on some set $\Gamma \subseteq \Omega$ we have the following nonparametric regression

$$
\begin{equation*}
Y_{l}=S\left(x_{l}\right)+\zeta_{l}, \quad 1 \leq l \leq n, \tag{3.1}
\end{equation*}
$$

where $\zeta_{l}=\sigma_{l} \xi_{l}+\delta_{l}$ and $n$ is odd. The points $\left(x_{l}\right)_{1 \leq l \leq n}$ are defined in (2.5) with $b-a \geq 1$. The function $S$ is unknown and to be estimated from observations $Y_{1}, \ldots, Y_{n}$. The quality of an estimator $\hat{S}$ will be measured by the empiric squared error

$$
\|\hat{S}-S\|_{n}^{2}=(\hat{S}-S, \hat{S}-S)_{n}=\frac{b-a}{n} \sum_{l=1}^{n}\left(\hat{S}\left(x_{l}\right)-S\left(x_{l}\right)\right)^{2} .
$$

We suppose that $\left(\xi_{i}\right)_{1 \leq i \leq n}$ is a sequence of i.i.d. random variables $\mathcal{N}(0,1)$, $\left(\sigma_{l}\right)_{1 \leq l \leq n}$ is a sequence of observed positive random variables independent of $\left(\xi_{i}\right)_{1 \leq i \leq n}$ and bounded by some nonrandom constant $\varsigma_{n} \geq 1$, i.e.

$$
\begin{equation*}
\max _{1 \leq l \leq n} \sigma_{l}^{2} \leq \varsigma_{n} . \tag{3.2}
\end{equation*}
$$

Concerning the random sequence $\delta=\left(\delta_{l}\right)_{1 \leq l \leq n}$ we suppose that

$$
\begin{equation*}
\mathbf{E}_{S}\|\delta\|_{n}^{2}<\infty \tag{3.3}
\end{equation*}
$$

Note that the model (1.5) is a particular case of (3.1) with $\Gamma$ defined in (2.13) and $\delta_{l}=B_{l}$. Indeed, in view of the inequality (2.6), we obtain that, for any function $S \in \operatorname{Lip}_{L}$,

$$
\max _{1 \leq l \leq n}\left|B_{l}\right| \leq L h=\frac{L(b-a)}{2 n} .
$$

Therefore, in this case

$$
\begin{equation*}
\|\delta\|_{n}^{2} \leq \frac{L^{2}(b-a)^{3}}{4 n^{2}} \tag{3.4}
\end{equation*}
$$

Moreover from (2.14), in view of condition (2.10), we obtain that

$$
\begin{equation*}
\max _{1 \leq l \leq n} \sigma_{l}^{2} \leq \frac{4}{(b-a) \epsilon_{T}} \leq \max \left(\frac{4}{(b-a) \epsilon_{T}}, 1\right)=\varsigma_{n} . \tag{3.5}
\end{equation*}
$$

We make use of the trigonometric basis $\left(\phi_{j}\right)_{j \geq 1}$ in $\mathcal{L}_{2}[a, b]$ with

$$
\begin{equation*}
\phi_{1}=\frac{1}{\sqrt{b-a}}, \phi_{j}(x)=\sqrt{\frac{2}{b-a}} \operatorname{Tr}_{j}(2 \pi[j / 2] v(x)), j \geq 2, \tag{3.6}
\end{equation*}
$$

where the function $\operatorname{Tr}_{j}(x)=\cos (x)$ for even $j$ and $\operatorname{Tr}_{j}(x)=\sin (x)$ for odd $j ; v(x)=(x-a) /(b-a)$. This basis is orthonormal for the empiric inner product generated by the sieve (2.5), i.e. for any $1 \leq i, j \leq n$,

$$
\begin{equation*}
\left(\phi_{i}, \phi_{j}\right)_{n}=\frac{b-a}{n} \sum_{l=1}^{n} \phi_{i}\left(x_{l}\right) \phi_{j}\left(x_{l}\right)=\mathbf{K r}_{i j}, \tag{3.7}
\end{equation*}
$$

where $\mathbf{K r}_{i j}$ is Kronecker's symbol.
By making use of this basis we apply the discrete Fourier transformation to (3.1) and we obtain the Fourier coefficients

$$
\hat{\theta}_{j, n}=\frac{b-a}{n} \sum_{l=1}^{n} Y_{l} \phi_{j}\left(x_{l}\right), \quad \theta_{j, n}=\frac{b-a}{n} \sum_{l=1}^{n} S\left(x_{l}\right) \phi_{j}\left(x_{l}\right) .
$$

From (3.1) it follows directly that these Fourier coefficients satisfy the following equation

$$
\begin{equation*}
\hat{\theta}_{j, n}=\theta_{j, n}+\zeta_{j, n} \tag{3.8}
\end{equation*}
$$

with

$$
\zeta_{j, n}=\sqrt{\frac{b-a}{n}} \xi_{j, n}+\delta_{j, n}
$$

where

$$
\xi_{j, n}=\sqrt{\frac{b-a}{n}} \sum_{l=1}^{n} \sigma_{l} \xi_{l} \phi_{j}\left(x_{l}\right) \quad \text { and } \quad \delta_{j, n}=\frac{b-a}{n} \sum_{l=1}^{n} \delta_{l} \phi_{j}\left(x_{l}\right) .
$$

Notice that inequality (3.3) and the Bouniakovskii-Cauchy-Schwarz inequality imply that

$$
\begin{equation*}
\left|\delta_{j, n}\right| \leq\|\delta\|_{n}\left\|\phi_{j}\right\|_{n}=\|\delta\|_{n} . \tag{3.9}
\end{equation*}
$$

We estimate the function $S$ on the sieve (2.5) by the weighted least squares estimator

$$
\begin{equation*}
\hat{S}_{\lambda}\left(x_{l}\right)=\sum_{j=1}^{n} \lambda(j) \hat{\theta}_{j, n} \phi_{j}\left(x_{l}\right) \mathbf{1}_{\Gamma}, \quad 1 \leq l \leq n, \tag{3.10}
\end{equation*}
$$

where the weight vector $\lambda=(\lambda(1), \ldots, \lambda(n))^{\prime}$ belongs to some finite set $\Lambda$ into $\mathbb{R}^{n}$, the prime denotes the transposition. We set for any $x \in[a, b]$

$$
\begin{equation*}
\hat{S}_{\lambda}(x)=\hat{S}_{\lambda}\left(x_{1}\right) \mathbf{1}_{\left\{a \leq x \leq x_{1}\right\}}+\sum_{l=2}^{n} \hat{S}_{\lambda}\left(x_{l}\right) \mathbf{1}_{\left\{x_{l-1}<x \leq x_{l}\right\}} \tag{3.11}
\end{equation*}
$$

Let $\nu$ be the cardinal number of the set $\Lambda$. We suppose that the components of the weight vector $\lambda=(\lambda(1), \ldots, \lambda(n))^{\prime}$ are such that $0 \leq \lambda(j) \leq 1$. By setting $\lambda^{2}=\left(\lambda^{2}(1), \ldots, \lambda^{2}(n)\right)^{\prime}$ we define the following sets

$$
\begin{equation*}
\Lambda_{1}=\left\{\lambda^{2}, \lambda \in \Lambda\right\} \quad \text { and } \quad \Lambda_{2}=\Lambda \cup \Lambda_{1} . \tag{3.12}
\end{equation*}
$$

We set

$$
\begin{equation*}
\chi_{j}(\lambda)=1_{\left\{\lambda_{j}>0\right\}}, \quad \chi_{*}=\max _{\lambda \in \Lambda} \sum_{j=1}^{n} \chi_{j}(\lambda) \quad \text { and } \quad \mu_{n}=\frac{\chi_{*}}{\sqrt{n}} . \tag{3.13}
\end{equation*}
$$

Moreover, for the basis functions (3.6) we shall use the following upper bound

$$
\begin{equation*}
\lambda_{*}=\max _{\lambda \in \Lambda_{1}} \sup _{a \leq x \leq b}\left|\sum_{j=1}^{n} \lambda(j) \bar{\phi}_{j}(x)\right|, \tag{3.14}
\end{equation*}
$$

where $\bar{\phi}_{j}=(b-a) \phi_{j}^{2}-1$. Now we have to write a rule to choose a weight vector $\lambda \in \Lambda$. It is obviously, that the best way is to minimize with respect to $\lambda$ the empiric squared error

$$
\operatorname{Err}_{n}(\lambda)=\left\|\hat{S}_{\lambda}-S\right\|_{n}^{2}
$$

which in our case is equal to

$$
\begin{equation*}
\operatorname{Err}_{n}(\lambda)=\sum_{j=1}^{n} \lambda^{2}(j) \hat{\theta}_{j, n}^{2}-2 \sum_{j=1}^{n} \lambda(j) \hat{\theta}_{j, n} \theta_{j, n}+\sum_{j=1}^{n} \theta_{j, n}^{2} \tag{3.15}
\end{equation*}
$$

Since $\theta_{j, n}$ are unknown, we need to replace the term $\hat{\theta}_{j, n} \theta_{j, n}$ by some its estimator which we choose as

$$
\tilde{\theta}_{j, n}=\hat{\theta}_{j, n}^{2}-\frac{b-a}{n} s_{j, n}
$$

with

$$
\begin{equation*}
s_{j, n}=\frac{b-a}{n} \sum_{l=1}^{n} \sigma_{l}^{2} \phi_{j}^{2}\left(x_{l}\right) . \tag{3.16}
\end{equation*}
$$

For this substitution in the empiric squared error one has to pay a penalty. Finally, we define the cost function by the following way

$$
\begin{equation*}
J_{n}(\lambda)=\sum_{j=1}^{n} \lambda^{2}(j) \hat{\theta}_{j, n}^{2}-2 \sum_{j=1}^{n} \lambda(j) \tilde{\theta}_{j, n}+\rho P_{n}(\lambda), \tag{3.17}
\end{equation*}
$$

where the penalty term we define as

$$
P_{n}(\lambda)=\frac{(b-a)|\lambda|^{2} s_{n}}{n}, \quad s_{n}=\frac{1}{n} \sum_{l=1}^{n} \sigma_{l}^{2}, \quad|\lambda|^{2}=\sum_{j=1}^{n} \lambda^{2}(j)
$$

and $0<\rho<1$ is some positive constant which will be chosen later. We set

$$
\begin{equation*}
\hat{\lambda}=\operatorname{agrmin}_{\lambda \in \Lambda} J_{n}(\lambda) \tag{3.18}
\end{equation*}
$$

and define an estimator of $S$ at the model (3.1) as

$$
\begin{equation*}
\hat{S}_{*}(x)=\hat{S}_{\hat{\lambda}}(x) \quad \text { for } \quad a \leq x \leq b . \tag{3.19}
\end{equation*}
$$

In the Oracle inequality we make use of the following function

$$
\begin{equation*}
\Upsilon_{n}^{*}(\rho)=v_{1}^{*}(\rho) \varsigma_{n}\left(1+\mu_{n}\right) \nu+v_{2}^{*}(\rho) \varsigma_{n} \lambda_{*}+v_{3}^{*}(\rho) \chi_{*} \delta_{n}^{*} \tag{3.20}
\end{equation*}
$$

with $\delta_{n}^{*}=n \mathbf{E}_{S} \mathbf{1}_{\Gamma}\|\delta\|_{n}^{2}$,

$$
v_{1}^{*}(\rho)=\frac{16(b-a)(6+3 \rho)}{\rho}, \quad v_{2}^{*}(\rho)=\frac{4 \rho(b-a)}{3} \quad \text { and } \quad v_{3}^{*}(\rho)=\frac{4(6+\rho)}{\rho} .
$$

Now with the help of $\Upsilon_{n}^{*}(\rho)$ we introduce the function which describes the second term in the upper bound of the Oracle inequality :

$$
\begin{equation*}
\Psi_{n}(\rho)=\psi_{1}(\rho) \Upsilon_{n}^{*}(\rho)+\psi_{2}(\rho) \varsigma_{n}\left(2 \nu+\rho^{2} \lambda_{*}\right)+\psi_{3}(\rho) \chi_{*} \delta_{n}^{*}, \tag{3.21}
\end{equation*}
$$

where

$$
\psi_{1}(\rho)=\frac{1-2 \rho}{2 \rho(1-6 \rho)}, \quad \psi_{2}(\rho)=\frac{b-a}{2 \rho(1-6 \rho)} \quad \text { and } \quad \psi_{3}(\rho)=\frac{4+\rho}{2 \rho(1-6 \rho)} .
$$

Theorem 3.1. For any $n \geq 3$ and $0<\rho<1 / 6$, the estimator $\hat{S}_{*}$ satisfies the following Oracle inequality

$$
\begin{align*}
\mathbf{E}_{S}\left\|\hat{S}_{*}-S\right\|_{n}^{2} & \leq \frac{1+3 \rho}{1-6 \rho} \min _{\lambda \in \Lambda} \mathbf{E}_{S}\left\|\hat{S}_{\lambda}-S\right\|_{n}^{2}+\frac{\Psi_{n}(\rho)}{n} \\
& +\left(\kappa_{n}(\rho)+\frac{\rho}{1-6 \rho}\|S\|_{n}^{2}\right) \sqrt{\mathbf{P}_{S}\left(\Gamma^{c}\right)} \tag{3.22}
\end{align*}
$$

where

$$
\kappa_{n}(\rho)=(\sqrt{3}+1) \frac{\rho}{1-6 \rho} \mu_{n}^{*} \quad \text { and } \quad \mu_{n}^{*}=\frac{(b-a) \varsigma_{n} \chi_{*}}{n} .
$$

Remark 3.1. It is clear that to obtain the asymptotically optimal variance in the case of unknown regularity one can take, for example, the parameter $\rho$ going to zero like

$$
\begin{equation*}
\rho=\rho_{n}=O\left(\frac{1}{\ln ^{\gamma} n}\right) \tag{3.23}
\end{equation*}
$$

for some $\gamma>0$.

Now we consider the adaptive setting, i.e. we suppose the function $S$ belongs to the Sobolev space

$$
W_{r}^{k}=\left\{S \in \Sigma_{L} \cap \mathcal{C}^{k-1}([a, b]): \sum_{j=0}^{k}\left\|S^{(j)}\right\|^{2} \leq r\right\}
$$

where the regularity exposant $k \geq 1$ and the Sobolev radius $r>0$ are unknown.

We consider the weight family $\Lambda$ introduced in [11]. For any $0<\varepsilon<1$ we define the set

$$
\mathcal{A}_{\varepsilon}=\left\{1, \ldots, k_{*}\right\} \times\left\{t_{1}, \ldots, t_{m}\right\}
$$

where $k_{*}=[1 / \sqrt{\varepsilon}], t_{i}=i \varepsilon, m=\left[1 / \varepsilon^{2}\right]$ and we take $\varepsilon=1 / \ln n$ for any $n \geq 3$.

For any $\alpha=(\beta, t) \in \mathcal{A}_{\varepsilon}$ we define the weight vector $\lambda_{\alpha}=\left(\lambda_{\alpha}(1), \ldots, \lambda_{\alpha}(n)\right)^{\prime}$ with

$$
\lambda_{\alpha}(j)=\left\{\begin{array}{cl}
1, & \text { for } \quad 1 \leq j \leq j_{0}  \tag{3.24}\\
\left(1-\left(j / \omega_{\alpha}\right)^{\beta}\right)_{+}, & \text {for } \quad j_{0}<j \leq n
\end{array}\right.
$$

where $j_{0}=j_{0}(\alpha)=\left[\omega_{\alpha} / \ln n\right]+1$,

$$
\omega_{\alpha}=\left(A_{\beta} t n\right)^{1 /(2 \beta+1)} \quad \text { and } \quad A_{\beta}=\frac{(b-a)^{2 \beta+1}(\beta+1)(2 \beta+1)}{\pi^{2 \beta} \beta}
$$

Therefore,

$$
\begin{equation*}
\Lambda=\left\{\lambda_{\alpha}, \alpha \in \mathcal{A}_{\varepsilon}\right\} \tag{3.25}
\end{equation*}
$$

and $\nu=k_{*} m \leq \ln ^{5 / 2} n$. Note that in this case

$$
\sum_{j=1}^{n} \chi_{j}(\lambda)=\sum_{j=1}^{n} \mathbf{1}_{\left\{\lambda_{\alpha}(j)>0\right\}} \leq \omega_{\alpha}
$$

Therefore,

$$
\chi_{*} \leq \max _{\alpha} \omega_{\alpha} \leq(b-a) \pi^{-2 / 3}(6 n \ln n)^{1 / 3}
$$

This yields

$$
\lim _{n \rightarrow \infty} \mu_{n}=0 \quad \text { and } \quad \lim _{n \rightarrow \infty} \mu_{n}^{*}=0
$$

Moreover, if the sequence $\left(\delta_{l}\right)_{1 \leq l \leq n}$ satisfies inequality (3.4) we deduce that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \chi_{*} \delta_{n}^{*}=0 \tag{3.26}
\end{equation*}
$$

By Lemma 6.2 from [11] we get for any integer $m \geq 0$ and $a \leq x \leq b$

$$
\sup _{N \geq 3} \sup _{1 \leq n<N}\left|\sum_{j=n+1}^{N}\left(\frac{j}{N}\right)^{m} \bar{\phi}_{j}(x)\right| \leq 2^{m+1} .
$$

Therefore, for any $\alpha \in \mathcal{A}_{\varepsilon}$

$$
\sup _{a \leq x \leq b}\left|\sum_{j=1}^{n} \lambda_{\alpha}^{2}(j) \bar{\phi}_{j}(x)\right| \leq 2+2 \cdot 2^{k_{*}+1}+2^{2 k_{*}+1}
$$

This means that for any $\delta>0$

$$
\lim _{n \rightarrow \infty} \frac{\lambda_{*}}{n^{\delta}}=0
$$

Moreover, if we choose the parameter $\rho$ as in (3.23) and if we assume as in (3.5) that the parameter $\varsigma_{n}$ is slowly increasing in $n$, i.e. for any $\delta>0$

$$
\lim _{n \rightarrow \infty} \frac{\varsigma_{n}}{n^{\delta}}=0
$$

we obtain that for any $\delta>0$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\Psi_{n}(\rho)}{n^{\delta}}=0 \tag{3.27}
\end{equation*}
$$

Now we consider the estimation problem (1.1) via model (1.5). By denoting $\hat{S}_{\alpha}=\hat{S}_{\lambda_{\alpha}}$ We make use of estimating procedure (3.18)-(3.19) with the weight coefficients set (3.25), i.e. denoting $\hat{S}_{\alpha}=\hat{S}_{\lambda_{\alpha}}$ we set $\hat{S}_{*}=\hat{S}_{\hat{\alpha}}$ with

$$
\hat{\alpha}=\operatorname{agrmin}_{\alpha \in \mathcal{A}_{\varepsilon}} J_{n}\left(\lambda_{\alpha}\right) .
$$

For this procedure we show the following Oracle inequality.

Theorem 3.2. Assume that $S \in W_{r}^{k}$ with unknown parameters $r>0$ and $k \geq 1$. Then the procedure $\hat{S}_{*}$ with $n=2[(T-1) / 2]+1$, for any $T \geq 32$ and $0<\rho<1 / 6$, satisfies the following inequality

$$
\begin{equation*}
\mathcal{R}\left(\hat{S}_{*}, S\right) \leq \frac{(1+\rho)^{2}(1+3 \rho)}{1-6 \rho} \min _{\alpha \in \mathcal{A}_{\varepsilon}} \mathcal{R}\left(\hat{S}_{\alpha}, S\right)+\frac{\mathcal{B}_{T}(\rho)}{n} \tag{3.28}
\end{equation*}
$$

where

$$
\mathcal{B}_{T}(\rho)=(1+\rho)\left(\Psi_{n}(\rho)+g_{T}\right)+\frac{(1+\rho)^{2} L^{2}(b-a)^{3}}{\rho(1-6 \rho) n}
$$

with

$$
g_{T}=n\left(\kappa_{n}(\rho)+s_{*}(b-a)\right) \sqrt{\Pi_{T}} .
$$

Moreover, for any $0<\rho<1 / 6$ and any $\delta>0$,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathcal{B}_{T}(\rho)}{T^{\delta}}=0 \tag{3.29}
\end{equation*}
$$

Remark 3.2. Note that to obtain the inequality (3.28) we make use of the method proposed in [11] and based on the nonasymptotic approach from [2] and [4].

Remark 3.3. In Part 2 of this research we will show the obtained oracle inequality is sharp in the sensee that it provides the asymptotic efficiency of the estimator $\hat{S}_{\alpha_{*}}$. Moreover, we will find the Pinsker constant and will prove that the asymptotic quadratic risk of the above estimator coincides with this constant.

## 4 Proofs

### 4.1 Proof of Theorem 3.1

First of all, note that on the set $\Gamma$ we can represent the empiric squared error $\operatorname{Err}_{n}(\lambda)$ by the following way

$$
\begin{equation*}
\operatorname{Err}_{n}(\lambda)=J_{n}(\lambda)+2 \sum_{j=1}^{n} \lambda(j) \theta_{j, n}^{\prime}+\|S\|_{n}^{2}-\rho P_{n}(\lambda) \tag{4.1}
\end{equation*}
$$

with $\theta_{j, n}^{\prime}=\tilde{\theta}_{j, n}-\theta_{j, n} \hat{\theta}_{j, n}$. From (3.8) we find that

$$
\theta_{j, n}^{\prime}=\theta_{j, n} \zeta_{j, n}+\frac{b-a}{n} \tilde{\xi}_{j, n}+2 \sqrt{\frac{b-a}{n}} \xi_{j, n} \delta_{j, n}+\delta_{j, n}^{2}
$$

where $\tilde{\xi}_{j, n}=\xi_{j, n}^{2}-s_{j, n}$. We set

$$
\begin{equation*}
\tilde{\Delta}(\lambda)=\frac{b-a}{n} \sum_{j=1}^{n} \lambda(j) \tilde{\xi}_{j, n}, \quad \Delta(\lambda)=2 \sqrt{\frac{b-a}{n}} \sum_{j=1}^{n} \lambda(j) \xi_{j, n} \delta_{j, n} \tag{4.2}
\end{equation*}
$$

We remind that for any $\epsilon>0$ and for any $x, y$

$$
\begin{equation*}
2 x y \leq \varepsilon x^{2}+\varepsilon^{-1} y^{2} \tag{4.3}
\end{equation*}
$$

Therefore, for some $0<\epsilon<1$ with help inequality (3.9) we can estimate the last term as

$$
\begin{aligned}
|\Delta(\lambda)| & \leq \epsilon \frac{b-a}{n} \sum_{j=1}^{n} \lambda^{2}(j) \xi_{j, n}^{2}+\frac{1}{\epsilon} \sum_{j=1}^{n} \chi_{j} \delta_{j, n}^{2} \\
& \leq \epsilon \frac{b-a}{n} \sum_{j=1}^{n} \lambda^{2}(j) s_{j, n}+\epsilon \tilde{\Delta}\left(\lambda^{2}\right)+\frac{1}{\epsilon} \chi_{*}\|\delta\|_{n}^{2}
\end{aligned}
$$

where the vector $\lambda^{2}$ is defined in (3.12). Taking into account that

$$
\begin{equation*}
\left|\sum_{j=1}^{n} \lambda^{2}(j) s_{j, n}-|\lambda|^{2} s_{n}\right|=\left|\frac{1}{n} \sum_{l=1}^{n} \sigma_{l}^{2} \sum_{j=1}^{n} \lambda^{2}(j) \bar{\phi}_{j}\left(x_{l}\right)\right| \leq \varsigma_{n} \lambda_{*} \tag{4.4}
\end{equation*}
$$

we get the following upper bound for $\Delta(\lambda)$, i.e.,

$$
\begin{align*}
|\Delta(\lambda)| & \leq \epsilon P_{n}(\lambda)+\epsilon \tilde{\Delta}\left(\lambda^{2}\right)+\epsilon \frac{(b-a) \varsigma_{n} \lambda_{*}}{n} \\
& +\frac{1}{\epsilon} \chi_{*}\|\delta\|_{n}^{2} . \tag{4.5}
\end{align*}
$$

Now putting

$$
\begin{equation*}
M(\lambda)=\sum_{j=1}^{n} \lambda(j) \theta_{j, n} \zeta_{j, n} \quad \text { and } \quad \Delta_{1}(\lambda)=\sum_{j=1}^{n} \lambda(j) \delta_{j, n}^{2} \tag{4.6}
\end{equation*}
$$

we rewrite (4.1) by the following way

$$
\begin{align*}
\operatorname{Err}_{n}(\lambda) & =J_{n}(\lambda)+2 M(\lambda)+2 \tilde{\Delta}(\lambda) \\
& +2 \Delta(\lambda)+2 \Delta_{1}(\lambda)+\|S\|_{n}^{2}-\rho P_{n}(\lambda) \tag{4.7}
\end{align*}
$$

Note now that, we can represent $\tilde{\xi}_{j, n}$ as

$$
\begin{align*}
\tilde{\xi}_{j, n} & =2(b-a) \sum_{l=2}^{n} u_{j, l} \xi_{l}+\frac{b-a}{n} \sum_{l=1}^{n} \sigma_{l}^{2} \phi_{j}^{2}\left(x_{l}\right) \tilde{\xi}_{l} \\
& =2 U_{j, n}+V_{j, n}, \tag{4.8}
\end{align*}
$$

where $\tilde{\xi}_{l}=\xi_{l}^{2}-1$ and

$$
u_{j, l}=\frac{1}{n} \sigma_{l} \phi_{j}\left(x_{l}\right) \sum_{r=1}^{l-1} \sigma_{r} \phi_{j}\left(x_{r}\right) \xi_{r} .
$$

To study the function $\tilde{\Delta}(\lambda)$ we set

$$
\bar{U}(\lambda)=\frac{1}{\sqrt{s_{n}}} \sum_{j=1}^{n} \bar{\lambda}(j) U_{j, n} \mathbf{1}_{\left\{s_{n}>0\right\}} \quad \text { and } \quad \bar{V}(\lambda)=\sum_{j=1}^{n} \lambda(j) V_{j, n},
$$

where $\bar{\lambda}(j)=\lambda(j) /|\lambda|$. Therefore, we can represent $\tilde{\Delta}(\lambda)$ as

$$
\tilde{\Delta}(\lambda)=2 \sqrt{\frac{b-a}{n}} \bar{U}(\lambda) \sqrt{P_{n}(\lambda)}+\frac{b-a}{n} \bar{V}(\lambda) .
$$

In Appendix A. 2 we show that

$$
\begin{equation*}
\sup _{\lambda \in \mathbb{R}^{n}} \mathbf{E}_{S} \bar{U}^{2}(\lambda) \leq 2 \varsigma_{n} . \tag{4.9}
\end{equation*}
$$

Therefore, in view of definition (3.12) we find that

$$
\begin{equation*}
\mathbf{E}_{S} \sup _{\lambda \in \Lambda_{2}} \bar{U}^{2}(\lambda) \leq \sum_{\lambda \in \Lambda_{2}} \mathbf{E}_{S} \bar{U}^{2}(\lambda) \leq 4 \varsigma_{n} \nu . \tag{4.10}
\end{equation*}
$$

Moreover, taking into account that

$$
\mathbf{E}_{S} V_{j, n}^{2} \leq \frac{4 \sigma_{*}^{2}}{n}
$$

we get that

$$
\sup _{\lambda \in \Lambda_{2}} \mathbf{E}_{S}|\bar{V}(\lambda)| \leq 2 \varsigma_{n} \mu_{n}
$$

and similarly to (4.10) we obtain that

$$
\mathbf{E}_{S} \sup _{\lambda \in \Lambda_{2}}|\bar{V}(\lambda)| \leq 4 \varsigma_{n} \mu_{n} \nu
$$

Therefore, if we set

$$
\tilde{\Delta}_{*}=\sup _{\lambda \in \Lambda_{2}} \bar{U}^{2}(\lambda)+\sup _{\lambda \in \Lambda_{2}}|\bar{V}(\lambda)|,
$$

then we get that

$$
\begin{equation*}
\mathbf{E}_{S} \tilde{\Delta}_{*} \leq 4 \varsigma_{n}\left(1+\mu_{n}\right) \nu \tag{4.11}
\end{equation*}
$$

Moreover, taking into account that $P_{n}\left(\lambda^{2}\right) \leq P_{n}(\lambda)$ we obtain that for any $\lambda \in \Lambda_{2}$ and $0<\epsilon<1$

$$
\begin{equation*}
|\tilde{\Delta}(\lambda)| \leq \epsilon P_{n}\left(v_{\lambda}\right)+\frac{(b-a)(1+\epsilon)}{n \epsilon} \tilde{\Delta}_{*} \tag{4.12}
\end{equation*}
$$

with $v_{\lambda}=\lambda$ for $\lambda \in \Lambda$ and $v_{\lambda}=(\sqrt{\lambda(1)}, \ldots, \sqrt{\lambda(1)})^{\prime}$ for $\lambda \in \Lambda_{1}$. We remind that the set $\Lambda_{1}$ is defined in (3.12). Therefore, from (4.5) replacing $\epsilon$ by $\epsilon^{2}$ we can get for any $\lambda \in \Lambda$ the following upper bound for $\Delta(\lambda)$

$$
\begin{aligned}
|\Delta(\lambda)| & \leq 2 \epsilon P_{n}(\lambda)+\frac{(b-a)(1+\epsilon)}{n} \tilde{\Delta}_{*} \\
& +\epsilon \frac{(b-a) \varsigma_{n} \lambda_{*}}{n}+\frac{b-a}{\epsilon} \chi_{*}\|\delta\|_{n}^{2} .
\end{aligned}
$$

Moreover, directly from (3.9) we find that

$$
\sup _{\lambda \in \Lambda}\left|\Delta_{1}(\lambda)\right| \leq \chi_{*}\|\delta\|_{n}^{2}
$$

Therefore, setting

$$
\Delta_{2}(\lambda)=2 \tilde{\Delta}(\lambda)+2 \Delta(\lambda)+2 \Delta_{1}(\lambda),
$$

we can estimate this term for any $\lambda \in \Lambda$ as

$$
\begin{align*}
\left|\Delta_{2}(\lambda)\right| & \leq 6 \epsilon P_{n}(\lambda)+\frac{2(b-a)(1+3 \epsilon)}{\epsilon n} \tilde{\Delta}_{*} \\
& +\frac{2 \epsilon(b-a)}{n} \varsigma_{n} \lambda_{*}+\frac{2(1+\epsilon)}{\epsilon} \chi_{*}\|\delta\|_{n}^{2} . \tag{4.13}
\end{align*}
$$

Now from (4.1) we obtain that for some fixed $\lambda_{0}$ from $\Lambda$

$$
\begin{aligned}
\operatorname{Err}_{n}(\hat{\lambda})-\operatorname{Err}_{n}\left(\lambda_{0}\right) & =J(\hat{\lambda})-J\left(\lambda_{0}\right)+2 M(\hat{\vartheta}) \\
& +\Delta_{2}(\hat{\lambda})-\rho P_{n}(\hat{\lambda})-\Delta_{2}\left(\lambda_{0}\right)+\rho P_{n}\left(\lambda_{0}\right),
\end{aligned}
$$

where $\hat{\vartheta}=\hat{\lambda}-\lambda_{0}$. Therefore by definition of $\hat{\lambda}$ in (3.18) and putting $\epsilon=\rho / 6$ we obtain that on the set $\Gamma$

$$
\begin{equation*}
\operatorname{Err}_{n}(\hat{\lambda}) \leq \operatorname{Err}_{n}\left(\lambda_{0}\right)+2 M(\hat{\vartheta})+\Upsilon_{n}(\rho)+2 \rho P_{n}\left(\lambda_{0}\right), \tag{4.14}
\end{equation*}
$$

where

$$
\begin{aligned}
\Upsilon_{n}(\rho) & =\frac{4(b-a)(6+3 \rho)}{n \rho} \tilde{\Delta}_{*}+\frac{4 \rho(b-a)}{3 n} \varsigma_{n} \lambda_{*} \\
& +\frac{4(6+\rho)}{\rho} \chi_{*}\|\delta\|_{n}^{2} .
\end{aligned}
$$

From (4.11) it follows that

$$
\begin{equation*}
\mathbf{E}_{S} \Upsilon_{n}(\rho) \leq \frac{\Upsilon_{n}^{*}(\rho)}{n} \tag{4.15}
\end{equation*}
$$

where the function $\Upsilon_{n}^{*}(\rho)$ is defined in (3.20).
Now we study the second term in the right-hand part of the inequality (4.14). Firstly for any weght vector $\lambda \in \Lambda$ we set $\vartheta=\lambda-\lambda_{0}$. Then we decompose this term as

$$
\begin{equation*}
M(\vartheta)=\sqrt{b-a} Z(\vartheta)+N(\vartheta) \tag{4.16}
\end{equation*}
$$

with

$$
Z(\vartheta)=n^{-1 / 2} \sum_{j=1}^{n} \vartheta(j) \theta_{j, n} \xi_{j, n} \quad \text { and } \quad N(\vartheta)=\sum_{j=1}^{n} \vartheta(j) \theta_{j, n} \delta_{j, n} .
$$

We define now the weighted discrete Fourier transformation of $S$, i.e. we set

$$
\begin{equation*}
S_{\lambda}=\sum_{j=1}^{n} \lambda(j) \theta_{j, n} \phi_{j} . \tag{4.17}
\end{equation*}
$$

It is easy to see that in this case

$$
\begin{equation*}
\mathbf{E}_{S} Z^{2}(\vartheta)=\frac{b-a}{n^{2}} \sum_{l=1}^{n} \mathbf{E}_{S} \sigma_{l}^{2}\left(\sum_{j=1}^{n} \vartheta(j) \theta_{j, n} \phi_{j}\left(x_{l}\right)\right)^{2} \leq \varsigma_{n} d(\vartheta), \tag{4.18}
\end{equation*}
$$

where

$$
d(\vartheta)=\frac{\left\|S_{\vartheta}\right\|_{n}^{2}}{n}
$$

Moreover, note that we can represent $\vartheta(j)=\lambda(j)-\lambda_{0}(j)$ as

$$
\vartheta(j)=\vartheta(j) \chi_{j}^{*} \quad \text { with } \quad \chi_{j}^{*}=\max \left(\mathbf{1}_{\{\lambda(j)>0\}}, \mathbf{1}_{\left\{\lambda_{0}(j)>0\right\}}\right)
$$

Therefore, by inequality (4.3) with $\epsilon=\rho$, we can estimate $N(\vartheta)$ as follows

$$
\begin{align*}
2 N(\vartheta) & =2 \sum_{j=1}^{n} \vartheta(j) \theta_{j, n} \chi_{j}^{*} \delta_{j, n} \\
& \leq \rho\left\|S_{\vartheta}\right\|_{n}^{2}+\frac{2 \chi_{*}\|\delta\|_{n}^{2}}{\rho} . \tag{4.19}
\end{align*}
$$

Setting

$$
Z^{*}=\sup _{\vartheta \in \Theta} \frac{Z^{2}(\vartheta)}{d(\vartheta)} \quad \text { with } \quad \Theta=\Lambda-\lambda_{0}
$$

we obtain on the set $\Gamma$

$$
\begin{equation*}
2 M(\vartheta) \leq 2 \rho\left\|S_{\vartheta}\right\|_{n}^{2}+\frac{(b-a) Z^{*}}{n \rho}+\frac{2 \chi_{*}\|\delta\|_{n}^{2}}{n} . \tag{4.20}
\end{equation*}
$$

Note now that from (4.18) it follows that

$$
\begin{equation*}
\mathbf{E}_{S} Z^{*} \leq \nu \varsigma_{n} \tag{4.21}
\end{equation*}
$$

Now we estimate the first term in the right-hand part of the inequality (4.20).
On the set $\Gamma$ we have

$$
\begin{align*}
\left\|S_{\vartheta}\right\|_{n}^{2}-\left\|\hat{S}_{\vartheta}\right\|_{n}^{2} & =\sum_{j=1}^{n} \vartheta^{2}(j)\left(\theta_{j, n}^{2}-\hat{\theta}_{j, n}^{2}\right) \leq-2 \sum_{j=1}^{n} \vartheta^{2}(j) \theta_{j, n} \zeta_{j, n} \\
& =-2 \sqrt{b-a} Z_{1}(\vartheta)-2 N_{1}(\vartheta), \tag{4.22}
\end{align*}
$$

where

$$
Z_{1}(\vartheta)=\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \vartheta^{2}(j) \theta_{j, n} \xi_{j, n} \quad \text { and } \quad N_{1}(\vartheta)=\sum_{j=1}^{n} \vartheta^{2}(j) \theta_{j, n} \delta_{j, n}
$$

By the same way, taking into account that $|\vartheta(j)| \leq 1$, we find that on the set $\Gamma$

$$
\mathbf{E}_{S} Z_{1}^{2}(\vartheta) \leq \varsigma_{n} d(\vartheta) .
$$

Similarly, we set

$$
Z_{1}^{*}=\sup _{\vartheta \in \Theta} \frac{Z_{1}^{2}(\vartheta)}{d(\vartheta)}
$$

and we obtain that on the set $\Gamma$

$$
\begin{equation*}
\mathbf{E}_{S} Z_{1}^{*} \leq \nu \varsigma_{n} \tag{4.23}
\end{equation*}
$$

Similarly to (4.17) we estimate the second term in (4.22) as

$$
2 N_{1}(\vartheta) \leq \rho\left\|S_{\vartheta}\right\|_{n}^{2}+\frac{2 \chi_{*}\|\delta\|_{n}^{2}}{\rho}
$$

Therefore, on the set $\Gamma$

$$
\left\|S_{\vartheta}\right\|_{n}^{2} \leq\left\|\hat{S}_{\vartheta}\right\|_{n}^{2}+2 \rho\left\|S_{\vartheta}\right\|_{n}^{2}+\frac{(b-a) Z_{1}^{*}}{n \rho}+\frac{2 \chi_{*}\|\delta\|_{n}^{2}}{\rho}
$$

i.e.

$$
\begin{equation*}
\left\|S_{\vartheta}\right\|_{n}^{2} \leq \frac{1}{1-2 \rho}\left\|\hat{S}_{\vartheta}\right\|_{n}^{2}+\frac{1}{(1-2 \rho) \rho}\left(\frac{(b-a) Z_{1}^{*}}{n}+2 \chi_{*}\|\delta\|_{n}^{2}\right) . \tag{4.24}
\end{equation*}
$$

By applying this inequality in (4.20) and by putting $Z_{2}^{*}=Z^{*}+Z_{1}^{*}$ we obtain that on the set $\Gamma$

$$
\begin{aligned}
2 M(\vartheta) & \leq \frac{2 \rho}{1-2 \rho}\left\|\hat{S}_{\vartheta}\right\|_{n}^{2}+\frac{1}{\rho(1-2 \rho)}\left(\frac{(b-a) Z_{2}^{*}}{n}+2 \chi_{*}\|\delta\|_{n}^{2}\right) \\
& \leq \frac{4 \rho\left(\operatorname{Err}_{n}(\lambda)+\operatorname{Err}_{n}\left(\lambda_{0}\right)\right)}{1-2 \rho}+\frac{1}{\rho(1-2 \rho)}\left(\frac{(b-a) Z_{2}^{*}}{n}+2 \chi_{*}\|\delta\|_{n}^{2}\right) .
\end{aligned}
$$

Therefore (4.14) implies that

$$
\begin{aligned}
\operatorname{Err}_{n}(\hat{\lambda}) \mathbf{1}_{\Gamma} & \leq \frac{1+2 \rho}{1-6 \rho} \operatorname{Err}_{n}\left(\lambda_{0}\right) \mathbf{1}_{\Gamma}+\frac{1-2 \rho}{1-6 \rho} \Upsilon_{n}(\rho) \mathbf{1}_{\Gamma} \\
& +\frac{1}{\rho(1-6 \rho)}\left(\frac{(b-a) Z_{2}^{*}}{n}+2 \chi_{*}\|\delta\|_{n}^{2}\right) \mathbf{1}_{\Gamma}+\frac{2 \rho(1-2 \rho)}{1-6 \rho} P_{n}\left(\lambda_{0}\right) \mathbf{1}_{\Gamma},
\end{aligned}
$$

Now by inequalities (4.21)-(4.23) we get that

$$
\begin{aligned}
\mathbf{E}_{S} \operatorname{Err}_{n}(\hat{\lambda}) \mathbf{1}_{\Gamma} & \leq \frac{1+2 \rho}{1-6 \rho} \mathbf{E}_{S} \operatorname{Err}_{n}\left(\lambda_{0}\right) \mathbf{1}_{\Gamma}+\frac{1-2 \rho}{n(1-6 \rho)} \Upsilon_{n}^{*}(\rho) \\
& +\frac{2 \nu \varsigma_{n}(b-a)+2 \chi_{*} \delta_{n}^{*}}{n \rho(1-6 \rho)}+\frac{\rho(1-2 \rho)}{1-6 \rho} \mathbf{E}_{S} \mathbf{1}_{\Gamma} P_{n}\left(\lambda_{0}\right) .
\end{aligned}
$$

By applying here Lemma A. 1 with $\epsilon=2 \rho$ we get that

$$
\mathbf{E}_{S} \operatorname{Err}_{n}(\hat{\lambda}) \mathbf{1}_{\Gamma} \leq \frac{1+3 \rho}{1-6 \rho} \mathbf{E}_{S} \operatorname{Err}_{n}\left(\lambda_{0}\right) \mathbf{1}_{\Gamma}+\frac{\Psi_{n}(\rho)}{n}+\kappa_{n}(\rho) \sqrt{\mathbf{P}_{S}\left(\Gamma^{c}\right)}
$$

where the functions $\Psi_{n}(\cdot)$ and $\kappa_{n}(\cdot)$ are defined in (3.21)-(3.22). Replacing here

$$
\mathbf{E}_{S} \operatorname{Err}_{n}(\hat{\lambda}) \mathbf{1}_{\Gamma} \quad \text { and } \quad \mathbf{E}_{S} \operatorname{Err}_{n}\left(\lambda_{0}\right) \mathbf{1}_{\Gamma}
$$

by

$$
\mathbf{E}_{S}\left\|\hat{S}_{*}-S\right\|_{n}^{2}-\|S\|_{n}^{2} \mathbf{P}_{S}\left(\Gamma^{c}\right) \quad \text { and } \quad \mathbf{E}_{S}\left\|\hat{S}_{\lambda_{0}}-S\right\|_{n}^{2}-\|S\|_{n}^{2} \mathbf{P}_{S}\left(\Gamma^{c}\right)
$$

respectively, we come to the inequality (3.22).

### 4.2 Proof of Theorem 3.2

We apply now Theorem 3.1 to the estimation problem at the model (1.1) via model (1.5) with the estimation family (3.25). First, note that, for any function $S \in \Sigma_{L}$ and for any pointwise estimator $\hat{S}(\cdot)$ of the form (3.11) it is easy to see that

$$
\|\hat{S}-S\|^{2} \leq(1+\rho)\|\hat{S}-S\|_{n}^{2}+\left(1+\rho^{-1}\right) L^{2}(b-a)^{3} \frac{1}{n^{2}}
$$

and

$$
\|\hat{S}-S\|_{n}^{2} \leq(1+\rho)\|\hat{S}-S\|^{2}+\left(1+\rho^{-1}\right) L^{2}(b-a)^{3} \frac{1}{n^{2}} .
$$

Moreover, inequality (2.4) implies

$$
\|S\|_{n}^{2} \leq s_{*}(b-a)
$$

for any $S$ from $\Sigma_{L}$. Therefore inequality (3.22) implies directly (3.28). Hence Theorem 3.2.

## A Appendix

## A. 1 Proof of Proposition 2.1

Fisrt note that for this proposition we make use the consentration inequality from [13]. We remind it. For any $c>0$ and for any function $\psi: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\sup _{y \in \mathbb{R}}|\psi(y)|<\infty \quad \text { and } \quad \int_{-\infty}^{+\infty}|\psi(y)| \mathrm{d} y \leq c<\infty \tag{A.1}
\end{equation*}
$$

we set

$$
\mathbf{M}_{S}(\psi)=\int_{-\infty}^{+\infty} \psi(y) q_{S}(y) \mathrm{d} y
$$

and

$$
\Delta_{t_{0}, T}(\psi)=\frac{1}{\sqrt{T}} \int_{t_{0}}^{T}\left(\psi\left(y_{t}\right)-\mathbf{M}_{S}(\psi)\right) \mathrm{d} t
$$

We will denote by $\Delta_{t}(\psi)=\Delta_{0, t}(\psi)$. Note that now by Theorem 3.2 from [13] for any function $\psi(\cdot)$ satisfying (A.1) we have

$$
\begin{equation*}
\sup _{T \geq 1} \sup _{S \in \Sigma_{L}} \mathbf{E}_{S} e^{\gamma \Delta_{T}^{2}(\psi)} \leq 4, \tag{A.2}
\end{equation*}
$$

where the constant $\gamma=\gamma(c, L)$ is defined by (2.15). Therefore taking into account the inequality

$$
\left|\Delta_{t_{0}, T}(\psi)\right| \leq\left|\Delta_{T}(\psi)\right|+\left|\Delta_{t_{0}}(\psi)\right|
$$

we obtain that for any $\mu>0$ and for any $\psi$ satisfying (A.1)

$$
\begin{equation*}
\sup _{1 \leq t_{0} \leq T} \sup _{S \in \Sigma_{L}} \mathbf{P}_{S}\left(\left|\Delta_{t_{0}, T}(\psi)\right| \geq 2 \mu\right) \leq 8 e^{-\gamma \mu^{2}} \tag{A.3}
\end{equation*}
$$

Now we estimate the probability of $\Gamma^{c}$ as

$$
\mathbf{P}_{S}\left(\Gamma^{c}\right) \leq \sum_{k=1}^{n} \mathbf{P}_{S}\left(\tau_{k}>T\right)
$$

By the definition of $\tau_{k}$ in (2.6) one has

$$
\mathbf{P}_{S}\left(\tau_{k}>T\right)=\mathbf{P}_{S}\left(\int_{t_{0}}^{T} \psi_{h, k}\left(y_{t}\right) \mathrm{d} t<\left(T-t_{0}\right)\left(2 \tilde{q}_{T}\left(x_{k}\right)-\epsilon_{T}^{2}\right)\right)
$$

where

$$
\psi_{h, k}(y)=\frac{1}{h} Q\left(\frac{y-x_{k}}{h}\right) .
$$

It is easy to see that this function satisfies condition (A.1) with $c=2$. Moreover, notice now that we can represent the integral $\int_{t_{0}}^{T} \psi_{h, k}\left(y_{t}\right) \mathrm{d} t$ as follows :

$$
\int_{t_{0}}^{T} \psi_{h, k}\left(y_{t}\right) \mathrm{d} t=\left(T-t_{0}\right) \mathbf{M}_{S}\left(\psi_{h, k}\right)+\sqrt{T} \Delta_{t_{0}, T}\left(\psi_{h, k}\right),
$$

where

$$
\mathbf{M}_{S}\left(\psi_{h, k}\right)=\int_{-\infty}^{+\infty} \psi_{h, k}(y) q_{S}(y) \mathrm{d} y=\int_{-1}^{1} q_{S}\left(x_{k}+h z\right) \mathrm{d} z
$$

Taking into account that

$$
\begin{equation*}
2 \hat{q}_{T}\left(x_{k}\right)-\mathbf{M}_{S}\left(\psi_{h, k}\right)=\frac{1}{\sqrt{t_{0}}} \Delta_{t_{0}}\left(\psi_{h, k}\right) \tag{A.4}
\end{equation*}
$$

we obtain

$$
\begin{aligned}
\mathbf{P}_{S}\left(\tau_{k}>T\right) & \leq \mathbf{P}_{S}\left(\hat{q}\left(x_{k}\right)<\epsilon_{T}\right) \\
& +\mathbf{P}_{S}\left(\Delta_{t_{0}, T}\left(\psi_{h, k}\right)<\frac{T-t_{0}}{\sqrt{T}}\left(\frac{1}{\sqrt{t_{0}}} \Delta_{t_{0}}\left(\psi_{h, k}\right)-\epsilon_{T}^{2}\right)\right) .
\end{aligned}
$$

Moreover, thanks to the conditions (2.10), the last probability can be estimated as follows :

$$
\mathbf{P}_{S}\left(\left|\Delta_{t_{0}}\left(\psi_{h, k}\right)\right| \geq t_{0}^{1 / 4}\right)+\mathbf{P}_{S}\left(\left|\Delta_{t_{0}, T}\left(\psi_{h, k}\right)\right| \geq t_{0}^{1 / 4} / \sqrt{2}\right)
$$

Finally we obtain that

$$
\begin{align*}
\mathbf{P}_{S}\left(\tau_{k}>T\right) & \leq \mathbf{P}_{S}\left(\hat{q}\left(x_{k}\right)<\epsilon_{T}\right)+\mathbf{P}_{S}\left(\left|\Delta_{t_{0}}\left(\psi_{h, k}\right)\right| \geq t_{0}^{1 / 4}\right) \\
& +\mathbf{P}_{S}\left(\left|\Delta_{t_{0}, T}\left(\psi_{h, k}\right)\right| \geq t_{0}^{1 / 4} / \sqrt{2}\right) \tag{A.5}
\end{align*}
$$

Let us estimate now the first probability in the left hand of this inequality. Taking into account that $\mathbf{M}_{S}\left(\psi_{h, k}\right) \geq 2 q_{*}$ we get

$$
\begin{aligned}
\mathbf{P}_{S}\left(\hat{q}\left(x_{k}\right)<\epsilon_{T}\right) & =\mathbf{P}_{S}\left(\frac{1}{t_{0}} \int_{0}^{t_{0}} \psi_{h, k}\left(y_{t}\right) \mathrm{d} t<2 \epsilon_{T}\right) \\
& =\mathbf{P}_{S}\left(\Delta_{t_{0}}\left(\psi_{h, k}\right)<\left(2 \epsilon_{T}-\mathbf{M}_{S}\left(\psi_{h, k}\right)\right) \sqrt{t_{0}}\right) \\
& \leq \mathbf{P}_{S}\left(\Delta_{t_{0}}\left(\psi_{h, k}\right)<2\left(\epsilon_{T}-q_{*}\right) \sqrt{t_{0}}\right)
\end{aligned}
$$

Therefore if $\epsilon_{T} \leq q_{*} / 2$ then the inequality (A.2) implies

$$
\begin{equation*}
\mathbf{P}_{S}\left(\hat{q}\left(x_{k}\right)<\epsilon_{T}\right) \leq \mathbf{P}_{S}\left(\left|\Delta_{t_{0}}\left(\psi_{h, k}\right)\right|>q_{*} \sqrt{t_{0}}\right) \leq 4 e^{-\gamma q_{*}^{2} t_{0}} . \tag{A.6}
\end{equation*}
$$

Now, by applying in (A.5) the inequalities (A.3) and (A.6) we obtain that for $\epsilon_{T} \leq q_{*} / 2$

$$
\mathbf{P}_{S}\left(\tau_{k}>T\right) \leq 16 e^{-\gamma_{1} \sqrt{t_{0}}},
$$

where $\gamma_{1}$ is defined in (2.16). Therefore taking into account that $n \leq T$ we obtain the following upper bound

$$
\mathbf{P}_{S}\left(\Gamma^{c}\right) \leq \sum_{k=1}^{n} \mathbf{P}_{S}\left(\tau_{k}>T\right) \leq T \mathbf{1}_{\left\{\epsilon_{T} \geq q_{*} / 2\right\}}+24 T e^{-2 \gamma_{1} \sqrt{t_{0}}} \mathbf{1}_{\left\{\epsilon_{T}<q_{*} / 2\right\}}
$$

Hence the condition (2.11) implies Proposition 2.1.

## A. 2 Proof of Inequality (4.9)

By putting $\alpha_{l}=\sum_{j=1}^{n} \bar{\lambda}(j) u_{j, l}$ and taking into account that the random variables $\left(\xi_{k}\right)_{1 \leq k \leq n}$ are independent of $\left(\sigma_{k}\right)_{1 \leq k \leq n}$ we obtain that

$$
\begin{equation*}
\mathbf{E}_{S}\left(N_{1}^{2}(\lambda) \mid \sigma_{k}, 1 \leq k \leq n\right)=\mathbf{1}_{\left\{s_{n}>0\right\}} \frac{(b-a)^{2}}{s_{n}} \sum_{l=1}^{n} \hat{\alpha}_{l}, \tag{A.7}
\end{equation*}
$$

where

$$
\hat{\alpha}_{l}=\mathbf{E}\left(\alpha_{l}^{2} \mid \sigma_{k}, 1 \leq k \leq n\right)=\frac{\sigma_{l}^{2}}{n^{2}} \sum_{r=1}^{l-1} \sigma_{r}^{2}\left(\sum_{j=1}^{n} \bar{\lambda}(j) \phi_{j}\left(x_{l}\right) \phi_{j}\left(x_{r}\right)\right)^{2}
$$

Therefore the orthonormality of the functions $\left(\phi_{j}\right)$ implies that

$$
\begin{aligned}
\hat{\alpha}_{l} & \leq \varsigma_{n} \frac{\sigma_{l}^{2}}{n^{2}} \sum_{r=1}^{n}\left(\sum_{j=1}^{n} \bar{\lambda}(j) \phi_{j}\left(x_{l}\right) \phi_{j}\left(x_{r}\right)\right)^{2} \\
& =\varsigma_{n} \frac{\sigma_{l}^{2}}{n(b-a)} \sum_{j=1}^{n} \bar{\lambda}^{2}(j) \phi_{j}^{2}\left(x_{l}\right) \leq \frac{2 \varsigma_{n}}{n(b-a)^{2}} \sigma_{l}^{2}
\end{aligned}
$$

Now by making use of this inequality in (A.7) we get (4.9).

## A. 3 Technical lemma

Lemma A.1. For any $n \geq 1$ and $0<\epsilon<1$

$$
\begin{aligned}
\mathbf{E}_{S} P_{n}(\lambda) \mathbf{1}_{\Gamma} & \leq \frac{1}{1-\epsilon} \mathbf{E}_{S} \operatorname{Err}_{n}(\lambda) \mathbf{1}_{\Gamma}+\frac{\epsilon(b-a) \varsigma_{n} \lambda_{*}+\chi_{*} \delta_{n}^{*}}{(1-\epsilon) \epsilon n} \\
& +\frac{\sqrt{3} \mu_{n}^{*}+2\|S\|_{n} \sqrt{\mu_{n}^{*}}}{1-\epsilon} \sqrt{\mathbf{P}_{S}\left(\Gamma^{c}\right)}
\end{aligned}
$$

where $\mu_{n}^{*}$ is defined in (3.22).
Proof. Indeed, by the definition of $\operatorname{Err}_{n}(\lambda)$ on the set $\Gamma$ we have

$$
\begin{aligned}
\operatorname{Err}_{n}(\lambda) & =\sum_{j=1}^{n}\left((\lambda(j)-1) \theta_{j, n}+\lambda(j) \zeta_{j, n}\right)^{2} \\
& =\sum_{j=1}^{n}\left((\lambda(j)-1) \theta_{j, n}+\lambda(j) \delta_{j, n}+\lambda(j) \sqrt{\frac{b-a}{n}} \xi_{j, n}\right)^{2} .
\end{aligned}
$$

Therefore, putting

$$
I_{1}=\sum_{j=1}^{n} \lambda(j)(\lambda(j)-1) \theta_{j, n} \xi_{j, n} \quad \text { and } \quad I_{2}=\sum_{j=1}^{n} \lambda^{2}(j) \delta_{j, n} \xi_{j, n}
$$

we get on the set $\Gamma$ the following lower bound for the impirical risk

$$
\begin{align*}
\operatorname{Err}_{n}(\lambda) & \geq \frac{b-a}{n} \sum_{j=1}^{n} \lambda^{2}(j) \xi_{j, n}^{2} \\
& +2 \sqrt{\frac{b-a}{n}} I_{1}+2 \sqrt{\frac{b-a}{n}} I_{2} . \tag{A.8}
\end{align*}
$$

Notice that the random variable $\xi_{j, n} \sim \mathcal{N}\left(0, s_{j, n}\right)$ (conditionally with respect to $\sigma_{1}, \ldots, \sigma_{n}$ ) with

$$
s_{j, n}=\frac{b-a}{n} \sum_{l=1}^{n} \sigma_{l}^{2} \phi_{j}^{2}\left(x_{l}\right) \leq \varsigma_{n} .
$$

Thus

$$
\begin{equation*}
\mathbf{E}_{S} \xi_{j, n}^{4} \leq 3 \sigma_{*}^{2} \tag{A.9}
\end{equation*}
$$

Let us consider the first term in (A.8). We have

$$
\mathbf{E}_{S} \mathbf{1}_{\Gamma} \sum_{j=1}^{n} \lambda^{2}(j) \xi_{j, n}^{2}=\mathbf{E}_{S} \sum_{j=1}^{n} \lambda^{2}(j) s_{j, n}-\mathbf{E}_{S} \mathbf{1}_{\Gamma^{c}} \sum_{j=1}^{n} \lambda^{2}(j) \xi_{j, n}^{2} .
$$

Therefore, by inequalities (4.4) and (A.9) we get that

$$
\begin{equation*}
\mathbf{E}_{S} \mathbf{1}_{\Gamma} \sum_{j=1}^{n} \lambda^{2}(j) \xi_{j, n}^{2} \geq|\lambda|^{2} \mathbf{E}_{S} s_{n} \mathbf{1}_{\Gamma}-\varsigma_{n} \lambda_{*}-\sqrt{3} \varsigma_{n} \chi_{*} \sqrt{\mathbf{P}_{S}\left(\Gamma^{c}\right)} . \tag{A.10}
\end{equation*}
$$

Moreover, taking into account that $\mathbf{E}_{S} I_{1}=0$ we estimate $\mathbf{E}_{S} I_{1} \mathbf{1}_{\Gamma}$ as

$$
\begin{align*}
\left|\mathbf{E}_{S} I_{1} \mathbf{1}_{\Gamma}\right| & =\left|\mathbf{E}_{S} I_{1} \mathbf{1}_{\Gamma^{c}}\right| \\
& \left.\leq\|S\|_{n}\left(\sum_{j=1}^{n} \lambda^{2}(j) \mathbf{E}_{S^{5}}\right)_{j, n}\right)^{1 / 2} \sqrt{\mathbf{P}_{S}\left(\Gamma^{c}\right)} \\
& \leq\|S\|_{n} \sqrt{\varsigma_{n} \chi_{*}} \sqrt{\mathbf{P}_{S}\left(\Gamma^{c}\right)} \tag{A.11}
\end{align*}
$$

Let us estimate the last term in (A.8). For this we make use of inequality (4.3), i.e. for $0<\epsilon<1$

$$
2 \sqrt{\frac{b-a}{n}}\left|I_{2}\right| \leq \epsilon \frac{b-a}{n} \sum_{j=1}^{n} \lambda^{2}(j) \xi_{j, n}^{2}+\frac{1}{n \epsilon} \chi_{*} \delta_{n}^{*} .
$$

Therefore from (A.8) we get that

$$
\operatorname{Err}_{n}(\lambda) \geq(1-\epsilon) \frac{b-a}{n} \sum_{j=1}^{n} \lambda^{2}(j) \xi_{j, n}^{2}+2 \sqrt{\frac{b-a}{n}} I_{1}-\frac{\chi_{*} \delta_{n}^{*}}{n \epsilon} .
$$
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