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ω-powers and descriptive set theory.

Dominique LECOMTE

J. Symbolic Logic70, 4 (2005), 1210-1232

Abstract. We study the sets of the infinite sentences constructible with a dictionary over a finite alphabet, from the view-

point of descriptive set theory. Among other things, this gives some true co-analytic sets. The case where the dictionary is

finite is studied and gives a natural example of a set at the level ω of the Wadge hierarchy.

1 Introduction.

We consider the finite alphabetn = {0, . . . , n − 1}, wheren ≥ 2 is an integer, and a dictionary
over this alphabet, i.e., a subsetA of the setn<ω of finite words with letters inn.

Definition 1 Theω-power associated toA is the setA∞ of the infinite sentences constructible with
A by concatenation. So we haveA∞ := {a0a1 . . . ∈ nω/∀i∈ω ai∈A}.

Theω-powers play a crucial role in the characterization of subsets of nω accepted by finite au-
tomata (see Theorem 2.2 in [St1]). We will study these objects from the viewpoint of descriptive set
theory. The reader should see [K1] for the classical resultsof this theory; we will also use the notation
of this book. The questions we study are the following:

(1) What are the possible levels of topological complexity for theω-powers? This question was asked
by P. Simonnet in [S], and studied in [St2]. O. Finkel (in [F1]) and A. Louveau proved independently
thatΣ1

1-completeω-powers exist. O. Finkel proved in [F2] the existence of aΠ
0
m-completeω-power

for each integerm ≥ 1.

(2) What is the topological complexity of the set of dictionaries whose associatedω-power is of a
given level of complexity? This question arises naturally when we look at the characterizations of
Π

0
1, Π0

2 andΣ
0
1 ω-powers obtained in [St2] (see Corollary 14 and Lemmas 25, 26).

(3) We will recall that anω-power is an analytic subset ofnω. What is the topological complexity of
the set of codes for analytic sets which areω-powers? This question was asked by A. Louveau. This
question also makes sense for the set of codes forΣ

0
ξ (resp.,Π0

ξ) sets which areω-powers. And also
for the set of codes for Borel sets which areω-powers.

As usual with descriptive set theory, the point is not only the computation of topological com-
plexities, but also the hope that these computations will lead to a better understanding of the studied
objects. Many sets in this paper won’t be clopen, in particular won’t be recursive. This gives unde-
cidability results.
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•We give the answer to Question (2) for the very first levels ({∅}, its dual class and∆0
1). This contains

a study of the case where the dictionary is finite. In particular, we show that the set of dictionaries
whose associatedω-power is generated by a dictionary with two words is aĎω(Σ0

1)-complete set.
This is a surprising result because this complexity is not clear at all on the definition of the set.

• We give two proofs of the fact that the relation “α ∈ A∞” is Σ
1
1-complete. One of these proofs

is used later to give a partial answer to Question (2). To understand this answer, the reader should
see [M] for the basic notions of effective descriptive set theory. Roughly speaking, a set is effectively
Borel (resp., effectively Borel inA) if its construction based on basic clopen sets can be coded with a
recursive (resp., recursive inA) sequence of integers. This answer is the

Theorem.The following sets are true co-analytic sets:

- {A ∈ 2n<ω
/A∞ ∈ ∆

1
1(A)}.

- {A ∈ 2n<ω
/A∞ ∈ Σ

0
ξ ∩ ∆

1
1(A)}, for 1 ≤ ξ < ω1.

- {A ∈ 2n<ω
/A∞ ∈ Π

0
ξ ∩ ∆

1
1(A)}, for 2 ≤ ξ < ω1.

This result also comes from an analysis of Borelω-powers:A∞ is Borel if and only if we can
choose in a Borel way the decomposition of any sentence ofA∞ into words ofA (see Lemma 13).
This analysis is also related to Question (3) and to some Borel uniformization result forGδ sets locally
with Borel projections. We will specify these relations.

• A natural ordinal rank can be defined on the complement of anyω-power, and we study it; its
knowledge gives an upper bound of the complexity of theω-power.

• We study the link between Question (1) and the extension ordering on finite sequences of integers.

• Finally, we give some examples ofω-powers complete for the classes∆
0
1, Σ

0
1 ⊕ Π

0
1, D2(Σ

0
1),

Ď2(Σ
0
1), Ď3(Σ

0
1) andĎ2(Σ

0
2).

2 Finitely generatedω-powers.

Notation. In order to answer to Question (2), we set

Σ0 := {A ⊆ n<ω/A∞ = ∅}, Π0 := {A ⊆ n<ω/A∞ = nω},

∆1 := {A ⊆ n<ω/A∞ ∈ ∆
0
1},

Σξ := {A ⊆ n<ω/A∞ ∈ Σ
0
ξ}, Πξ := {A ⊆ n<ω/A∞ ∈ Π

0
ξ} (ξ ≥ 1),

∆ := {A ⊆ n<ω/A∞ ∈ ∆
1
1}.

• If A ⊆ n<ω, then we setA− := A \ {∅}.

• We define, fors ∈ n<ω andα ∈ nω, α− s := (α(|s|), α(|s| + 1), ...).

• If S ⊆ (n<ω)<ω, then we setS∗ := {S∗ := S(0) . . . S(|s| − 1)/S ∈ S}.
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• We define a recursive mapπ : nω × ωω × ω → n<ω by

π(α, β, q) :=

{

(α(0), . . . , α(β[0])) if q = 0,
(α(1 + Σj<q β[j]), ..., α(Σj≤q β[j])) otherwise.

We always have the following equivalence:

α∈A∞ ⇔ ∃β∈ωω [(∀m>0 β(m)>0) and(∀q∈ω π(α, β, q)∈A)].

Proposition 2 ([S]) A∞ ∈ Σ
1
1 for all A ⊆ n<ω. If A is finite, thenA∞ ∈ Π

0
1.

Proof. We define a continuous mapc : (A−)ω → nω by the formulac((ai)) := a0a1 . . . We have
A∞ = c[(A−)ω], and(A−)ω is a Polish space (compact ifA is finite). �

Proposition 3 If A∞ ∈ ∆
0
1, then there exists a finite subsetB ofA such thatA∞ = B∞.

Proof. SetEk := {α ∈ nω/α⌈k ∈ A andα − α⌈k ∈ A∞}. It is an open subset ofnω sinceA∞ is
open, andA∞ ⊆

⋃

k>0Ek. We can find an integerp such thatA∞ ⊆
⋃

0<k≤pEk, by compactness
of A∞. Let B := A ∩ n≤p. If α ∈ A∞, then we can find an integer0 < k0 ≤ p such that
α⌈k0 ∈ A and α − α⌈k0 ∈ A∞. Thusα⌈k0 ∈ B. Then we do it again withα − α⌈k0, and so on.
Thus we haveα ∈ B∞ = A∞. �

Remark. This is not true if we only assume thatA∞ is closed. Indeed, we have the following counter-
example, due to O. Finkel:

A := {s ∈ 2<ω/∀i ≤ |s| 2.Card({j < i/s(j) = 1}) ≥ i}.

We haveA∞ = {α ∈ 2ω/∀i ∈ ω 2.Card({j < i/α(j) = 1}) ≥ i} and ifB is finite andB∞ = A∞,
B ⊆ A and101202 . . . /∈ B∞.

Theorem 4 (a) Σ0 = {∅, {∅}} is Π
0
1-complete.

(b) Π0 is a denseΣ0
1 subset of2n<ω

. In particular, Π0 is Σ
0
1-complete.

(c) ∆1 is aKσ \ Π
0
2 subset of2n<ω

. In particular, ∆1 is Σ
0
2-complete.

Proof. (a) Is clear.

(b) If we can findm ∈ ω with nm ⊆ A, thenA∞ = nω. As{A ⊆ n<ω/∃m ∈ ω nm ⊆ A} is a dense
open subset of2n<ω

, the density follows. The formula

A ∈ Π0 ⇔ ∃m ∀s ∈ nm ∃q ≤ m s⌈q ∈ A−

shows thatΠ0 is Σ
0
1 , and comes from Proposition 3.

(c) If A∞ ∈ ∆
0
1, then we can findp > 0 such thatA∞ = (A ∩ n≤p)∞, by Proposition 3. So

let s1, . . . , sk, t1, . . . , tl ∈ 2<ω be such thatA∞ =
⋃

1≤i≤k Nsi
= nω \ (

⋃

1≤j≤lNtj ). For each
1 ≤ j ≤ l, and for each sequences ∈ [(A−)<ω]∗ \ {∅}, tj 6≺ s. So we have

A∞∈∆
0
1 ⇔







∃p > 0 ∃k, l∈ω ∃s1, . . . , sk, t1, . . . , tl∈2<ω
⋃

1≤i≤k Nsi
= nω\(

⋃

1≤j≤lNtj )

and ∀1 ≤ j ≤ l ∀s∈ [(A−)<ω]∗\{∅} tj 6≺ s and ∀α∈nω

{α /∈
⋃

1≤i≤kNsi
or ∃β∈pω [(∀m>0 β(m)>0) and(∀q∈ω π(α, β, q)∈A)]}.

This shows that∆1 is aKσ subset of2n<ω
.
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To show that it is notΠ0
2, it is enough to see that its intersection with the closed set

{A⊆n<ω/A∞ 6=nω}

is dense and co-dense in this closed set (see (b)), by Baire’stheorem. So letO be a basic clopen
subset of2n<ω

meeting this closed set. We may assume that it is of the form

{A ⊆ n<ω/∀i ≤ k si ∈ A and∀j ≤ l tj /∈ A},

wheres0, . . . , sk, t0, . . . , tl ∈ n<ω and|s0| > 0. LetA := {si/i ≤ k}. ThenA ∈ O andA∞ is in
Π

0
1 \ {∅, n

ω}. There are two cases.

If A∞ ∈ ∆
0
1, then we have to findB ∈ O with B∞ /∈ ∆

0
1. Let u0, . . . , um ∈ n<ω with

⋃

p≤mNup = nω \A∞. Letr ∈ n\{u0(|u0|−1)}, s := u0r
|u0|+maxj≤l |tj | andB := A∪{s}. Then

B ∈ O ands∞ ∈ B∞. Let us show thats∞ is not in the interior ofB∞. Otherwise, we could find an
integerq such thatNsq ⊆ B∞. We would haveα := squ0u0(|u0|−1)r∞ ∈ B∞. AsNu0

∩A∞ = ∅,
the decomposition ofα into nonempty words ofB would start withq timess. If this decomposition
could go on, then we would haveu0 = (u0(|u0| − 1))|u0|. Let v ∈ n<ω be such thatNv ⊆ A∞.
We havev(u0(|u0| − 1))∞ ∈ A∞, so(u0(|u0| − 1))∞ ∈ Nu0

∩ A∞. But this is absurd. Therefore
B∞ /∈ ∆

0
1.

If A∞ /∈∆
0
1, then we have to findB∈O such thatB∞∈∆

0
1\{n

ω}. Notice thatnω 6=
⋃

i≤k Nsi
.

So letv ∈ n<ω be non constant such thatNv ∩
⋃

i≤k Nsi
= ∅. We set

D :=A ∪
⋃

r∈n\{v(0)}

{(r)}∪{v(0)|v|},

B :=A ∪ {s∈n<ω/|s|>maxj≤l|tj | and∃t∈D t ≺ s}. We getB∞ =
⋃

t∈D Nt ∈ ∆
0
1 and

Nv ∩B
∞ = ∅,

soB∞ 6= nω. �

Now we will studyF := {A ⊆ n<ω/∃B ⊆ n<ω finiteA∞ = B∞}.

Proposition 5 F is a co-nowhere denseΣ0
2-hard subset of2n<ω

.

Proof. By Proposition 3, ifA∞ = nω, then there exists an integerp such thatA∞ = (A ∩ n≤p)∞, so
Π0 ⊆ F and, by Theorem 4,F is co-nowhere dense. We define a continuous mapφ : 2ω →2n<ω

by
the formulaφ(γ) :={0k1/γ(k)=1}. If γ∈Pf :={α∈2ω/∃p ∀m≥p α(m)=0}, thenφ(γ) ∈ F . If
γ /∈ Pf , then the concatenation map is an homeomorphism fromφ(γ)ω ontoφ(γ)∞, thusφ(γ)∞ is
notKσ. Soφ(γ) /∈ F , by Proposition 2. Thus the preimage ofF by φ is Pf , andF is Σ

0
2-hard. �

Let Gp := {A ⊆ n<ω/∃s1, . . . , sp ∈ n<ω A∞ = {s1, . . . , sp}
∞}, so thatF =

⋃

p Gp. We have
G0 = Σ0, soG0 is Π

0
1 \Σ

0
1.
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Proposition 6 G1 is Π
0
1 \ Σ

0
1. In particular,G1 is Π

0
1-complete.

Proof. If p ∈ ω \ {0}, then{0, 1p} /∈ G1 sinceB∞ = {s∞} if B = {s}. Thus{0} is not an interior
point ofG1 since the sequence({0, 1p})p>0 tends to{0}. SoG1 /∈ Σ

0
1.

• Let (Am) ⊆ G1 tending toA ⊆ n<ω. If A ⊆ {∅}, thenA∞ = ∅ = {∅}∞, soA ∈ G1. If A 6⊆ {∅},
then lett ∈ A− andα0 := t∞. There exists an integerm0 such thatt ∈ Am for m ≥ m0. Thus we
may assume thatt ∈ Am andA∞

m 6= ∅. So letsm ∈ n<ω \ {∅} be such thatA∞
m = {sm}∞ = {s∞m}.

We haves∞m = α0. Let b := min{a ∈ ω \ {0}/(α0⌈a)
∞ = α0}.

• We will show thatAm ⊆ {(α0⌈b)
q/q ∈ ω}. Let s ∈ Am \{∅}. As s∞ = α0, we can find an integer

a > 0 such thats = α0⌈a, andb ≤ a. Let r < b andq be integers so thata = q.b + r. We have, if
r > 0,

α0 = (α0⌈a)
∞ = (α0⌈b)

∞ = (α0⌈q.b)(α0⌈a− α0⌈q.b)α0

= (α0⌈b)
q(α0⌈a− α0⌈q.b)α0 = (α0⌈a− α0⌈q.b)α0 = (α0⌈r)α0 = (α0⌈r)

∞.

Thus, by minimality ofb, r = 0 and we are done.

• Let u ∈ A. We can find an integermu such thatu ∈ Am for m ≥ mu. So there exists an integerqu
such thatu = (α0⌈b)

qu . ThereforeA∞ = {(α0⌈b)
∞} = {α0⌈b}

∞ andA ∈ G1. �

Remark. Notice that this shows that we can findw ∈ n<ω \ {∅} such thatA ⊆ {wq/q ∈ ω} if
A ∈ G1. Now we studyG2. The next lemma is just Corollary 6.2.5 in [Lo].

Lemma 7 Two finite sequences which commute are powers of the same finite sequence.

Proof. Let x andy be finite sequences withxy = yx. Then the subgroup of the free group onn
generators generated byx andy is abelian, hence isomorphic toZ. One generator of this subgroup
must be a finite sequenceu such thatx andy are both powers ofu. �

Lemma 8 LetA ∈ G2. Then there exists a finite subsetF ofA such thatA∞ = F∞.

Proof. We will show more. LetA /∈ G1 satisfyingA∞ = {s1, s2}
∞, with |s1| ≤ |s2|. Then

(a) The decomposition ofα into words of{s1, s2} is unique for eachα ∈ A∞ (this is a consequence
of Corollaries 6.2.5 and 6.2.6 in [Lo]).

(b) s2s1 ⊥ s1
qs2 for each integerq > 0, ands2s1 ∧ s1qs2 = s1s2 ∧ s2s1.

(c)A ⊆ [{s1, s2}
<ω]∗.

• We prove the first two points. We split into cases.

2.1. s1 ⊥ s2.

The result is clear.
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2.2. s1 ≺ 6= s2 6≺ s∞1 .

Here also, the result is clear (cutα into words of length|s1|).

2.3. s1 ≺ 6= s2 ≺ s∞1 .

We can writes2 = sm
1 s, wherem > 0 ands ≺ 6= s1. Thuss2s1 = sm

1 ss1 andsm+1
1 s ≺ sq

1s2 if
q > 0. But sm

1 ss1 ⊥ sm+1
1 s otherwisess1 = s1s, ands, s1 s2 would be powers of some sequence,

which contradictsA /∈ G1.

• We prove (c). Lett ∈ A, so thatts∞1 , ts2s∞1 ∈ A∞. These sequences split aftert(s1s2 ∧ s2s1), and
the decomposition ofts∞1 (resp.,ts2s∞1 ) into words of{s1, s2} starts withusi (resp.,us3−i), where
u ∈ [{s1, s2}

<ω]∗. So ts∞1 and ts2s∞1 split afteru(s1s2 ∧ s2s1) by (b). But we must havet = u
because of the position of the splitting point.

• We prove Lemma 8. IfA ∈ G0, thenF := ∅ works. IfA ∈ G1 \ G0, then letw ∈ n<ω \ {∅} such
thatA ⊆ {wq/q ∈ ω}, andq > 0 such thatwq ∈ A. ThenF := {wq} works. So we may assume
thatA /∈ G1, andA∞ = {s1, s2}

∞. AsA∞ ⊆
⋃

t∈A− {α ∈ Nt/s1s2 ∧ s2s1 ≺ α − t} is compact,
we get a finite subsetF of A− such thatA∞ ⊆

⋃

t∈F {α ∈ Nt/s1s2 ∧ s2s1 ≺ α − t}. We have
F∞ ⊆ A∞. If α ∈ A∞, then lett ∈ F such thatt ≺ α. By (c), we havet ∈ [{s1, s2}

<ω]∗. The
sequencet is the beginning of the decomposition ofα into words of{s1, s2}. Thusα− t ∈ A∞ and
we can go on like this. This shows thatα ∈ F∞. �

Remark. The inclusion ofA∞ = {s1, s2}
∞ into {t1, t2}

∞ does not imply{s1, s2} ⊆ [{t1, t2}
<ω]∗,

even ifA /∈ G1. Indeed, takes1 := 01, s2 := t1 := 0 andt2 := 10. But we have

|t1| + |t2| ≤ |s1| + |s2|,

which is the case in general:

Lemma 9 LetA, B /∈ G1 satisfyingA∞ = {s1, s2}
∞ ⊆ B∞ = {t1, t2}

∞. Then there isj ∈ 2 such
that |t1+i| ≤ |s1+[i+j mod2]| for eachi ∈ 2. In particular, |t1| + |t2| ≤ |s1| + |s2|.

Proof. We may assume that|s1| ≤ |s2|. Let, for i = 1, 2, (wi
m)m ⊆ {t1, t2} be sequences such

thats∞1 = w1
0w

1
1 . . . (resp.,s2s∞1 = w2

0w
2
1 . . .). By the proof of Lemma 8, there is a minimal integer

m0 satisfyingw1
m0

6= w2
m0

. We letu := w1
0 . . . w

1
m0−1. The sequencess∞1 ands2s∞1 split after

s1s2 ∧ s2s1 = u(t1t2 ∧ t2t1). Similarly, s∞1 ands1s2s∞1 split afters1(s1s2 ∧ s2s1) = v(t1t2 ∧ t2t1),
wherev ∈ [{t1, t2}

<ω]∗ \{∅}. So we gets1u = v. Similarly, with the sequencess2s∞1 ands22s
∞
1 , we

see thats2u ∈ [{t1, t2}
<ω]∗ \{∅}. So we may assume thatu 6= ∅ since{s1, s2} /∈ G1. If t1 6⊥ t2, then

we may assume that∅ 6= t1 ≺ 6= t2. So we may assume that we are not in the caset2 ≺ t∞1 . Indeed,
otherwiset2 = tm1 t, where∅ ≺ 6= t ≺ 6= t1 (see the proof of Lemma 8). Moreover,t1 doesn’t finisht2,
otherwise we would havet1 = t(t1 − t) = (t1 − t)t andt, t1 − t, t1, t2 would be powers of the same
sequence, which contradicts{t1, t2} /∈ G1. Assiu ∈ [{t1, t2}

<ω]∗, this shows thatsi ∈ [{t1, t2}
<ω]∗.

So we are done since{s1, s2} /∈ G1 as before.
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Assume for example thatt2 = w1
m0

. Letm′ be maximal withtm
′

1 ≺ t2. Notice that

utm
′

1 ≺ s1s2 ≺ s1s2s
∞
1 .

We haveut2 ≺ s1s2s
∞
1 , otherwise we would obtainutm

′+1
1 ≺ s1s2s

∞
1 ∧ s2s

∞
1 = s1s2 ∧ s2s1 ≺ s∞1 ,

which is absurd. So we get|t2| ≤ |s1| since|u|+|t2|+|t1t2 ∧ t2t1|≤|s1|+|s1s2 ∧ s2s1|. Similarly,
|t1| ≤ |s2| sinceutm

′+1
1 ≺ s22s

∞
1 . The argument is similar ift2 = w2

m0
(we get|ti| ≤ |si| in this case

for i = 1, 2). �

Corollary 10 G2 is a Ďω(Σ0
1) \Dω(Σ0

1) set. In particular,G2 is Ďω(Σ0
1)-complete.

Proof. We will apply the Hausdorff derivation toG ⊆ 2n<ω
. This means that we define a decreasing

sequence(Fξ)ξ<ω1
of closed subsets of2n<ω

as follows:

Fξ :=





⋂

η<ξ

Fη



 ∩ G if ξ is even,





⋂

η<ξ

Fη



 \ G if ξ is odd.

Recall that ifξ is even, thenFξ = ∅ is equivalent toG ∈ Dξ(Σ
0
1). Indeed, we setUξ := F̌ξ .

We haveUξ+1 \ Uξ = Fξ \ Fξ+1 ⊆ G if ξ is even andUξ+1 \ Uξ ⊆ Ǧ if ξ is odd. Similarly,
Uξ \ (

⋃

η<ξ Uη) ⊆ Ǧ if ξ is limit. If Fξ = ∅, then letη be minimal such thatFη = ∅. We have

G =
⋃

θ≤η, θ odd Uθ \ (
⋃

ρ<θ Uρ). If η is odd, thenǦ =
⋃

θ<η, θ evenUθ \ (
⋃

ρ<θ Uρ) ∈ Dη(Σ
0
1),

thusG ∈ Ďη(Σ
0
1) ⊆ Dξ(Σ

0
1). If η is even, thenG =

⋃

θ<η, θ odd Uθ \ (
⋃

ρ<θ Uρ) ∈ Dη(Σ
0
1) and

the same conclusion is true. Conversely, ifG ∈ Dξ(Σ
0
1), then let(Vη)η<ξ be an increasing sequence

of open sets withG =
⋃

η<ξ, η odd Vη \ (
⋃

θ<η Vθ). By induction, we check thatFη ⊆ V̌η if η < ξ.
This clearly implies thatFξ = ∅ becauseξ is even.

• We will show that ifA /∈ G1 satisfiesA∞ = {s1, s2}
∞, thenA /∈ FM := FM (G2), whereM is the

smallest odd integer greater than or equal tof(s1, s2) := 2Σl≤|s1|+|s2|−2 n
2(|s1|+|s2|−l).

We argue by contradiction:A is the limit of (Aq), whereAq ∈ FM−1 \ G2. Lemma 8 gives a
finite subsetF of A, and we may assume thatF ⊆ Aq for eachq. Thus we haveA∞ ⊆ A∞

q , and the
inclusion is strict. Thus we can findsq ∈ [A<ω

q ]∗ such thatNsq ∩ A∞ = ∅. Let sq
0, . . ., sq

mq ∈ Aq be
such thatsq = sq

0 . . . s
q
mq .

NowAq is the limit of (Aq,r)r, whereAq,r ∈ FM−2 ∩ G2, and we may assume that

{sq
0, . . . , s

q
mq

} ∪ F ⊆ Aq,r

for eachr, and thatAq,r /∈ G1 becauseAq /∈ G1 ⊆ G2. Let sq,r
1 , sq,r

2 such thatA∞
q,r = {sq,r

1 , sq,r
2 }∞.

By Lemma 9 we have|sq,r
1 |+ |sq,r

2 | ≤ |s1|+ |s2|. Now we letB0 := A0,0 ands0i := s0,0
i for i = 1, 2.

We haveB0 ∈ FM−2 ∩ G2 \ G1, A∞ ⊆ 6= B∞
0 = {s01, s

0
2}

∞, and

|s01| + |s02| ≤ |s1| + |s2|.
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Now we iterate this: for each0 < k < n2(|s1|+|s2|), we getBk ∈ FM−2(k+1) ∩ G2 \ G1 such that

B∞
k−1 ⊆ 6= B∞

k = {sk
1 , s

k
2}

∞ and |sk
1 | + |sk

2 | ≤ |sk−1
1 | + |sk−1

2 |. We can findk0 < n2(|s1|+|s2|) such

that |sk0

1 | + |sk0

2 | < |sk0−1
1 | + |sk0−1

2 | (with the conventions−1
i := si). We setC0 := Bk0

, t0i := sk0

i .
So we haveC0 ∈ FM−2(k0+1) ∩ G2 \ G1, C∞

0 = {t01, t
0
2}

∞ and |t01| + |t02| < |s1| + |s2|. Now we

iterate this: for eachl ≤ |s1| + |s2| − 2, we gettl1, tl2, kl < n2(|tl−1

1
|+|tl−1

2
|) and

Cl ∈ FM−2Σm≤l (km+1) ∩ G2 \ G1

satisfyingC∞
l = {tl1, t

l
2}

∞ and|tl1| + |tl2| < |tl−1
1 | + |tl−1

2 | (with the conventiont−1
i := si). We have

|tl1| + |tl2| ≤ |s1| + |s2| − 1 − l, thus

2Σl≤|s1|+|s2|−2 (kl + 1) ≤ 2Σl≤|s1|+|s2|−2 n
2(|tl−1

1
|+|tl−1

2
|) ≤ f(s1, s2)

and this construction is possible. But we have|t
|s1|+|s2|−2
1 |+|t

|s1|+|s2|−2
2 | ≤ 1, thusC|s1|+|s2|−2 ∈ G1,

which is absurd.

LetA /∈ G2. AsA /∈ G1, we can finds, t ∈ Awhich are not powers of the same sequence. Indeed,
let s ∈ A− andu with minimal length such thats is a power ofu. Then anyt ∈ A \ {uq/q ∈ ω}
works, because ifs andt are powers ofw, thenw has to be a power ofu. Indeed, asu ≺ w, w = ukv
with v ≺ u, andv has to be a power ofu by minimality of |u| and Lemma 7. Assume that moreover
A ∈ F2k+2. Now A is the limit of (Ak,r)r ⊆ F2k+1 ∩ G2 for each integerk, and we may assume
that s, t ∈ Ak,r /∈ G1. Let sk,r

1 , sk,r
2 be such thatAk,r

∞ = {sk,r
1 , sk,r

2 }∞. By Lemma 9 we have

|sk,r
1 | + |sk,r

2 | ≤ |s| + |t| andf(sk,r
1 , sk,r

2 ) ≤ f(s, t). By the preceding point, we must have

2k + 1 < f(s, t).

Thus
⋂

m Fm ⊆ G2. Notice thatFm+1(Ǧ2) ⊆ Fm, so thatFω(Ǧ2) = ∅ andG2 ∈ Ďω(Σ0
1).

• Now let us show that{0} ∈ Fω(G2) (this will imply G2 /∈ Dω(Σ0
1)). It is enough to see that

{0} ∈
⋂

m

Fm.

Let E(x) be the biggest integer less than or equal tox, pk,s := 2k+1−E(|s|/2) andk ∈ ω. We define
A∅ := {0} and, fors ∈ (ω \ {0, 1})≤2k+1 andm > 1, Asm :=As∪{(01

pk,s)m; (021pk,s)
m
} if

|s| is even,As∪{s ∈ [{0, 1pk,s}<ω]∗/m≤|s|≤m+pk,s} if |s| is odd. Let us show thatAs ∈ G2

(resp., Ǧ2) if |s| is even (resp., odd). First by induction we getAsm ⊆ {0, 1pk,s}<ω. Therefore
A∞

sm = {0, 1pk,s}∞ if |s| is odd, because ifα is in {0, 1pk,s}∞ andt ∈ [{0, 1pk,s}<ω]∗ with minimal
length≥ m beginsα, thent ∈ Asm. Now if |s| is even andA∞

sm = {s1, s2}
∞, then0∞ ∈ {s1, s2}

∞,
thus for examples1 = 0k+1. (01pk,s)∞ ∈ {s1, s2}

∞, thuss2 ≺ (01pk,s)∞ and |s2| ≥ |(01pk,s)m|
sinces20∞ ∈ {s1, s2}

∞. But then(021pk,s)
∞
/∈ {s1, s2}

∞ sincem > 1. ThusAsm /∈ G2.

As (Asm)m tends toAs and(As)|s|=2k+2 ⊆ G2, we deduce from this thatAs is inF2k+1−|s| \ G2

if |s| ≤ 2k + 1 is odd, and thatAs ∈ F2k+1−|s| ∩ G2 if |s| ≤ 2k + 1 is even. Therefore{0} is in
⋂

k F2k+1 =
⋂

m Fm. �
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Remarks. (1) The end of this proof also shows thatGp /∈ Dω(Σ0
1) if p ≥ 2. Indeed,{0} ∈ Fω(Gp).

The only thing to change is the definition ofAsm if |s| is even: we set

Asm := As ∪ {(0j+11pk,s)m/j < p}.

(2) If {s1, s2} /∈ G1 and{s1, s2}∞ = {t1, t2}
∞, then{s1, s2} = {t1, t2}. Indeed,{t1, t2} /∈ G1, thus

by Lemma 9 we get|s1| + |s2| = |t1| + |t2|. By (c) in the proof of Lemma 8 and the previous fact,
si = tai

εi
, whereai > 0, εi, i ∈ {1, 2}. As {s1, s2} /∈ G1, ε1 6= ε2. Thusai = 1.

Conjecture 1.LetA ∈ F . Then there exists a finite subsetF of A such thatA∞ = F∞.

Conjecture 2. Let p ≥ 1, A, B /∈ Gp with A∞ = {s1, . . . , sq}
∞ ⊆ B∞ = {t1, . . . , tp+1}

∞. Then
Σ1≤i≤p+1 |ti| ≤ Σ1≤i≤q |si|.

Conjecture 3.We haveGp+1 \ Gp ∈ Dω(Σ0
1) for eachp ≥ 1. In particular,F ∈ Kσ \Π

0
2.

Notice that Conjectures 1 and 2 imply Conjecture 3. Indeed,F = G1 ∪
⋃

p≥1 Gp+1 \ Gp, so
F ∈ Kσ if Gp+1 \ Gp ∈ Dω(Σ0

1) ⊆ ∆
0
2, by Proposition 6. By Proposition 5 we haveF /∈ Π

0
2. It is

enough to see thatFω := Fω(Gp+1 \ Gp) = ∅. We argue as in the proof of Corollary 10. This time,
f(s1, . . . , sq) := 2Σl≤Σ1≤i≤q |si|−2 n

q(Σ1≤i≤q |si|−l) for s1, . . . , sq ∈ n<ω. The fact to notice is that
A /∈ FM (Gp+1 \ Gp) if A /∈ Gp satisfiesA∞ = {s1, . . . , sp+1}

∞ andM is the minimal odd integer
greater than or equal tof(s1, . . . , sp+1). So ifA ∈ F2k+2 ∩ F \ Gp, then Conjecture 1 gives a finite
subsetF := {s1, . . . , sq} ofA. The setA is the limit of(Ak,r)r ⊆ F2k+1 ∩ Gp+1 \ Gp for each integer
k, and we may assume thatF ⊆ Ak,r. Conjecture 2 implies thatf(sk,r

1 , . . . , sk,r
p+1) ≤ f(s1, . . . , sq)

and2k + 1 < f(s1, . . . , sq). Thus
⋂

m Fm ⊆ F̌ ∪ Gp. SoFω ⊆ (F̌ ∪ Gp) ∩ Gp+1 \ Gp = ∅.

3 Is A
∞ Borel?

Now we will see that the maximal complexity is possible. We essentially give O. Finkel’s exam-
ple, in a lightly simpler version.

Proposition 11 Let Γ := Σ
1
1 or a Baire class. The existence ofn ∈ ω \ 2 andA ⊆ n<ω such that

A∞ is Γ-complete is equivalent to the existence ofB ⊆ 2<ω such thatB∞ is Γ-complete.

Proof. Let pn := min{p ∈ ω/n ≤ 2p} ≥ 1. We defineφ : n →֒ 2pn := {σ0, . . . , σ2pn−1} by
the formulaφ(m) := σm, Φ : n<ω →֒ 2<ω by the formulaΦ(t) := φ(t(0)) . . . φ(t(|t| − 1)) and
f : nω →֒ 2ω by the formulaf(γ) := φ(γ(0))φ(γ(1)) . . . Thenf is an homeomorphism fromnω

onto its range and reducesA∞ to B∞, whereB := Φ[A]. The inverse function off reducesB∞

to A∞. So we are done ifΓ is stable under intersection with closed sets. Otherwise,Γ = ∆
0
1 or

Σ
0
1. If A = {s ∈ 2<ω/0 ≺ s or 12 ≺ s}, thenA∞ = N0 ∪ N12 , which is ∆

0
1-complete. If

A = {s ∈ 2<ω/0 ≺ s} ∪ {10k1l+1/k, l ∈ ω}, thenA∞ = 2ω \ {10∞}, which isΣ
0
1-complete. �

Theorem 12 The setI := {(α,A) ∈ nω × 2n<ω
/α ∈ A∞} is Σ

1
1-complete. In fact,

(a) (O. Finkel, see [F1]) There existsA0 ⊆ 2<ω such thatA∞
0 is Σ

1
1-complete.

(b) There existsα0 ∈ 2ω such thatIα0
is Σ

1
1-complete.
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Proof. (a) We setL := {2, 3} and

T := { τ ⊆ 2<ω × L/∀(u, ν) ∈ 2<ω × L [(u, ν) /∈ τ ] or

[(∀v ≺ u ∃µ ∈ L (v, µ) ∈ τ) and((u, 5 − ν) /∈ τ) and(∃(ε, π) ∈ 2 × L (uε, π) ∈ τ)] }.

The setT is the set of pruned trees over2 with labels inL. It is a closed subset of22<ω×L, thus a
Polish space. Then we set

σ := {τ ∈ T /∃(u, ν) ∈ 2ω × Lω [∀m (u⌈m, ν(m)) ∈ τ ] and[∀p ∃m ≥ p ν(m) = 3]}.

• Thenσ ∈ Σ
1
1(T ). Let us show that it is complete. We setT := {T ∈ 2ω<ω

/T is a tree} and
IF := {T ∈ T /T is ill-founded}. It is a well-known fact thatT is a Polish space (it is a closed
subset of2ω<ω

), and thatIF is Σ
1
1-complete (see [K1]). It is enough to find a Borel reduction ofIF

to σ (see [K2]).

We defineψ : ω<ω →֒ 2<ω by the formulaψ(t) := 0t(0)10t(1)1 . . . 0t(|t|−1)1, andΨ : T → T by

Ψ(T ) := {(u, ν) ∈ 2<ω × L/∃t ∈ T u ≺ ψ(t) andν = 3 if u = ∅, 2 + u(|u| − 1) otherwise}

∪ {(ψ(t)0k+1, 2)/t ∈ T and∀q ∈ ω tq /∈ T, k ∈ ω}.

The mapΨ is Baire class one. Let us show that it is a reduction. IfT ∈ IF , then letγ ∈ ωω be
such thatγ⌈m ∈ T for each integerm. We have(ψ(γ⌈m), 3) ∈ Ψ(T ). Letu be the limit ofψ(γ⌈m)
andν(m) := 2 + u(m − 1) (resp.,3) if m > 0 (resp.,m = 0). These objects show thatΨ(T ) ∈ σ.
Conversely, we haveT ∈ IF if Ψ(T ) ∈ σ.

• If τ ∈ T andm ∈ ω, then we enumerateτ ∩ (2m × L) := {(um,τ
1 , νm,τ

1 ), . . . , (um,τ
qm,τ , ν

m,τ
qm,τ )} in

the lexicographic ordering. We defineϕ : T →֒ 5ω by the formula

ϕ(τ) := (u0,τ
1 ν0,τ

1 . . . u0,τ
q0,τ

ν0,τ
q0,τ

4)(u1,τ
1 ν1,τ

1 . . . u1,τ
q1,τ

ν1,τ
q1,τ

4) . . .

The setA0 will be made of finite subsequences of sentences inϕ[T ]. We set

A0 := { um,τ
q+1ν

m,τ
q+1 . . . u

p,τ
r νp,τ

r /τ ∈ T , m+ 1<p, 0 ≤ q ≤ qm,τ , 1≤r≤qp,τ ,

[(m = 0 andq = 0) or (q > 0 andνm,τ
q = 3 andum,τ

q ≺ up,τ
r )], νp,τ

r = 3 }

(with the conventionum,τ
qm,τ+1ν

m,τ
qm,τ+1 = 4). It is clear thatϕ is continuous, and it is enough to see that

it reducesσ toA∞
0 .

So let us assume thatτ ∈ σ. This means the existence of an infinite branch in the tree with
infinitely many3 labels. We cutϕ(τ) after the first3 label of the branch corresponding to a sequence
of lengthm > 1. Then we cut after the first3 label corresponding to a sequence of length at least
m+ 2 of the branch. And so on. This clearly gives a decomposition of ϕ(τ) into words inA0.

If such a decomposition exists, then the first word isu0,τ
1 ν0,τ

1 . . . up0,τ
r0

νp0,τ
r0

, and the second is
up0,τ

r0+1ν
p0,τ
r0+1 . . . u

p1,τ
r1

νp1,τ
r1

. So we haveup0,τ
r0

≺ 6= up1,τ
r1

. And so on. This gives an infinite branch with
infinitely many3 labels.
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• By Proposition 11, we can also haveA0 ⊆ 2<ω.

(b) Letα0 := 10102103 . . ., (ql) be the sequence of prime numbers:q0 := 2, q1 := 3,M : ω<ω → ω

defined byMs := q
s(0)+1
0 . . . q

s(|s|−1)+1
|s|−1 + 1, φ : ω<ω → 2<ω \ {∅} defined by the formulas

φ(∅) := 10102 = 10102M∅

andφ(sm) := 102Ms+1102Ms+2 . . . 102Msm , andΦ : 2ω<ω
→ 2n<ω

defined byΦ(T ) := φ[T ].

• It is clear thatMsm > Ms, and thatM andφ are well defined and one-to-one. SoΦ is continuous:

s ∈ φ[T ] ⇔ ∃t (t ∈ T andφ(t) = s)
⇔ s ∈ φ[ω<ω] and∀t (t ∈ T or φ(t) 6= s).

If T ∈ IF , then we can findβ ∈ ωω such thatφ(β⌈l) ∈ Φ(T ) for each integerl. Thus

α0 = (10102Mβ⌈0)(102Mβ⌈0+1 . . . 102Mβ⌈1) . . . ∈ (Φ(T ))∞.

Conversely, ifα0 ∈ (Φ(T ))∞, then there existti ∈ T such thatα0 = φ(t0)φ(t1) . . . We havet0 = ∅,
and, if i > 0, thenMti⌈|ti|−1 = Mti−1

; from this we deduce thatti⌈|ti| − 1 = ti−1, becauseM is
one-to-one. So letβ be the limit of theti’s. We haveβ⌈i = ti, thusβ ∈ [T ] andT ∈ IF . ThusΦ⌈T

reducesIF to Iα0
. Therefore this last set isΣ1

1-complete. Indeed, it is clear thatI is Σ
1
1 :

α∈A∞ ⇔ ∃β∈ωω [(∀m > 0 β(m) > 0) and(∀q∈ω π(α, β, q)∈A)].

Finally, the map fromT into nω × 2n<ω
, which associates(α0,Φ(T )) to T clearly reducesIF to I.

SoI is Σ
1
1-complete. �

Remark. This proof shows that ifα = s0s1 . . . and(si) is an antichain for the extension ordering,
then Iα is Σ

1
1-complete (here we havesi = 102i+1102i+2). To see it, it is enough to notice that

φ(∅) = s0 andφ(sm) = sMs . . . sMsm−1. SoIα is Σ
1
1-complete for a dense set ofα’s.

We will deduce from this some true co-analytic sets. But we need a lemma, which has its own
interest.

Lemma 13 (a) The setA∞ is Borel if and only if there exist a Borel functionf : nω → ωω such that

α ∈ A∞ ⇔ (∀m > 0 f(α)(m) > 0) and(∀q ∈ ω π(α, f(α), q) ∈ A).

(b) Letγ ∈ ωω andA ⊆ n<ω. ThenA∞ ∈ ∆
1
1(A, γ) if and only if, forα ∈ nω, we have

α∈A∞ ⇔ ∃β∈∆
1
1(A, γ, α) [(∀m > 0 β(m) > 0) and(∀q ∈ ω π(α, β, q) ∈ A)].

Proof. The “if” directions in (a) and (b) are clear. We have seen in the proof of Proposition 4 the “if”
direction of the equivalences (the existence of an arbitrary β is necessary and sufficient). So let us
show the “only if” directions.
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(a) We definef : nω → ωω by the formulaf(α) := 0∞ if α /∈ A∞, and, otherwise,

f(α)(0) := min{p ∈ ω/α⌈(p + 1) ∈ A andα− α⌈(p + 1) ∈ A∞},

f(α)(r + 1) :=

min{k > 0/[α− α⌈(1 + Σj≤r f(α)(j))]⌈k ∈ A andα− α⌈(k + 1 + Σj≤r f(α)(j)) ∈ A∞}.

We getπ(α, f(α), 0) = α⌈f(α)(0) + 1 ∈ A and, ifq > 0,

π(α, f(α), q) = (α(1 + Σj<q f(α)[j]), ..., α(Σj≤q f(α)[j])) ∈ A.

As f is clearly Borel, we are done.

(b) If A∞ ∈ ∆
1
1(A, γ), then so isf andβ := f(α) ∈ ∆

1
1(A, γ, α) is what we were looking for. �

Remark. Lemma 13 is a particular case of a more general situation. Actually we have the following
uniformization result. It was written after a conversationwith G. Debs.

Proposition 14 Let X and Y be Polish spaces, andF ∈ Π
0
2(X × Y ) such that the projection

ΠX [F ∩ (X × V )] is Borel for eachV ∈ Σ
0
1(Y ). Then there exists a Borel mapf : X → Y such

that (x, f(x)) ∈ F for eachx ∈ ΠX [F ].

Proof. Let (Yn) be a basis for the topology ofY with Y0 := Y , Bn := ΠX [F ∩ (X × Yn)], and
τ be a finer0-dimensional Polish topology onX making theBn’s clopen (see 13.5 in [K1]). We
equipX with a completeτ -compatible metricd. Let (Om) ⊆ Σ

0
1(X × Y ) be decreasing satisfying

O0 := X × Y andF =
⋂

m Om. We construct a sequence(Us)s∈ω<ω of clopen subsets of[B0, τ ]
with U∅ := B0, and a sequence(Vs)s∈ω<ω of basic open sets ofY satisfying

(a) Us ⊆ ΠX [F ∩ (Us × Vs)]
(b) diamd(Us), diam(Vs) ≤

1
|s| if s 6= ∅

(c) Us =
⋃

m,disj. Us⌢m, Vs⌢n ⊆ Vs

(d) Us × Vs ⊆ O|s|

• Assume that this construction has been achieved. Ifx /∈ B0, then we setf(x) := y0 ∈ Y (we may
assume thatF 6= ∅). Otherwise, we can find a unique sequenceγ ∈ ωω such thatx ∈ Uγ⌈m for each
integerm. Thus we can findy ∈ Vγ⌈m such that(x, y) ∈ F , and(Vγ⌈m)m is a decreasing sequence
of nonempty closed sets whose diameters tend to0, which defines a continuous mapf : [B0, τ ] → Y .
If x ∈ B0, then(x, f(x)) ∈ Uγ⌈m × Vγ⌈m ⊆ Om, thusGr(f|B0

) ⊆ F . Notice thatf : [X, τ ] → Y is
continuous, sof : X → Y is Borel.

• Let us show that the construction is possible. We setU∅ := B0 andV∅ := Y . Assume that
(Us)s∈ω≤p and(Vs)s∈ω≤p satisfying conditions (a)-(d) have been constructed, which is the case for
p = 0. Let s ∈ ωp. If (x, y) ∈ F ∩ (Us × Vs), then we can findUx ∈ ∆

0
1(Us) and a basic

open setVy ⊆ Y such that(x, y) ∈ Ux × Vy ⊆ Ux × Vy ⊆ (Us × Vs) ∩Op+1, and whose diameters
are at most 1

p+1 . By the Lindelöf property, we can writeF ∩ (Us × Vs) ⊆
⋃

n Uxn × Vyn and
F ∩ (Us × Vs) =

⋃

n F ∩ (Uxn × Vyn).
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If x ∈ Us, then letn andy be such that(x, y) ∈ F ∩ (Uxn × Vyn). Then

x ∈ On := ΠX [F ∩ (X × Vyn)] ∩ Uxn ∈ ∆
0
1([B0, τ ]).

ThusUs =
⋃

n On. We setUs⌢n := On \ (
⋃

p<n Op) andVs⌢n := Vyn , and we are done. �

In our context,F = {(α, β)∈nω×ωω/(∀m>0 β(m)>0) and(∀q∈ω π(α, β, q)∈A)}, which
is a closed subset ofX × Y . The projectionΠX [F ∩ (X ×Ns)] is Borel if A∞ is Borel, since it is
{S∗γ/S ∈ (A ∩ ns(0)+1) × Π0<j<|s| (A ∩ ns(j)) andγ ∈ A∞}.

Theorem 15 The following sets areΠ 1
1 \ ∆

1
1:

(a) Π := {(A, γ, θ) ∈ 2n<ω
× ωω × ωω/θ ∈ WO andA∞ ∈ Π

0
|θ| ∩ ∆

1
1(A, γ)}. The same thing is

true withΣ := {(A, γ, θ) ∈ 2n<ω
× ωω × ωω/θ ∈ WO andA∞ ∈ Σ

0
|θ| ∩∆

1
1(A, γ)}.

(b) Σ1 := {A ∈ 2n<ω
/A∞ ∈ Σ

0
1 ∩ ∆

1
1(A)}. In fact, Σξ := {A ∈ 2n<ω

/A∞ ∈ Σ
0
ξ ∩ ∆

1
1(A)} is

Π
1
1\∆

1
1 if 1 ≤ ξ < ω1. Similarly,Πξ := {A ∈ 2n<ω

/A∞ ∈ Π
0
ξ ∩ ∆

1
1(A)} isΠ

1
1\∆

1
1 if 2 ≤ ξ < ω1.

(c) ∆ := {A ∈ 2n<ω
/A∞ ∈ ∆

1
1(A)}.

Proof. Consider the way of coding the Borel sets used in [Lou]. By Lemma 13 we get

(A, γ, θ)∈Π ⇔







∃p∈ω P (p,A, γ, θ) and∀α∈nω

(α /∈A∞ or (p,A, γ, α)∈C) and([(p,A, γ)∈W and(p,A, γ, α) /∈C] or
∃β∈∆

1
1(A, γ, α) [(∀m>0 β(m)>0) and(∀q∈ω π(α, β, q)∈A)]).

This shows thatΠ is Π
1
1 . The same argument works withΣ . From this we can deduce thatΣ1 is Π

1
1 ,

if we forgetγ and take the section ofΣ at θ ∈ WO ∩ ∆
1
1 such that|θ| = 1. Similarly,Σξ andΠξ are

co-analytic ifξ≥1. Forgettingθ, we see that the relation “A∞∈∆
1
1(A, γ)” is Π

1
1 .

• Let us look at the proof of Theorem 12. We will show that ifξ ≥ 1 (resp.,ξ ≥ 2), thenΣξ \ Iα0

(resp.,Πξ \ Iα0
) is a true co-analytic set. To do this, we will reduceWF to Σξ \ Iα0

(resp.,Πξ \ Iα0
)

in a Borel way. We change the definition ofΦ. We set

t ⊆ α0 ⇔ ∃k t ≺ α0−α0⌈k,

E := {(α0⌈p)r/p∈ω\{2}, r∈n\{α0(p)}}, F := {U∗ 6⊆α0/U ∈φ[T ]<ω},

Φ′(T ) := φ[T ] ∪ {s∈n<ω/∃t∈E∪F t ≺ s}.

This time,Φ′ is Baire class one, since

s∈Φ′(T ) ⇔ s∈φ[T ] or ∃t∈E t ≺ s or
∃U ∈(2<ω)<ω (∀j< |u| U(j)∈φ[T ]) andU∗ 6⊆α0 andU∗≺s.

The proof of Theorem 12 remains valid, since ifα0 ∈ (Φ′(T ))∞, then the decompositions ofα0 into
words ofΦ′(T ) are actually decompositions into words ofφ[T ].
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• Let us show that(Φ′(T ))∞∈Σ
0
1 ∩ ∆

1
1(Φ

′(T )) if T ∈WF . The set(Φ′(T ))∞ is
⋃

S∈φ[T ]<ω,l∈n\{1},m∈n\{0}

[(
⋃

s/∃t∈F t≺s

NS∗s) ∪NS∗l ∪NS∗1m ∪ (NS∗101 \ {S
∗α0})].

If α ∈ nω, thenα contains infinitely manyl ∈ n \ {1} or finishes with1∞. As 12 and the sequences
beginning withl are inΦ′(T ), the clopen sets are subsets of(Φ′(T ))∞ sinceφ[T ] and the sequences
beginning witht ∈ F , l or 1m are inΦ′(T ). If α ∈ NS∗101 \{S

∗α0}, then letp ≥ 3 be maximal such
thatα⌈(|S∗| + p) = S∗(α0⌈p). We haveα ∈ (Φ′(T ))∞ since the sequences beginning with(α0⌈p)r
are inΦ′(T ). Thus we get the inclusion into(Φ′(T ))∞.

If α ∈ (Φ′(T ))∞, thenα = a0a1 . . ., whereai ∈ Φ′(T ). Either for alliwe haveai ∈ φ[T ]. In this
case, there isi such thata0 . . . ai 6⊆ α0, otherwise we could findk with α0 − α0⌈k ∈ (Φ(T ))∞. But
this contradicts the fact thatT ∈WF , as in the proof of Theorem 12. So we haveα ∈

⋃

∃t∈F t≺sNs.
Or there existsi minimal such thatai /∈ φ[T ]. In this case,

- Either∃t ∈ E t ≺ ai andα ∈
⋃

S∈φ[T ]<ω,l∈n\{1},m∈n\{0} [NS∗l ∪NS∗1m ∪ (NS∗101 \ {S
∗α0})],

- Or ∃t ∈ F t ≺ ai andα ∈
⋃

S∈φ[T ]<ω

⋃

s/∃t∈F t≺s NS∗s.

From this we deduce that(Φ′(T ))∞ is Σ
0
1.

Finally, we have

α∈(Φ′(T ))∞ ⇔

{

∃t∈n<ω ∃b∈ω<ω [(|t|=1+Σj<|b| b(j)) and(∀0<m< |b| b(m) > 0)

and(∀q< |b| π(t0∞, b0∞, q)∈Φ′(T ))] and[∃l∈n\{1} tl≺α or t12≺α].

This shows that(Φ′(T ))∞ is ∆
1
1(Φ

′(T )).

Therefore,Φ′
⌈T reducesWF to Σξ \ Iα0

if ξ ≥ 1, and toΠξ \ Iα0
if ξ ≥ 2. So these sets are true

co-analytic sets. ButΣ1 ∩ Iα0
is Π

1
1 , by Lemma 13. AsΣ1 \ Iα0

= Σ1 \ (Σ1 ∩ Iα0
), Σ1 is not Borel.

ThusΣ is not Borel, as before. The argument is similar forΣξ, Πξ (ξ ≥ 2) andΠ . And for ∆ too.�

Question.DoesA∞ ∈ ∆
1
1 imply A∞ ∈ ∆

1
1(A)? Probably not. If the answer is positive,∆, and

more generallyΣξ (for ξ ≥ 1) andΠξ (for ξ ≥ 2) are true co-analytic sets.

Remark. In any case,∆ is Σ
1
2 because “A∞∈∆

1
1” is equivalent to “∃γ∈ωω A∞∈∆

1
1(A, γ)”. This

argument shows thatΣξ andΠξ areΣ
1
2 (θ), whereθ ∈WO satisfies|θ| = ξ. We can say more about

Π1: it is ∆
1
2. Indeed, in [St2] we have the following characterization:

A∞∈Π
0
1 ⇔ ∀α∈nω [∀s∈n<ω (s≺α⇒ ∃S∈A<ω s≺S∗)] ⇒ α∈A∞.

This gives aΠ 1
2 definition ofΠ1. The same fact is true forΣ1:

Proposition 16 Σ1 andΠ1 are co-nowhere dense∆1
2 \D2(Σ

0
1) subsets of2n<ω

. If ξ ≥ 2, thenΣξ

andΠξ are co-nowhere denseΣ1
2 \D2(Σ

0
1) subsets of2n<ω

. ∆ is a co-nowhere denseΣ 1
2 \D2(Σ

0
1)

subset of2n<ω
.
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Proof. We have seen thatΣ1 is Σ
1
2 ; it is alsoΠ

1
2 because

A∞∈Σ
0
1 ⇔ ∀α∈nω α /∈A∞ or ∃s∈n<ω [s≺α and∀β∈nω (s 6≺β or β∈A∞)].

By Proposition 4,Π0 is co-nowhere dense, and it is a subset ofΣξ ∩Πξ ∩∆. SoΣξ, Πξ and∆ are
co-nowhere dense, and it remains to see that they are not open. It is enough to notice that∅ is not in
their interior. Look at the proof of Theorem 12; it shows thatfor each integerm, there is a subsetAm

of {s ∈ 5<ω/|s| ≥ m} such thatA∞
m /∈ ∆

1
1. But the argument in the proof of Proposition 11 shows

that we can have the same thing inn<ω for eachn ≥ 2. This gives the result because the sequence
(Am) tends to∅. �

We can say a bit more aboutΠ1 andΣ2:

Proposition 17 Π1, Π1 andΣ2 areΣ
0
2-hard (so they are notΠ0

2).

Proof. Consider the mapφ defined in the proof of Proposition 5. By Proposition 2, ifγ ∈ Pf , then
φ(γ)∞ is Π

0
1. Moreover, asφ(γ) is an antichain for the extension ordering, the decomposition into

words ofφ(γ) is unique. This shows thatφ(γ)∞ is ∆
1
1, because

α∈φ(γ)∞ ⇔ ∃β∈∆
1
1(α) [(∀m>0 β(m)>0) and(∀q∈ω π(α, β, q)∈φ(γ))].

Soφ(γ) ∈ Π1 if γ ∈ Pf . So the preimage of any of the sets in the statement byφ isPf , and the result
follows. �

4 Which sets areω-powers?

Now we come to Question (3). Let us specify what we mean by “codes forΓ-sets”, whereΓ is a
given class, and fix some notation.

• For the Borel classes, we will essentially consider the2ω-universal sets used in [K1] (see Theorem
22.3). Forξ ≥ 1, Uξ,A (resp.Uξ,M) is 2ω-universal forΣ0

ξ(n
ω) (resp.Π0

ξ(n
ω)). So we have

- U1,A = {(γ, α) ∈ 2ω×nω/∃p ∈ ω γ(p) = 0 andsn
p ≺ α}, where(sn

p )p enumeratesn<ω.

- Uξ,M = ¬ Uξ,A, for eachξ ≥ 1.

- Uξ,A = {(γ, α) ∈ 2ω×nω/∃p ∈ ω ((γ)p, α) ∈ Uη,M} if ξ = η + 1.

- Uξ,A = {(γ, α) ∈ 2ω×nω/∃p ∈ ω ((γ)p, α) ∈ Uηp,M} if ξ is the limit of the strictly increasing
sequence of odd ordinals(ηp).

• For the classΣ1
1, we fix some bijectionp 7→ ((p)0, (p)1) betweenω andω2. We set

(γ, α)∈U ⇔ ∃β∈2ω (∀m ∃p≥m β(p)=1) and(∀p [γ(p)=1 or s2(p)0
6≺β or sn

(p)1
6≺α]).

It is not hard to see thatU is 2ω-universal forΣ1
1(n

ω), and we use it here because of the compactness
of 2ω×nω, rather than theωω-universal set forΣ1

1(n
ω) given in [K1] (see Theorem 14.2).
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• For the class∆1
1, it is different because there is no universal set. But we canuse theΠ 1

1 set of codes
D ⊆ 2ω for the Borel sets in [K1] (see Theorem 35.5). We may assume thatD, S andP are effective,
by [M].

• The sets we are interested in are the following:

Aξ := {γ∈2ω/Uξ,A
γ is anω-power}, Mξ := {γ∈2ω/Uξ,M

γ is anω-power}

B := {d∈D/Dd is anω-power},

A := {γ∈2ω/Uγ is anω-power}.

As we mentionned in the introduction, Lemma 13 is also related to Question (3). A rough answer to
this question isΣ 1

3 . Indeed, we have, forγ ∈ 2ω,

γ∈A ⇔ ∃A∈2n<ω

∀α∈nω ([(γ, α) /∈U or α∈A∞] and[α /∈A∞ or (γ, α)∈U ]).

With Lemma 13, we have a better estimation of the complexity of B: it is Σ
1
2 . Indeed, ford ∈ D,

Dd is anω-power ⇔ ∃A∈2n<ω
∀α∈nω ([(d, α) /∈S or ∃β∈∆

1
1(A, d, α)

[(∀m>0 β(m)>0) and(∀q∈ω π(α, β, q)∈A)]] and[α /∈A∞ or (d, α)∈P ]).

This argument also shows thatAξ andMξ areΣ
1
2. We can say more about these two sets.

Proposition 18 If 1 ≤ ξ < ω1, thenAξ andMξ are Σ
1
2 \ D2(Σ

0
1) co-meager subsets of2ω. If

moreoverξ = 1, then they are co-nowhere dense.

Proof. We setE1 := {γ ∈ 2ω/U1,A
γ = nω}, Eη+1 := {γ ∈ 2ω/∀p (γ)p ∈ Eη} if η ≥ 1, and

Eξ := {γ ∈ 2ω/∀p (γ)p ∈Eηp} (where(ηp) is a strictly increasing sequence of odd ordinals cofinal
in the limit ordinalξ). If s ∈ 2<ω, then we setγ(p) = s(p) if p < |s|, 0 otherwise. Thens ≺ γ
andU1,A

γ = nω, soE1 is dense. Ifγ0 ∈ E1, then for allα ∈ nω we can find an integerp such that
γ0(p) = 0 andsn

p ≺ α. By compactness ofnω we can find a finite subsetF of {p ∈ ω/γ0(p) = 0}
such that for eachα ∈ nω, sn

p ≺ α for somep ∈ F . Now {γ ∈ 2ω/∀p ∈ F γ(p) = 0} is an open
neighborhood ofγ0 and a subset ofE1. SoE1 is an open subset of2ω. Now the mapγ 7→ (γ)p is
continuous and open, soEη+1 andEξ are denseGδ subsets of2ω. Then we notice thatEξ is a subset

of {γ ∈ 2ω/Uξ,A
γ =nω} (resp.,{γ ∈ 2ω/U1,A

γ = ∅}) if ξ is odd (resp., even). Indeed, this is clear for

ξ = 1. Then we use the formulasUη+1,A
γ =

⋃

p ¬ Uη,A
(γ)p

andUξ,A
γ =

⋃

p ¬ U
ηp,A
(γ)p

, and by induction

we are done. As∅ andnω areω-powers, we get the results about Baire category. Now it remains to
see thatAξ andMξ are not open. But by induction again1∞ ∈ Aξ ∩Mξ, so it is enough to see that
1∞ is not in the interior of these sets.

• Let us show that, forO ∈ ∆
0
1(n

ω) \ {∅, nω} and for each integerm, we can findγ, γ′ ∈ 2ω such
thatγ(j) = γ′(j) = 1 for j < m, Uξ,A

γ = O andUξ,M
γ′ = O.

For ξ = 1, writeO =
⋃

p Nsn
qk

, whereqk ≥ m. Let γ(q) := 0 if there existsk such thatq = qk,

γ(q) := 1 otherwise. The same argument applied toǑ gives the complete result forξ = 1.
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Now we argue by induction. Letγp ∈ 2ω be such thatγp(q) = 1 for<p, q>< m andUη,M
(γ)p

= O.

Then defineγ by γ(<p, q >) := γp(q); we haveγ(j) = 1 if j < m andUη+1,A
γ =

⋃

p Uη,M
(γ)p

= O.

The argument witȟO still works. The argument is similar for limit ordinals.

• Now we apply this fact toO := N(0). This givesγp, γ
′
p ∈ N1p such thatUξ,A

γp = N(0) and

Uξ,M
γ′

p
= N(0). But (γp), (γ′p) tend to1∞, γp /∈ Aξ andγ′p /∈ Mξ. �

Corollary 19 A1 is Ď2(Σ
0
1) \D2(Σ

0
1). In particular,A1 is Ď2(Σ

0
1)-complete.

Proof. By the preceding proof, it is enough to see thatA1 \ {1∞} is open. So letγ0 ∈ A1 \ {1
∞},

p0 in ω with γ0(p0) = 0, andA0 ⊆ n<ω with U1,A
γ0

= A∞
0 . If α ∈ nω, thensn

p0
α ∈ U1,A

γ0
, so we

can findm > 0 such thatα− α⌈m ∈ A∞
0 ; thus there exists an integerp such thatγ0(p) = 0 and

sn
p ≺ α− α⌈m. By compactness ofnω, there are finite setsF ⊆ ω \ {0} andG ⊆ {p∈ω/γ0(p)=0}

such thatnω =
⋃

m∈F,p∈G {α∈nω/sn
p ≺α−α⌈m}.

We setAγ := {s ∈ n<ω/∃p γ(p) = 0 andsn
p ≺ s} for γ ∈ 2ω, so thatA∞

γ ⊆ U1,A
γ . Assume that

γ(p) = 0 for eachp ∈ G and letα ∈ U1,A
γ . Let p0 ∈ ω be such thatγ(p0) = 0 andsn

p0 ≺ α. We can

findm0 > 0 andp1 ∈ G such thatsn
p1 ≺ α− α⌈(|sn

p0 | +m0), andα⌈(|sn
p0 | +m0) ∈ Aγ . Then we

can findm1 > 0 andp2 ∈ G such thatsn
p2 ≺ α− α⌈(|sn

p0 | +m0 + |sn
p1| +m1), and

α⌈(|sn
p0 | +m0 + |sn

p1| +m1) − α⌈(|sn
p0 | +m0) ∈ Aγ .

And so on. Thusα ∈ A∞
γ and{γ∈2ω/∀p∈G γ(p)=0} is a clopen neighborhood ofγ0 and a subset

of A1. �

Proposition 20 A is Σ
1
3 \D2(Σ

0
1) and is co-nowhere dense.

Proof. Let U := {γ ∈ 2ω/∀β ∈ 2ω ∀α ∈ nω ∃p [γ(p) = 0 and s2(p)0
≺ β and sn

(p)1
≺ α]}. By

compactness of2ω × nω, U is a dense open subset of2ω. Moreover, ifγ ∈ U , thenUγ = ∅, so
U ⊆ A andA is co-nowhere dense. It remains to see thatA is not open, as in the proof of Proposition
18. AsU1∞ = nω, 1∞ ∈ A. Let p be an integer satisfyings2(p)0

= ∅ and sn
(p)1

= 0q. We set
γp(m) := 0 if and only ifm = p, and alsoP∞ := {α∈2ω/∀r ∃m≥ r α(m)=1}. Then(γp) tends
to 1∞ and we have

Uγp = {α∈nω/∃β∈P∞ ∀m m 6=p or s2(m)0
6≺β or sn

(m)1
6≺α}

= {α∈nω/∃β∈P∞ (β, α) /∈2ω×N0q} = ¬ N0q .

Soγp /∈ A. �

5 Ordinal ranks and ω-powers.

Notation. The fact that theω-powers areΣ1
1 implies the existence of a co-analytic rank on the com-

plement ofA∞ (see 34.4 in [K1]). We will consider a natural one, defined as follows. We set, for
α ∈ nω, TA(α) := {S∈(A−)<ω/S∗≺α}. This is a tree onA−, which is well founded if and only if
α /∈ A∞.
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The rank of this tree is the announced rankRA : ¬ A∞ → ω1 (see page 10 in [K1]): we have
RA(α) := ρ(TA(α)). Letφ : A− → ω be one-to-one, and̃φ(S) := (φ[S(0)], . . . , φ[S(|s| − 1)]) for
S ∈ (A−)<ω. This allows us to define the mapΦ from the set of trees onA− into the set of trees on
ω, which associates{φ̃(S)/S∈T} to T . As φ̃ is one-to-one,Φ is continuous:

t ∈ Φ(T ) ⇔ t ∈ φ̃[(A−)<ω] andφ̃−1(t) ∈ T.

Moreover,T is well-founded if and only ifΦ(T ) is well-founded. Thus, ifα /∈ A∞, then we have
ρ(TA(α)) = ρ(Φ[TA(α)]) becausẽφ is strictly monotone (see page 10 in [K1]). ThusRA is a co-
analytic rank because the function fromnω into the set of trees onω<ω which associatesΦ[TA(α)] to
α is continuous, and because the rank of the well-founded trees onω defines a co-analytic rank (see
34.6 in [K1]). We set

R(A) := sup{RA(α)/α /∈A∞}.

By the boundedness theorem,A∞ is Borel if and only ifR(A) < ω1 (see 34.5 and 35.23 in [K1]).
We can ask the question of the link between the complexity ofA∞ and the ordinalR(A) whenA∞

is Borel.

Proposition 21 If ξ < ω1, r ∈ ω andR(A) = ω.ξ + r, thenA∞ ∈ Σ
0
2.ξ+1.

Proof. The reader should see [L] for operations on ordinals.

• If 0 < λ < ω1 is a limit ordinal, then let(λq) be a strictly increasing co-final sequence inλ, with
λq = ω.θ + q if λ = ω.(θ + 1), andλq = ω.ξq if λ = ω.ξ, where(ξq) is a strictly increasing co-final
sequence in the limit ordinalξ otherwise. By induction, we define

E0 := {α∈nω/∀s∈A− s 6≺α},
Eθ+1 := {α∈nω/∀s∈A− s 6≺α or α−s∈Eθ},
Eλ := {α∈nω/∀s∈A− s 6≺α or ∃q∈ω α−s∈Eλq

}.

• Let us show thatEω.ξ+r ∈ Π
0
2.ξ+1. We may assume thatξ 6= 0 and thatr = 0. If ξ = θ + 1, then

Eλq
∈ Π

0
2.θ+1 by induction hypothesis, thusEω.ξ+r ∈ Π

0
2.θ+3 = Π

0
2.ξ+1. Otherwise,Eλq

∈ Π
0
2.ξq+1

by induction hypothesis, thusEω.ξ+r ∈ Π
0
ξ+1 = Π

0
2.ξ+1.

• Let us show that ifα ∈ A∞, thenα /∈ Eω.ξ+r. If ξ = r = 0, it is clear. If r = m + 1 and
s ∈ A− satisfiess ≺ α andα − s ∈ A∞, then we haveα − s /∈ Eω.ξ+m by induction hypothesis,
thusα /∈ Eω.ξ+r. If r = 0 ands ∈ A− satisfiess ≺ α andα− s ∈ A∞, then we haveα− s /∈ Eλq

for each integerq, by induction hypothesis, thusα /∈ Eω.ξ+r.

• Let s ∈ A− such thats ≺ α /∈ A∞. We have

ρ(TA(α− s)) = sup{ρTA(α−s)(t) + 1 / t ∈ TA(α− s)}
≤ sup{ρTA(α)((s)t) + 1 / (s)t ∈ TA(α)}
≤ ρTA(α)((s)) + 1

≤ ρTA(α)(∅) < ρ(TA(α)).
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The first inequality comes from the fact that the map fromTA(α−s) intoTA(α), which associates
(s)t to t is strictly monotone (see page 10 in [K1]). We have

ρ(TA(α)) ≥ [sup{ρ(TA(α− s)) / s ∈ A−, s ≺ α}] + 1.

Let us show that we actually have equality. We have

ρ(TA(α)) = ρTA(α)(∅) + 1 = sup{ρTA(α)((s)) + 1 / s ∈ A−, s ≺ α} + 1.

Therefore, it is enough to notice that ifs∈A− ands≺α, thenρTA(α)((s))≤ρTA(α−s)(∅). But this
comes from the fact that the map from{S ∈ TA(α) / S(0) = s} into TA(α − s), which associates
S − (s) to S, preserves the extension ordering (see page 352 in [K1]).

• Let us show that, ifα /∈ A∞, then “ρ(TA(α)) ≤ ω.ξ+ r+1” is equivalent to “α ∈ Eω.ξ+r”. We do
it by induction onω.ξ+r. If ξ = r = 0, then it is clear. Ifr = m+1, then “ρ(TA(α)) ≤ ω.ξ+r+1”
is equivalent to “∀s ∈ A−, s 6≺ α or ρ(TA(α − s)) ≤ ω.ξ +m+ 1”, by the preceding point. This is
equivalent to “∀s ∈ A−, s 6≺ α or α− s ∈ Eω.ξ+m”, which is equivalent to “α ∈ Eω.ξ+r”. If r = 0,
then “ρ(TA(α)) ≤ ω.ξ + r + 1” is equivalent to “∀s ∈ A−, s 6≺ α or there exists an integerq such
thatρ(TA(α− s)) ≤ λq + 1”. This is equivalent to “∀s ∈ A−, s 6≺ α or there exists an integerq such
thatα− s ∈ Eλq

”, which is equivalent to “α ∈ Eω.ξ+r”.

• If α /∈ A∞, thenρ(TA(α)) ≤ ω.ξ + r + 1. By the preceding point,α ∈ Eω.ξ+r. Thus we have
A∞ = ¬ Eω.ξ+r ∈ Σ

0
2.ξ+1. �

We can find an upper bound for the rankR, for some Borel classes:

Proposition 22 (a)A∞ = nω if and only ifR(A) = 0.

(b) If A∞ = ∅, thenR(A) = 1.

(c) If A∞ ∈ ∆
0
1, thenR(A) < ω, and there existsAp ⊆ 2<ω such thatA∞

p ∈ ∆
0
1 andR(Ap) = p

for each integerp.

(d) If A∞ ∈ Π
0
1, thenR(A) ≤ ω, and(A∞ /∈ Σ

0
1 ⇔ R(A) = ω).

Proof. (a) If α /∈ A∞, then∅ ∈ TA(α) andρ(TA(α))≥ρTA(α)(∅)+1≥1.

(b) We haveTA(α)={∅} for eachα, andρ(TA(α))=ρTA(α)(∅)+1=1.

(c) By compactness, there existss1, . . . , sp ∈ n<ω such thatA∞ =
⋃

1≤m≤p Nsm ∈ ∆
0
1. If α /∈ A∞,

then we haveNα⌈max1≤m≤p |sm| ⊆ ¬ A∞, thusρ(TA(α)) ≤ max1≤m≤p |sm|+1 < ω. So we get the
first point. To see the second one, we setA0 := 2<ω. If p > 0, then we set

Ap := {02} ∪
⋃

q≤p

{s∈2<ω/02q1≺s} ∪ {s∈2<ω/02p+1≺s}.

ThenA∞
p =

⋃

q≤p N02q1 ∪ N02p+1 ∈ ∆
0
1. If αp := 02p−11∞, thenρ(TAp(αp)) = p. If α /∈ A∞

p ,
thenρ(TAp(α)) ≤ p.
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(d) If A∞ ∈ Π
0
1 andα /∈ A∞, then lets ∈ n<ω with α ∈ Ns ⊆ ¬ A∞. Thenρ(TA(α)) ≤ |s| + 1.

ThusR(A) ≤ ω. If A∞ /∈ Σ
0
1, then we haveR(A) ≥ ω, by Proposition 21. ThusR(A) = ω.

Conversely, we apply (c). �

Remark. Notice that it is not true that if the Wadge class< A∞ >, havingA∞ as a complete set, is
a subclass of< B∞ >, thenR(A) ≤ R(B). Indeed, forA we take the exampleA2 in (c), and forB
we take the example forΣ0

1 that we met in the proof of Proposition 11. If we exchange the roles of
A andB, then we see that the converse is also false. This exampleA for Σ

0
1 shows that Proposition

21 is optimal forξ = 0 sinceR(A) = 1 andA∞ ∈ Σ
0
1 \ Π

0
1. We can say more: it is not true that if

A∞ = B∞, thenR(A) ≤ R(B). We use again (c): we takeA := A2 andB := A \ {02}. We have
A∞ = B∞ = A∞

2 ,R(A) = 2 andR(B) = 1.

Proposition 23 For eachξ < ω1, there existsAξ ⊆ 2<ω withA∞
ξ ∈ Σ

0
1 andR(Aξ) ≥ ξ.

Proof. We use the notation in the proof of Theorem 15. LetT ∈T , andϕ : T → TΦ′(T )(α0) defined
by the formulaϕ(s) := (φ(s⌈0), . . . , φ(s⌈|s| − 1)). Thenϕ is strictly monotone. IfT ∈ WF ,
thenα0 /∈ (Φ′(T ))∞ andTΦ′(T )(α0) ∈WF . In this case,ρ(T ) ≤ ρ(TΦ′(T )(α0)) = RΦ′(T )(α0) (see
page 10 in [K1]). LetTξ ∈ WF be a tree with rank at leastξ (see 34.5 and 34.6 in [K1]). We set
Aξ := Φ′(Tξ). It is clear thatAξ is what we were looking for. �

Remark. Let ψ : 2n<ω
→{Trees onn<ω} defined byψ(A) := TA(α0), andr : ¬ Iα0

→ω1 defined
by r(A) := ρ(TA(α0)). Thenψ is continuous, thusr is aΠ

1
1-rank on

ψ−1({Well-founded trees onn<ω})=¬ Iα0
.

By the boundedness theorem, the rankr andR are not bounded on¬ Iα0
. Proposition 23 specifies

this result. It shows thatR is not bounded onΣ1 \ Iα0
.

6 The extension ordering.

Proposition 24 We equipA with the extension ordering.

(a) If A ⊆ n<ω is an antichain, thenA∞ is in {∅} ∪ {nω} ∪ [Π0
1 \ Σ

0
1] ∪ [Π 0

2 (A) \ Σ
0
2], and any of

these cases is possible.

(b) If A ⊆ n<ω has finite antichains, thenA∞ ∈ Π
0
2 (and is notΣ0

2 in general).

Proof. LetG := {α ∈ nω / ∀r ∃m ∃p ≥ r α⌈m ∈ [(A−)p]∗}. ThenG ∈ Π
0
2 (A) and containsA∞.

Conversely, ifα ∈ G, then we haveTA(α) ∩ (A−)p 6= ∅ for each integerp, thusTA(α) is infinite.

(a) IfA is an antichain, then each sequence inTA(α) has at most one extension in this tree adding one
to the length. ThusTA(α) is finite splitting. This implies thatTA(α) has an infinite branch ifα ∈ G,
by König’s lemma. ThereforeA∞ = G ∈ Π

0
2 (A).
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- If we takeA := ∅, thenA is an antichain andA∞ = ∅.

- If we takeA := {(0), . . . , (n− 1)}, thenA is an antichain andA∞ = nω.

- If A∞ /∈ {∅, nω}, thenA∞ /∈ Σ
0
1. Indeed, letα0 /∈ A∞ ands0 ∈ A−. By uniqueness of the

decomposition into words ofA−, the sequence(sn
0α0)n ⊆ nω \A∞ tends tos∞0 ∈ A∞.

- If we takeA := {(0)}, thenA is an antichain andA∞={0∞} ∈ Π
0
1 \ Σ

0
1.

- If A is finite, thenA∞ is Π
0
1 \ Σ

0
1 or is in{∅, nω}, by the facts above and Proposition 2.

- If A is infinite, thenA∞ /∈ Σ
0
2 because the mapc in the proof of Proposition 2 is an homeomorphism

and(A−)ω is notKσ.

- If A := {0k1/k∈ω}, thenA is an antichain andA∞ = P∞, which isΠ
0
2 \Σ

0
2.

(b) The intersection ofP∞ with N1 can be made with the chain{10k/k ∈ω}. So let us assume that
A has finite antichains.

• Let us show thatA is the union of a finite set and of a finite union of infinite subsets of sets of the
form Aαm := {s ∈ n<ω/s ≺ αm}. Let us enumerateA := {sr/r ∈ ω}. We construct a sequence
(Am), finite or not, of subsets ofA. We do it by induction onr, to decide in which setAm the
sequencesr is. First,s0 ∈ A0. Assume thats0, . . . , sr have been put intoA0, . . . , Apr , with pr ≤ r
andAm ∩ {s0, . . . , sr} 6= ∅ if m ≤ pr. We choosem ≤ pr minimal such thatsr+1 is compatible
with all the sequences inAm ∩ {s0, . . . , sr}, we putsr+1 intoAm and we setpr+1 := pr if possible.
Otherwise, we putsr+1 intoApr+1 and we setpr+1 := pr + 1.

Let us show that there are only finitely many infiniteAm’s. If Am is infinite, then there exists
a unique sequenceαm ∈ nω such thatAm ⊆ Aαm . Let us argue by contradiction: there exists an
infinite sequence(mq)q such thatAmq is infinite. Let t0 be the common beginning of theαmq ’s.
There existsε0 ∈ n such thatNt0ε0

∩ {αmq/q ∈ ω} is infinite. We choose a sequenceu0 in A
extendingt0µ0, whereµ0 6= ε0. Then we do it again: lett0ε0t1 be the common beginning of the
elements ofNt0ε0

∩ {αmq/q∈ω}. There existsε1 ∈ n such thatNt0ε0t1ε1
∩ {αmq/q∈ω} is infinite.

We choose a sequenceu1 in A extendingt0ε0t1µ1, whereµ1 6= ε1. The sequence(ul) is an infinite
antichain inA. But this is absurd. Now let us choose the longest sequence ineach nonempty finite
Am; this gives an antichain inA and the result.

• Now letα ∈ G. There are two cases. Either for eachm and for each integerk, α⌈k /∈ [A<ω]∗ or
α − α⌈k 6= αm. In this case,TA(α) is finite splitting. AsTA(α) is infinite, TA(α) has an infinite
branch witnessing thatα ∈ A∞, by König’s lemma. Otherwise,α ∈

⋃

s∈[A<ω]∗,m{sαm}, which is

countable. ThusG \ A∞ ∈ Σ
0
2 andA∞ = G \ (G \A∞)∈Π

0
2. �

7 Examples.

• We have seen examples of subsetsA of 2<ω such thatA∞ is complete for the classes{∅}, {nω},
∆

0
1, Σ0

1, Π0
1, Π0

2 andΣ
1
1. We will give some more examples, for some classes of Borel sets. Notice

that to show that a set in such a non self-dual class is complete, it is enough to show that it is true (see
21.E, 22.10 and 22.26 in [K1]).
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• For the classΣ0
1 ⊕ Π

0
1 := {(U ∩ O) ∪ (F \ O) / U ∈ Σ

0
1, O ∈ ∆

0
1, F ∈ Π

0
1}, we can take

A :={s∈2<ω/021≺s or s=02 or ∃p∈ω 10p1≺s}, sinceA∞={0∞}∪
⋃

qN02q+21∪N1\{10
∞}.

• For the classĎ2(Σ
0
1) := {U ∪ F / U ∈ Σ

0
1, F ∈ Π

0
1}, we can take Example 9 in [St2]:

A := {s ∈ 2<ω / 0 ≺ s or ∃ q ∈ ω (101)q13 ≺ s or s = 102}. We have

A∞ =
⋃

p∈ω

[N(102)p0 ∪ (
⋃

q∈ω

N(102)p(101)q13)] ∪ {(102)∞},

which is a¬D2(Σ
0
1) set. Towards a contradiction, assume thatA∞ isD2(Σ

0
1):

A∞ = U1 ∩ F = U ∪ F2,

where theU ’s are open and theF ’s are closed. LetO be a clopen set separating¬ U1 from F2 (see
22.C in [K1]). ThenA∞ = (U ∩O)∪ (F \O) would be inΣ0

1 ⊕Π
0
1. If (102)∞ ∈ O, then we would

haveN(102)p0 ⊆ O for some integerp0. But the sequence((102)p(120)∞)p≥p0
⊆ O \U and tends to

(102)∞, which is absurd. If(102)∞ /∈ O, then we would haveN(102)q0 ⊆ ¬ O for some integerq0.
But the sequence((102)q0(101)q1∞)q≥q0

⊆ F \O and tends to(102)q0(101)∞, which is absurd.

• For the classD2(Σ
0
1), we can takeA := [A<ω

1 ]∗ \ [A<ω
0 ]∗, whereA0 := {010, 012} and

A1 := {010, 012 , 02, 03, 102, 120, 103, 1202}.

We haveA∞ = A∞
1 \ A∞

0 . Indeed, asA ⊆ [A<ω
1 ]∗, we haveA∞ ⊆ A∞

1 . If α ∈ A∞
0 , then its

decomposition into words ofA1 is unique and made of words inA0. Thusα /∈ A∞ and

A∞ ⊆ A∞
1 \ A∞

0 .

Conversely, ifα = a0a1 . . . ∈ A∞
1 \ A∞

0 , with ai ∈ A−
1 , then there are two cases. Either there

are infinitely many indexesi (say i0, i1, . . .) such thatai /∈ A0. In this case, the wordsa0 . . . ai0 ,
ai0+1 . . . ai1 , . . ., are inA andα ∈ A∞. Or there exists a maximal indexi such thatai /∈ A0. In this
case,a0 . . . ai0, 102, 120 ∈ A, thusα ∈ A∞ = A∞

1 \A∞
0 . Proposition 2 shows thatA ∈ D2(Σ

0
1). If

A∞ = U ∪ F , with U ∈ Σ
0
1 andF ∈ Π

0
1, then we haveU = ∅ becauseA∞

1 is nowhere dense (every
sequence inA1 contains0, thus the sequences inA∞

1 have infinitely many0’s). ThusA∞ would be
closed. But this contradicts the fact that((012)n0∞)n ⊆ A∞ and tends to(012)∞ /∈ A∞. ThusA∞

is a trueD2(Σ
0
1) set.

• For the classĎ3(Σ
0
1), we can takeA := ([A<ω

2 ]∗ \ [A<ω
1 ]∗) ∪ [A<ω

0 ]∗, whereA0 := {02},
A1 := {02, 01}, andA2 := {02, 01, 10, 102}. We haveA∞ = (A∞

2 \ A∞
1 ) ∪ A∞

0 . Indeed, as
A ⊆ [A<ω

2 ]∗, we haveA∞ ⊆ A∞
2 . If α ∈ A∞

1 , then its decomposition into words ofA−
2 is unique

and made of words inA1. If moreoverα /∈ A∞
0 , then it is clear thatα /∈ A∞ and

A∞ ⊆ (A∞
2 \ A∞

1 ) ∪A∞
0 .

Conversely, it is clear thatA∞
0 ⊆ A∞. If α = a0a1 . . . ∈ A∞

2 \ A∞
1 , then the argument above still

works. We have to check thats := a0 . . . ai0 /∈ [A<ω
1 ]∗. It is clear ifai0 = 10. Otherwise,ai0 = 102

and we argue by contradiction.
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The length ofs is even and the decomposition ofs into words ofA1 is unique. It finishes with02,
and the even coordinates of the sequences are0. Therefore,ai0−1 =02 or 10; we have the same thing
with ai0−2, ai0−3, . . . Because of the parity, some0 remains at the beginning. But this is absurd.
Now we have to check thata0 . . . ai0 /∈ [A<ω

1 ]∗. It is clear ifai = 102. Otherwise,ai = 10 and the
argument above works.

Finally, we have to check that ifγ ∈ A∞
1 , thenγ − (0) ∈ A∞. There is a sequencep0, p1, . . .,

finite or not, such thatγ = (02p0)(01)(02p1)(01). . .0∞. Therefore

γ − (0) = (02p010)(02p110). . .(02)∞ ∈ A∞.

If we setUi := ¬ A∞
2−i, then we see thatA∞ ∈ Ď3(Σ

0
1). If α finishes with1∞, thenα /∈ A∞

2 ;
thusA∞

2 is nowhere dense, just likeA∞. Thus ifA∞ = (U2\U1)∪U0 with Ui open, thenU0 = ∅. By
uniqueness of the decomposition of a sentence inA∞

i into words ofAi+1, we see thatA∞
i is nowhere

dense inA∞
i+1. So letx∅ ∈ A∞

0 , (xn) ⊆ A∞
1 \ A∞

0 converging tox∅, and(xn,m)m ⊆ A∞
2 \ A∞

1

converging toxn. Thenxn,m ∈ U1, which is absurd. ThusA∞ /∈ D3(Σ
0
1).

• For the clasšD2(Σ
0
2), we can takeA := {s∈2<ω / 12 ≺ s or s = (0)}. We can write

A∞ = ({0∞} ∪
⋃

p

N0p12) ∩ (Pf ∪ {α∈2ω/∀n ∃m ≥ n α(m)=α(m + 1)=1}).

ThenA∞ /∈ D2(Σ
0
2), otherwiseA∞ ∩ N12 ∈ D2(Σ

0
2) and would be a comeager subset ofN12 .

We could finds ∈ 2<ω with even length such thatA∞ ∩ N12s ∈ Π
0
2. We define a continuous

function f : 2ω → 2ω by formulasf(α)(2n) := α(n) if n > |s|+1
2 , (12s)(2n) otherwise, and

f(α)(2n+1) := 0 if n > |s|
2 , (12s)(2n+1) otherwise. It reducesPf toA∞∩N12s, which is absurd.
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Summary of the complexity results in this paper:

Baire category complexity| ξ = 1 ξ = 2 ξ ≥ 3

Σ0 nowhere dense Π
0
1 \ Σ

0
1

Π0 co-nowhere dense Σ
0
1 \Π

0
1

∆1 co-nowhere dense Kσ \ Π
0
2

Σξ co-nowhere dense Π
1
1 \ ∆

1
1 Π

1
1 \ ∆

1
1

Πξ co-nowhere dense Π
1
1 \Π

0
2 Π

1
1 \ ∆

1
1 Π

1
1 \ ∆

1
1

∆ co-nowhere dense Π
1
1 \ ∆

1
1

Σξ co-nowhere dense ∆
1
2 \D2(Σ

0
1) Σ

1
2 \ Π

0
2 Σ

1
2 \D2(Σ

0
1)

Πξ co-nowhere dense ∆
1
2 \Π

0
2 Σ

1
2 \D2(Σ

0
1) Σ

1
2 \D2(Σ

0
1)

∆ co-nowhere dense Σ 1
2 \D2(Σ

0
1)

Gξ (ξ ∈ ω)
Π

0
1 \ Σ

0
1

nowhere dense
Ďω(Σ0

1) \Dω(Σ0
1) Π

1
1 \Dω(Σ0

1)

F Π
1
1 \ Π

0
2

Aξ co-meager
Ď2(Σ

0
1) \D2(Σ

0
1)

co-nowhere dense
Σ

1
2 \D2(Σ

0
1) Σ

1
2 \D2(Σ

0
1)

Mξ co-meager
Σ

1
2 \D2(Σ

0
1)

co-nowhere dense
Σ

1
2 \D2(Σ

0
1) Σ

1
2 \D2(Σ

0
1)

B Σ
1
2

A co-nowhere dense Σ
1
3 \D2(Σ

0
1)
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