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28th September 2007

Abstract

We prove that the resonances of long range perturbations of the (semiclassical) Laplacian
are the zeroes of natural perturbation determinants. We more precisely obtain factorizations
of these determinants of the form [], _ conances(? — W) exp(pp(z, h)) and give semiclassical
bounds on 0.¢, as well as a representation of Koplienko’s regularized spectral shift function.
Here the index p > 1 depends on the decay rate at infinity of the perturbation.

1 Introduction and results

One of the main purposes of Scattering Theory is the study of selfadjoint operators with abso-
lutely continuous (AC) spectrum. This corresponds physically to extended or delocalized states,
by opposition to the localized or confined states which give rise to discrete spectrum. A typical
mathematical example of confining system is given by the Laplacian A, (or more general elliptic
operators) on a compact riemannian manifold: here, the states (ie the eigenfunctions) are clearly
localized by the compactness assumption and the spectrum is a non decreasing sequence of eigen-
values tending to infinity.

Quite naively, A, can be viewed as an infinite dimensional analogue of an hermitian matrix
A = A* on CV. In that case, the spectrum of A is given by the roots of the characteristic
polynomial Det(A — z). It is elementary to check that, for z in the upper half plane,

Det(A — z) = exp (8Str(A - z)fszo) , (1.1)

so Det(A — z) can be defined as the analytic continuation (with respect to z) of the right hand
side of ([L.1) to the complex plane. This is an elementary version of the classical definition of
determinants via a Zeta function (here tr(A — 2)*®), which is used in infinite dimension, typically
for elliptic operators on compact manifolds as initially introduced by Ray and Singer [@} Avoiding
any technical point at this stage, we simply recall that such a definition is build from an analytic
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continuation of s — tr(Ay — 2)*, using that (A — 2)° is trace class at least for Re(s) sufficiently
negative, which uses crucially the discreteness of the spectrum of A,.

In this spirit, the first goal of this paper is to realize the resonances of Schrodinger operators
with AC spectrum, as the zeroes of a determinant defined via a certain Zeta function.

Let us informally recall that, if H = Hy + V with Hy = —A on R? and V a perturbation
tending to 0 at infinity, the resonances are the natural discrete spectral datum of the problem.
They can be defined as the poles of some meromorphic continuation of the resolvent of H and thus
can be considered as the analogues of the eigenvalues for confining systems. Notice however that,
apart from possible real eigenvalues, resonances usually refer to complex poles.

The problem of defining resonances as zeroes of determinants is very natural and has already
been considered by several authors, in connection with the important question of their distribution
B3, B3, id, i1}, B2, 3, 7, 3, [, B, [4]. In these references, various determinants are used such as
absolute determinants or relative determinants, determinants of the scattering matrices. In this
paper we will basically study relative determinants. The corresponding construction is fairly well
known in the relatively trace class situation, ie when (H — z)~% — (Hy — 2)7F is of trace class, that
is when V decays sufficiently fast at infinity and we refer to [@] for a nice review on this case. The
main point in this paper is to consider determinants for slowly decreasing perturbations of long
range type. We first recall some well known facts.

When V =V (z) is a potential (or possibly a first order differential operator), a natural candi-
date for our purpose can be the so called perturbation determinant (see [@]) defined by

Dy(2) = Dy(Ho, H; 2) := Det,, (H — z)(Ho — 2) ') = Det,, (I + V(Hy — 2)7'), (1.2)

where Det,, is the Fredholm determinant of order p which is defined as follows (see , @] for more
details). Given a separable Hilbert space (here L?(R)), one defines the Schatten class of order
p > 1 as the space S, of compact operators K whose singular numbers! form a sequence in P(N)
(for p = 00, S is the class of compact operators). The most classical examples are Sy, the trace
class, and So, the Hilbert-Schmidt class. Then, if K € S,, the spectrum of K is also in {?(N) and,
if p is an integer, one sets

STy
Det, (I + K) := [[ (1 + M) exp TAk . (AR)es0 = spec(K), (1.3)
k>0 j=1

where the product is convergent since the Weierstrass function on the right hand side is 1+ O(A}).
If V tends to zero with rate p > 0, ie

|V (x)| < Cx)~7, (1.4)
it is classical that
V(Hy—2)"' €S, if min(2,p) > d/p. (1.5)

For instance, in dimension d = 1 with V of short range, ie p > 1, V/(Hy— 2)~! is trace class and one
can define Dy (Ho, H; z), which is essentially the framework of [[(, P7. The Fredholm determinant
of order 1 is a rather popular tool for several reasons. For instance, it satisfies the formula

Det1 ((I + Kl)(l + KQ)) = Det1 (I—|— Kl)Detl (I + KQ) ,

Lie the spectrum of | K| := (K*K)/?




as in finite dimension. This formula doesn’t hold for p > 2 (one needs then to add correction
factors). Also, formula (@) shows that for p = 1, we have a 'pure’ factorization of the determinant
of I + K by its eigenvalues 1 + Ag. It is nevertheless necessary to consider Fredholm determinants
of higher order. Indeed, even for compactly supported potentials, V (Ho — z)~! is not of trace class
in general when d > 2 (basically V/(Ho — z)~% € Sy if k > d/2 and p > d). Furthermore, even for
d = 1, one also needs to consider p # 1 to deal with long range potentials, ie when 0 < p < 1.

There is in addition a major drawback in the definition ([LJ): it is restricted to relatively
compact perturbations. In particular, we can not consider V' which are second order differential
operators.

One can overcome this difficulty by defining relative determinants via relative Zeta functions.
This construction was first introduced for relatively trace class perturbations, ie basically for per-
turbations with coefficients decaying like ([L4) with p > d (see [RI] for references) and was then
extended in [ﬂ, H] to general p > 0, using an original idea of Koplienko } We recall this
construction. Let V' be a differential operator of the form

V:E:%@w% D = —id,,

symmetric on L?(R?) such that —A + V is uniformly elliptic, whose coefficients are smooth and
satisty

0%va(a)| < Csl) ™", @R, (L6)

for some p > 0. We shall further on consider semiclassical operators, ie replace D by hD with
h € (0,1], and all the results quoted here for A = 1 will still hold. One defines the so called
regularized spectral shift function &, € S'(R) (see [ﬂ, E]) as the unique distribution vanishing near
—oo such that
p—1 1
<§;/75f> =tr H0+V _| H0+€V)\8:0 s (17)
Jj= 0

for all Schwartz function f, or more generally f € S™F(R) (ie 8{\]"()\) = O((\)7*77)) with k large
enough. For p = 1, we recover the well known Krein spectral shift function. For p > 2, this trace
regularization by Taylor’s formula is due to Koplienko [@] We also refer to the recent paper [@]
for a general introduction to Koplienko’s regularized spectral shift function in connection with
determinants. See also @ @ E in the one dimensional case.

Denoting by (- — z)~* the map A — (A — z)~%, it is shown in [{] that the regularized Zeta
function,

Gp(s,2) == (&, (- — 2)7%), Im(z) > 0, Re(s) > 1

has a meromorphic continuation, with respect to s, which is regular at s = 0. This allows to define
Dg(z) = Dg (Ho,Hy+V;2) :=exp (—8SCp(s, z)|s:0) ,
which is holomorphic for Im(z) > 0. The notation Dg is justified by the fact that

DS (Ho,Ho+ Viz) =Dy (Ho, Ho + V3 2), (1.8)



when V is a potential (see [ff]). In other words, the definitions of the perturbation determinant
by Fredholm determinants and regularized Zeta functions coincide if they both make sense. In
addition, one proved in [H] that, in the distributions sense,

d .
8 DS(A+ie) — =7 (M), €l0. (1.9)
For this reason, &, is also called generalized scattering phase of order p. The above formula is well
known for &; and was initially proved in @] See also [B, @, E] for p >. Note the parallel with
the finite dimensional analogy of the very beginning of this paper: for an hermitian matrix A on
CYN with spectrum Ag,..., Ay, one easily sees that

N
d )
o 8 Det(A—A—ze)H—ﬂ;(S()\—)\k), €l0,

where the right hand side is —7 times the derivative of the eigenvalue counting function, ie the
analogue of the spectral shift function for a discrete spectrum. This also suggests that if the
resonances of Hy +V are indeed the zeroes of (a suitable meromorphic continuation of) Df,(z), the
derivative of £,(X) should involve a function (and/or a measure) with singularities carried by the
resonances. Such a result is sometimes referred to as Breit-Weigner formula and is already known
for p=1 (see @] and the references therein). In this paper, we shall prove it for general p > 1. We
will also give semiclassical bounds.

Throughout this paper, we shall use the definition of resonances and some related results given
in @] (see also ) The definition is basically taken from the original paper by Sjostrand-Zworski

| and the other useful results of [@] come from a simplification of the proof of the trace formula

|. Before stating the results, we fix the notation and some definitions.

For 0 < 6y <, Ry > 0 and ¢y > 0, we set

2(90,R0760) = {TW jwe Cda diSt(wagd_l) <e€, TE ei[OﬂO] (ROa +OO)}

Definition 1.1. Let p > 0. We define C,(6o, Ro, €0) as the set of smooth functions v on R¢ which
have an analytic extension to X(6y, Ro, €0) such that

lv(x)| < C(x)~*, x € X(bp, Ro, €0)- (1.10)

Here (z) = (1+ |=|?)Y/2. A family (v,),er is said to be bounded in C,(0o, Ro, €o) if it is bounded in
C>(RY) and if the constant C in (@) s uniform with respect to v € I.

We consider perturbations of Ho(h) = —h2A by second order differential operators of the form
V(h) =Y va(z, h)(hD)*, (1.11)
| <2

depending on a small parameter h > 0. We assume that, for some hg > 0, the coefficients are such
that, for all |a| < 2,

(va(-s h))ne,no) 1s bounded in C, (0o, Ro, €o), (1.12)
and such that, for some ¢ > 0,
Vo (., h) doesn’t depend on h if |a| = 2, (1.13)
6P+ D val2)e* > g, zeR? £eR (1.14)
|o=2



We also assume that
V(h) is symmetric on Cg°(R?) . (1.15)

These assumptions imply that Ho(h) + V(h) is selfadjoint on L?(R?) with domain H?(R?) the
usual Sobolev space.

The assumption ([L.12)) implies that the coefficients of V' must be smooth on RY. This is mostly
for convenience, to simplify the analysis, but we expect that some local singularities could be
considered as well, using for instance the black-box formalism of Sjéstrand-Zworski [BI]. Notice
however that, apart from the special case p = 1, we have to consider operators of the form Hy+cV
hence with Hy and V defined on the same space. In particular, the generalization of the present
results to perturbations by obstacles (+ long range metrics or potentials) would require a modified
approach.

Notation. We shall mostly write Hy, V for Hy(h) and V (k). When no confusion will be possible,
V will also denote the family of operators (V(h))o<n<n,. Such a family will sometimes be denoted
by (V(h))n«1 to mean that it is of the form (V(h))o<n<n, for some hy > 0.

It is convenient to summarize the above properties in the following definition.

Definition 1.2. We say that V. = (V(h))ne(o,n,) belongs to V,(0o, Ro,€0) if it satisfies ),
(.19), (L.14) and (.15). A family (V.).er = (Vi(h))ne(o,ny)er s bounded in V, (0o, Ro,€o) if
the families of coefficients (va,.(., h))he(0,hi],ccr are bounded in C,(0o, Ro, €0) for all o and if the
constant ¢ in ([.1}) can be chosen independently of ¢.

Remark. To state this definition, we have explicitly fixed the range of h, namely (0, h;], but we
will also freely write that V' = (V' (h))n«1 belongs to V, (6o, Ro, €0) to mean that, for some h; small
enough, (V(h))ne(o,n,] € Vp(bo, Ro, €0). A similar slight abuse of notation will be used for families

(Vi)eer = (Vi(h)h<tier-

By the Cauchy formula, any v € C, (6o, Ro, €o) satisfies ([.). Therefore, using the results of [{],
we can define the generalized scattering phase &,(., h) associated to —h?A and V (h), provided

pp > d.
We can then define the regularized Zeta function (,(s, z, k) by

Cp(s,z,h) = (€ (. h), (. —2)7%, Im(z) >0, Re(s)> 1.

P

According to [E], (p(s, 2z, h) can be continued analytically at s = 0 and we can define the relative
determinant of order p

DS(z,h) := exp (—8s(p(s, 2, h)js=0) » Im(z) > 0. (1.16)

We note that, for more precise purposes, the analytic continuation (in s) of the Zeta function will
be reviewed in Section P

The determinant Dg(z,h) is our candidate to become the ’characteristic polynomial’ of the
resonances of Hy + V.

We now briefly recall the definition of resonances of [R9, BI] (see Section [ of the present paper
for precise statements). Let 6y € (0,7), € > 0 such that ¢ < 2w — 20y and consider a relatively
compact open subset

Q € (720090, 4+-00) (1.17)



which is simply connected and such that
Q2N (0,400) is a non empty interval. (1.18)

The resonances of Hy +V in Q are by definition the eigenvalues in e~/0:200)(0:+°°) 0 () of some non
selfadjoint operator Hy(6p) + V() obtained by analytic distortion. We denote by

Res(Ho + V, Q) := set of resonances of Hy +V in {,

which is a finite set depending on h. We recall here that, for the operators considered in this paper,
we have the following Weyl upper bound for the number of resonances in € (see for instance [R]),

#Res(Hy + V,Q) < Ch™¢, h < 1. (1.19)

Note that they are counted with multiplicity and that the multiplicity of each resonance is well
defined as the rank of a certain projector (see Section [) which is non orthogonal in general.

Our first result is the following.

Theorem 1.3. Let p >0, V € V,(0y, Ro,€e0) and p > d/p. Then, for all h < 1, Dg(z, h) has an
analytic continuation from

O == Qne®9(0, +00) (1.20)
to Q, of the form
Dg(z,h) = [T  G-wxepplzh), zeQ,
wERes(Ho+V,Q)

where each resonance is repeated according to its multiplicity and the function z — @p(z,h) is
holomorphic on 2.

The proof is given in subsection .
Notice that the function ¢, (z, h) is uniquely defined up to a multiple of 2i7 of the form 2ik(h)7.
By ([.9), an immediate consequence of Theorem [[.3 is the following Breit-Wigner formula.

Corollary 1.4. With the notation and assumptions of Theorem IE, for all h < 1 we have
, Im(w) 1
&\ h) = > 6(A —w) — > T —wP —Im(820p (A, h)),
weERes(Ho+V,Q)NR weRes(Ho+V,02)\R

in the distributions sense on QN (0, 4+00).

Here A is restricted to (0, +00), but it is well known that

A= > sA-w), AeQn(-o0,0),
weo~ (Ho+V)

where ¢~ (Ho + V) = o(Hy + V) N (=00, 0) is the set of negative eigenvalues of Hy +V (see [f]] for
instance but this is anyway an elementary consequence of the definition (IE))

This corollary becomes of real interest if one has estimates on 0, ,. This is the purpose of the
next results.



Theorem 1.5. Assume that V € V,(0o, Ro, €0) with p > d/p and
p=1 or p=2.
Then any @p as in Theorem satisfies, for any compact subset W & 0,
10.0p(2,h)| < Cwh™%, h<l, zeW. (1.21)

This theorem is proved in subsection . In Section ﬁ, we also prove that a similar result holds
for p > 3 if we assume that V is dilation analytic. However Theorem E is sharp in general for
non globally analytic perturbations as is shown by Theorem E below.

Fix first

W:{z:re_we(c; 1<r<4,0<0<n},

and observe that, for 7/2 < 6y < 7 and all € > 0 small enough, W is clearly contained in a simply
connected open set € satisfying ) and () This neighborhood €2 can be chosen close enough
to W so that we can define a determination of the square root z'/2, with (re=")/2 = y1/2¢=i0/2
on W hence so that

Im(z4/2) <0 on W.

Theorem 1.6. In dimension d =1, for all V € CP(R,R), V #£ 0, we can find 6 > 0 such that,

lim sup sup |he51m(21/2)/h82<p3(z, h)| = +oo. (1.22)
h—0 zeW

In particular, |h0,p3(z,h)| can not be bounded on W uniformly with respect to h.

The proof of this theorem is given in Section E

We next give a general bound on 0., involving the distorted operator Hy(#) defined in Section
H and the semiclassical Sobolev space defined by (B.1)). We recall that Hy(f) — z is invertible for
all h < 1 and z € Q.

Theorem 1.7. Under the assumption of Theorem IE, there exists N > 0 such that, for all W € QQ,

N
0200 (z )| < Cwh ™ sup (14 [(Ho(60) = 2) Ml popgzo )+ h<1, €W,
ZeQ

In general, ||(H0&0) — Z) M| 220 is of order O™ "), locally uniformly with respect to
Z (see Proposition {.7). However, Theorem shows that the corresponding exponential upper
bound on 0.y, can be much improved if p = 1,2 (and p > 3 if V is dilation analytic, see Section
ﬂ) Note also that Theorem E can be interpreted as a weak exponential lower bound.

Theorem is proved in subsection .

To motivate the analysis developed in the next sections, let us already show that most of the
results above will essentially be reduced to the study of (,(k, z, h), for some k large enough.
The basic strategy is the following. Using ([L.1d), we have

0% log DS(z,h) = —0%505Cp(s, 2, h)|s=0, E>1, ze Q. (1.23)

Here and below 9% log g stands for 9¥~1(g’/g), for any non vanishing holomorphic function g. On
the other hand, at least for k > d/2, we also have

0%05Cp(s, 2, h)js=0 = (k= ! Gp(k, 2, h), (1.24)



as will be proved in Section [ (see (R.10) and the discussion thereafter) and is formally a consequence
of the identity,

Ko, N —2) 2 = (k—1DI\-2)"F (1.25)

z |_s:0 =
Fix then 2o € QF. In Section P (see Proposition EI) we shall also prove that, for all v > 0,
010,65, 20, D)ool < CH0, B 1. (1.26)
In addition, by (), we have, for all v > 0,

> lzo—w|™""P<ChY, h<1, (1.27)
weRes(Ho+V,Q)

since |20 — w| > 1. These are the essential tools of the reduction given by Proposition [L.g be-
low. Before stating it and to consider the different possible estimates for 0.¢,, we introduce the
following. Let

Hno1 (2, h1) == {(o(-, 1)) he(o,ni1}

be the space of h-dependent families of holomorphic functions on 2. Let H(, h1) be a subspace
of Hno1(£2, k1) such that

(h_d)he(o,hl] € H(, hy), (1.28)

and which is stable by taking the primitive, ie such that for all (¢(.,h))ne(0,n:] € Huol(€2, h1) and
some zg € €,

(@' h)heon) € HQh) = (6(h) = d(20, 1)) ne(o,m) € H(Q ). (1.29)

Note that, if zo is such that |¢(zo,h)] < h™%, and by using ([.2§), one can replace ([L.29) by
(¢,(" h))hG(O,hl] € H(Qa hl) = (¢(a h))hG(O,hl] € H(Qa hl)

Example. The space Hpo(€2, hy) itself or the subspace of functions such that, for all W & ,
|p(z, h)| < Cywh=9 for all z € W and h € (0, hy] satisfy ([.2§) and ([.29).

Proposition 1.8. If we can find hy > 0 small enough, k > 1 and ¢, € H(2, h1) such that
1
_ +
¢k, 2, h) = > W T bp(z,h),  zeQt, he(0,h] (1.30)
weRes(Ho+V,Q)

then Theorem [1.3 holds true with ¢, such that 0., € H(, h).
Proof. Setting for simplicity

D=DS(z,h), F= 11 (z —w),
weRes(Ho+V,Q)

which are holomorphic and don’t vanish on Q*, ([.29), ([.24) and ([L.30) give

8.D O.F
k-1 (7227 == — —(k—1)! +
0y ( i3] = ) (k —1)lgyp, on Q. (1.31)



If £ = 1, we therefore obtain
a.D 0, F

D F

which implies easily the result. If k—1 > 1, we denote by ®,, the (k—1)-th primitive of —(k—1)!¢,
(ie 9¥~1®, = —(k — 1)!¢,,) such that

€ H(Q, h), (1.32)

9.D  0.F
D F

07 ®p(20,h) = 0% ( ) (20, h), 0<v<k-2,

where zg is chosen arbitrarily in €. The existence and uniqueness of ®, is guaranteed by the
simple connectedness of Q. By ([1.26) and ([.27), we have
|04 ®p(20, h)| < Ch™7,
and this implies, together with ([.28) and ([L.29), that
op € H(Q ha) = @, € H(Q, h).
Thus ([.31) imply that ([.33) holds also if k — 1 > 1 and we get the result. O

2 The Zeta function

In this subsection, we review the construction of the meromorphic continuation of s — (,(s, z, h).
Although the latter was shown in [[§] (for fixed h), we need to review the main lines of the proof
in order to prove the identity ([.24) and the estimate ([[.2).

We start with general considerations. Using the principal determination of log on C\ (—o0, 0],
we can define (A —z)"® for s € C, A € R and z € C\ [\, +00). One can then check that

I
A—2)"°= ] / 5Lt gy, Re(z) < A, Re(s) >0, (2.1)
0

(s
since both sides are holomorphic with respect to z and the equality holds for z € (—oo0, ) by
an elementary change of variables in the definition of T'(s). Next, if v € S§'(R) is a temperate
distribution such that, for some Ay > 0,

supp(u) C [Ag, +00) (2.2)
we can consider its Laplace transform Lu(t) := (u,e™*) (e™* stands for the map A +— e~*}), and,
for all § > 0,

|Lu(t)| < Cse tPo=0) ¢ >0, (2.3)

Furthermore, using that |(u, f)|
(u, f) is still well defined if f(\)
addition, we know that

< C'sup; ey Supyeg [N 05 f(N)] for some N and all f € S(R),
= (A — z)~*® with Re(s) > so large enough and Re(z) < A\g. If in

|Lu(t)] < Ct=%2 te(0,1] (2.4)

then, one has

+oo
(u, (- —2)7%) = —/0 Lu(t)etzts_ldt, Re(z) < Ao, Re(s) > max(sg,d/2).



Note that the power d/2 could actually be any arbitrary real number but, in the applications
below, we shall need only to consider this case. If (@) is replaced by the stronger assumption
that there is an asymptotic expansion at ¢ = 0, namely that, for all J > 0,

Lu(t) =Y at=>H/2 4 =d2H2p, 1), |by(t)] < C, te (0,1], (2.5)
i<J

then we can write, for Re(z) < Ao and Re(s) > max(sg, d/2),

(u, (- = 2)7%) = I(s,2) + 11, (s,2) + 111, (s, 2), (2.6)
with
I(s,2) = L/OOLu(t)etZtS*ldt
, I'(s) Jy ’
1 1
;(s,2) = w7 / by(t)et=t=d/2+ /245 1gqy
F(S) 0
II;(s,z) = Za]/ etz4—a/2+35/2+s—1 g
J<J

By choosing J > d, both I and II; are holomorphic close to s = 0. Thus, using the fact that
dl'~1(s)/ds =1 at s = 0 and that I'"!(s) vanishes at 0 one sees that, for all k > 1,

oo, F (s, 2)js=0 = L'(k)F(k,z) = (k — 1)!F(k, 2), Re(z) < Ao, (2.7)
for F =1 and F = I1;. The term I1I; can be computed explicitly, namely,

J—
D(s) x I1I;(s,z) = ZO Zl's+]/2+lfd/2 (2.8)

At s = 0, there is at most a simple pole, which corresponds to the terms where j/2+1— d/2 = 0.
Thus I11;(s,z) is regular at s = 0. This shows the existence of a meromorphic continuation to
the complex plane for

s—(u,(-—2)7% = Z(s, 2),

which is regular at s = 0. Furthermore one has,
OFOIII; (s, 2) 5= = (k— I (k,2),  k>d/2, (2.9)
(with k integer) since this derivative only involves terms with [ > d/2 in (2.8). Hence, using (.7),
we also have
0F052(s,2)|5=0 = (k — 1)!Z(l<:, z),  Re(z) <X, k>d/2. (2.10)
Note that, if u is compactly supported, ( ) is a direct consequence of the identity ()

When u = f the existence of a meromorphlc continuation in s for ¢,(s, z, h) is a consequence
of the existence of an expansion of the form @ ) proved in H] Notice that altering Lu(t) by
an analytic function in ¢ will not destroy the form of this expansion. There is no restriction on
Re(z) since, for all Ao € R, &, can be written as the sum of a compactly supported distribution
and a temperate distribution supported in [Ag, +00) for which (R.5) still holds since the Laplace
transform of the compactly supported distribution is analytic in .

In particular, for u = £}, the relation [£.10) yields (L.24).
We now consider ([L.24).

10



Proposition 2.1. For all zg € QT and all integer v > 0, @) holds.

Proof. We shall see that the result follows from the following two facts: the existence of a semi-norm
|.|ls (independent of h) of the Schwartz space S(R) such that

(& (h),¥)| < Ch™YYlls, ¥ €SR), he(0,h, (2.11)

and the existence of an expansion of the form

<g;,(h),e*t<->> ~ 2N a2, -0, with a(h) = O(hY). (2.12)
j=0

The latter means that the difference between the left hand side and the sum truncated at the order
M is bounded by Ch=4(M=4/2 ‘for t € (0,1] and h € (0, ho]. Indeed, by writing &, = x&,+(1—x)&,
with x € C§°(R) such that x =1 on a large enough compact set, we may assume that (1 — x)fj'g
is supported in [Ag, +00) with A\g > Re(zo). Therefore, using (R.11)), (R.19) and the discussion
prior to Proposition R.1], we see that (x&,(h), (- — z)~*) as well as the terms I(h),11;(h),111;(h)
corresponding to u = u(h) = (1 — x)§,(h) are O(h~?) uniformly with respect to s close to 0 and z
close to zp which gives the result.

The proof of (R.11]) can be found in [[J] so we only consider (R.13). For the latter, the main
remark is that, for all € € [0, 1],

—t(Hoy + V) = (ht*/?)2A — eV (h,tY/2, z, ht'/? D)

with
2

V(ht"2,2,6) =3 1175 Y valx, h)e”

=0 || =1

where the v, are defined by () By reviewing the proof of Proposition 3.1 in [E] with ht'/? as
new semi-classical parameter, we see that, for all M, we have the following expansion

p—1 i
_ 1d _ _
trle t(Ho+V) _ Z ﬁ@e t(Ho+€V)|€:O _ Z (htl/Q)q ddq(tl/Q, h)
j=0"" q<M

+(ht1/2)M7dRM(t1/2, h),

with Rps(t'/2,h) = O(1) for h € (0,ho] and 0 < t < 1. The coefficients d,(t'/2, h) are smooth at 0
with respect to t'/2 and bounded with respect to h € (0, ho] as well as their derivatives so (£.19)
follows. O

3 Trace class estimates

In the sequel, we shall use the notation Op}(a) for standard h-pseudodifferential operators of the
form

O (@ute) = () [ [ eemsa (TELne ) uacan, ne 0.1l
with symbols a € S#¥, u,v € R, namely such that

0202 alx,€)] < Capla)” (€)1,

11



We refer for instance to [@, @, E] for the proofs of the standard results we shall use below on the
analysis of such operators. We equip S** with its standard Fréchet space topology given by the
seminorms defined by the best constants Cug.

We also define the following semiclassical weighted Sobolev spaces

HL = (2)~ (hD)"LA(RY),  s,0€R,
equipped with the h-dependent norm

mze = |[(hD)* ()7 ul| p2ga).- (3.1)

1

Notice that
H: c H® c L2(RY),  ifs>0, 0>0.

In this section, we will consider h-dependent families of symbols
a = (a(h)neo,n),  alh) € S for all h € (0, ho).
Most of the time, we shall assume the existence of C' > 0 such that, for all h € (0, hg],
la(h,z,&)| > C7HE?, xeRY ¢ > C. (3.2)
When a = (a(h))ne(0,ho] OF b = (b(h))ne(0,he], We shall adopt the short notation
A= Opy/(a(h)), B = Opj/(b(h)),

for all h € (0, ho).

In the next proposition, B denotes a subset of ($20)(%: ) namely a set of families (a(h))ne(0,ho]:
uniformly bounded in S%9, ie such that {a(h) ; h € (0,ho],a € B} is bounded in S%°. We also
assume that (B.9) holds for all a € B, with a constant C' > 0 independent of a.

Proposition 3.1. Assume that, for all a € B and all h € (0, hy),
A HE® — L2(RY) is invertible.
Then, for all s > 0 and o > 0, the restriction
Aso = Alpsseo
is bounded from HE?7 to HS with bounded inverse such that
AL =A e (3.3)

Furthermore, there exists Cs o > 0 such that, for all h € (0, ho] and all a € B,

lo]
A=A e — e < Cooll A g pzo (1H 1A gz ) (3.4

with [o] the smallest integer > o.

The equality (B.d) means that we can consider A~! as an operator from H% into H5 2 and
) gives an estimate on the corresponding norm. Abusing the notation, this proposition will
allow us to denote A~! instead of A} in the sequel.

s,0
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Proof. The boundedness of A; , follows from the L? boundedness of

(D) ()? Opiy (a(h))(z) =7 (hD) ™72 =: Op; (bs,0 (1))

since bs ,(h) so defined belongs to S%0. If o > 0, we consider next o1 := o/[o] € [0,1]. Then, by

the resolvent identity,
ATHz) = ()7 AT = ATHA, (2)71] AT

where [4, (z)71] = Op¥(a, (h)) for some symbol a,, (h) € S0 depending continuously on a(h).
Thus
(@)™ A7 (14 [A, @) A7 )™ ) = A )

shows that A~! is bounded from H%°' to H%“' with norm controlled, uniformly with respect to
a € Band h € (0,ho], by [|A7 ]2 y2o (1 + [|[A7Y| 2 y20). By iteration, we obtain that A~

maps continuously H%2o1 HO3o1 HSC’[U]UI into themselves and that
AT oo — e < AT oz (L IIAT | o 20) ), (3.5)

with C' independent of h and of a € B. Using (@), we can construct, for all N > 0, symbols
ay(h) € S720 and ry(h) € SN0, depending continuously on a(h), such that

Oy (an (h)Opy (a(h)) = 1 + Opy (rn (h))-

Notice that this is not a semiclassical parametrix (that would be the case if we had a remainder
of the form ANOpY (ry(h))) since (B.d) is not an ellipticity condition in the semiclassical sense.
This is simply an h-dependent classical parametrix (in the sense of Theorem 18.1.9 of [[LF]). The
symbol ax(h) is constructed by successive approximations starting from (1 —x)(§)/a(x, &, h), with
X € C§° such that x(§) =1 for |{| < C, and then following the usual iterative scheme. We then
obtain

AT = Op(an () — Oy (rn (h) A (3.6)

Since Op¥ (an(h)) maps H% into HEF%7 and Op¥ (ry(h)) maps H% into HY for all N > 0,
with norms uniformly bounded with respect to a and h, the right hand side of (@) is therefore
bounded from HZ° to H: %7 by choosing N > s+ 2 and using (E) The result then follows
easily. O

In the sequel we shall denote by L(Hi,H2) the Banach space of linear continuous map-
ping between Hilbert spaces H; and Hs, equipped with the usual norm. We also denote by
Linvertible(H1, Hz2) the open subset of invertible mappings.

Proposition 3.2. Let a = (a(h))ne(o,n, be a family of 520 satisfying (@) and let U C C be an
open subset. Assume that
A—z:HZY — L*(RY) s invertible

for all z € U and all h € (0, ho].
i) Let b = (b(h))he(o,ne) be a family of S*°. Then, for all h € (0,ho] and all zo € U, there exists
Eh,zo > 0 and a neighborhood U(zy) C U of zg such that, for all s,0 > 0, the map

(—€hzrenz) X Ulzo) 2 (6,2) = (A+eB —2)"' € L(HET, HEF?7) (3.7)
is well defined and smooth. In addition

C%»(A +eB—2)"'=(~1)ji(A+eB—2) "  (B(A+eB—2)"") . (3.8)

13



i) Assume that, for all h € (0,ho], we have a sequence (an(h))nen converging to a(h) in S*°.
Then, for all h € (0, ho] and all relatively compact subset Uy € U, there exists np,u, € N such that,

An —z: H2 — L*(RY), z € Uy, n > npu,, (3.9)
is invertible, and, for all s,0 >0,
(A, —2)7' = (A - z)_1||H:C,UHHSsC+2,U — 0, n — oo, (3.10)

uniformly on Up.

Proof. Fix h € (0,hg]. Since B is bounded from H2° to L?(R?), for ¢ small enough and z close
enough to zg, A + B — z is invertible. It is then also invertible as a bounded operator from
H2+%9 to H%C by Proposition B.J. Since the map T+ T~ is O from Linyerible(HET27, HET)
to L(HZ7, H:27), (B.A) is O with derivative given by (B.§) with j = 1. The result then follows
by induction. Let us now prove ). Let zy € U. By invertibility of A — zy and by convergence
of A, to A, there exists np ,, > 0 and d,,, > 0 such that A, — z is invertible for n > n,,
and |z — zg| < 04, By compactness, Uy can be covered by finitely many balls of the form
{lz = 2| < 0., n} and thus A, — z is invertible for all z € Uy and n > ny y, := max;np ;. The
balls can be chosen such that

sup sup  ||(4, — Z)_1||Hfé°'_>H:C+2,a < 400
n>nns; |2—2|<6n -,

so the norms |[(A, — 2) 7|50, yys+2.0 are uniformly bounded with respect to n > nj y, and
z € Up. Then (B.10) follows from the resolvent identity. O

For k > 1 integer, to be fixed further on, we set

FF) = -2

Proposition 3.3. Let U C C an open subset and a = (a(h))he(o,ny) be a family of S*° satisfying
B.9). Let b = (b(h))he(o,ho] be a family of S™H with m < 2 and p < 0. Assume that, for all
h € (0,ho] and all z€ U,

A—z:HZY — L*(RY)

s tnvertible. )
i) Let j > 1. Then, L fEA+ €B)|c—o is well defined and is a linear combination of

7 ded
(A—2)"MBA—2)7% ... B(A - z)~ki+1, ki+- 4 ki1 =k+j (3.11)
with k1, ..., kj4+1 > 1. Furthermore, if
jlm—2) -2k < —d and  jp < —d, (3.12)

each operator of the form is of trace class in L?(R?).
1) Assume in addition that, for all h € (0, ho] and all z € U,

A+ B—z:H2" — L*(RY
is invertible. Then

A B - i) - 2P praey (3.13)

= jldei””
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is well defined and is a linear combination of

(A+B—2)"MB(A—-2)7"...B(A - z) kw1, ky+- 4k =k+p (3.14)
with ki,..., kpt1 > 1. If

p(m—2) -2k < —d and  pu < —d (3.15)
then each operator of the form is trace class on L?(R?).
First recall that from the standard estimate
(&) =*(hD) || <Ch™%, D € (0,hol,

we have:

Lemma 3.4. For all s > d and o > d, the injection HS° — L?(R?) is trace class with norm
O(h=%).

Proof of Proposition @ That & fEA+ €B)|c= is well defined follows directly from Proposition

de7
B.9 i), as well as its expression for k = 1 which is given by (B.§). The formula for k > 2 is obtained
by applying 0¥ to (B.§), using
(k—=1D!\—2)"F =0T\ -2, (3.16)

and the smoothness of (B.7). By Proposition B.1], each operator of the form (B.11)) is bounded from

L?(RY) to HIET™HR I s s trace class by (B.19) and Lemma B.4. This completes the proof
of 7). The proof of i) is completely similar once observed that, for k = 1, ) equals

(—1P(A+B—2)"" (B(A-2)"")",
which is obtained using (B.g). O

Conclusion. Under the assumptions of Proposition E it), the following expression is well defined:

p—1 j
1 &
TH(A,B,z) = tr ff(A'i‘B)_ff(A)_Zﬁ_dEjZk

j=1

(A+eB)j=o | (3.17)

(with the usual convention that 25;11 =0 if p = 1) provided that (B.1§) holds, thus in particular
for
k>d/2 and pp < —d.

If in addition (a(h))ne(o,n) € B as in Proposition B.J, we have the following bound,

N
ITH(A,B,2)] < O (14114 = 2) Mgz + A+ B =2 Mlpayzo) » (318)

for some C, N > 0 independent of h € (0, hg] and z € U, using (B.4), (8.14) and Lemma B.4.
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4 Resonances

4.1 The analytic distortion method

In this subsection, we recall the definition of resonances by the analytic distortion method after
Sjostrand-Zworski. We also collect additional results that will be necessary for our applications.

We first recall the definition of a maximal totally real manifold I' ¢ C? parametrized by
k : RY — C?%. By this it is meant that x : R? — x(R?) = T is a diffeomorphism (between real
manifolds) such that

T Ni(ToI) = {0}, 2 €R%

Equivalently this means that, for all z, (91x(z), ..., 04k (x),i01k(x),. .., i04k(z)) is a basis of CY
viewed as a real vector space, or that (91k(z),...,04k()) is a basis of C? as a complex vector
space, so the fact that I' is totally real simply means that

X

det <a’;($)> £0, zeR% (4.1)

Then, to any differential operator

P= Z aq(z) D",

lal<m

with coefficients that are smooth on R¢ and holomorphic in some neighborhood of T'N ((Cd \ ]Rd)
(typically a sector of the form (6, R, €9)), we can associate the operator

AP = Z aq(k(2)) ((t&m(x))*lD)a . (4.2)

lal<m

The analytic distortion method is as follows. Given R; > 0 and ¢; > 0, we can find a non
decreasing smooth function ¢ : R™ — R such that

o(t) = 0 t< Ry, (4.3)
pt) = 1 t>1, (4.4)
0< t9g'(t) < e, t>0, 0¢€0,n], (4.5)

and the latter condition implies, by possibly considering ¢ associated with a smaller ¢;, that we
can additionally assume

0 < arg(l+itdg'(t)) < e, t>0, 6€l0,n]. (4.6)

We assume in the sequel that, for each €; > 0 (small enough) and R; > 0 (large enough), a function
¢ satisfying (I.3), (.4), (.3) and (.d) has been chosen. Then the function

fo(t) = W9 teRF,
satisfies

fo(t) =t for t <Ry,  fo(t) =€t for t>1,  Ofs #0 (4.7)
0 <arg(fo(t)) <0,  arg(fo(t)) < arg(dfo(t)) < arg(fo(t)) + €1 (4.8)

16



Using this function, we can now define sy : R? — C? and T'y by

w@=hwﬂﬁ=éwmm Ty = rg(RY). (4.9)
T
Notice that,

_ Li96(l) Ol (1) EEE

thus () holds, at least for €; small enough. Now, if P is a differential operator whose coefficients
can be continued analytically to 3 (g, Ry, €9), by choosing €; small enough and

R; > Ry, 0<6 <6,
we can define the following differential operator on R?
P(9) := A, P, (4.11)

with A, defined by (L) and ([.9).

Remark. The reader should keep in mind that operators of the form P(6) depend not only on
0 (and h € (0, ho] below) but also on the parameters R; and €; (and also on the choice of the
function ¢), although this dependence is omitted in the notation.

Definition 4.1. Let V € V,(0o, Ro, €0). The pair (R1,€1) € R3 is said to be Fredholm admissible
for Ho + V if, for all 8 € [0, 0], the following hold:
i) for allh < 1 and all z € C\ e=2*[0, +-00),

Hy(0) +V(0) — z: H*(R?) — L2(R?) is a Fredholm operator of index 0,
ii) the principal symbol, in the classical sense, p§ of Ho(0) + V(0) is elliptic, ie for some C > 1
pj (2,0 = CTHEP, (2,8) € R*.

Here Ho(0) and V(0) are defined by with kg given by (.9).

Proposition 4.2. Let (V,).er be bounded family of V,(0o, Ro,€0). We can find Ry >0, >0
and C > 0 such that, for all v € I, any (Ry,€1) € [R1,+00) x (0,€1] is Fredholm admissible for
Hy +V,, with constant C in ii). More explicitly

(2, €)| > T )%, (4.12)

uniformly with respect to e; € (0,€1], Ry > Ry, 0 € [0,00] and ¢ € I. In addition, we may also
assume that, for all 6 € [0, 6],

— 20 — 3¢; < arg (pf}e(x,g)) <y, reRY € eRY\ 0O, (4.13)
uniformly with respect to 1 € I.

Proposition @ is proved, for a single V', in the lecture notes [, Lemma 7.3] in the more general
framework of black box perturbations. Its extension to a bounded family of V,(6y, R, €0) involves
no new argument and we therefore omit the proof. The reason for considering a bounded family
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in V,(6o, Ro, €0) is that we shall approximate V € V,(6o, Ro, €0) by a sequence V;, € V3(6o, Ro, €0),
with d > d, and use a certain deformation along xg(R?). It will be important that kg (which
depends on €; and R;p) can be chosen independently of n.

The Fredholm admissibility is important to define the resonances as we shall see below. In the
case of a single V', the first part of Proposition simply states that this condition is fulfilled for
Hy + V. The additional uniform estimates ([t E) and ([£.13) will be useful later on to prove some
resolvent estimates.

The definition of resonances relies on the following theorem.

Theorem 4.3. (31, 4, Bd)) Let 0 < 0y < w and V € V, (60, Ro, €0). Assume that we are given
Ry > 0 and €1 > 0 which are Fredholm admissible. Then, for all h < 1 and all z € 2, we have

(i) z € o(Ho(0) + V(0)) if and only if ker(Ho(0) + V() — z) # 0.

(i) For all 0 < 01 < 0y < 0y, if z € C\ e~ 2190021[0, +00) then

dim ker(Ho(Ql) + V(91> — Z) = dim keI‘(Ho(QQ) + V(92> — Z)

The first statement is an immediate consequence of the fact that the operator has a zero index.
The second one requires a non trivial analytic deformation result, which uses the analyticity of the
coefficients of V' near infinity.

Let us recall the main consequence of Theorem [£.3.

First, if 0 < 0 <6y < 7 and 0 < € < 27 — 26y, then for all h < 1 and all z € €*(%9)(0, +00),

Hy(0) +V(0) — 2 : H*(R?) — L*(R?) is an isomorphism. (4.14)

Furthermore, by analytic Fredholm theory, one can show that the spectrum of Hy(6) + V() is
discrete in C\e~2"[0, +-00). The part (7i) guarantees that, if ’ > 6, the eigenvalues of Hy(6)+V ()
and Ho(0') + V(0') coincide on e~21%9)(0, 4-00) and this makes the following definition natural.

Definition 4.4. Given 2 satisfying ), the set of resonances of Hy +V in Q is
Res(Hy + V, Q) = QN o (Ho(6o) + V(60)) Ne10200) (0, +00).
Recall that Res(Ho + V, Q) is finite (for each h).
By analytic Fredholm theory again, for any w € Res(Hp + V, ), the operator
Mow=— [ (Ho(6) +V(0) —2)"'dz (4.15)
S 2T )

is of finite rank, if y(w) a small enough contour enclosing w and this allows to state the following
definition.

Definition 4.5. The multiplicity of w is the rank of Ilg ,,.

This definition is independent of # in the sense that we get the same rank if  is replaced by
some larger ' (smaller than 6p).
We conclude this subsection with the following elementary resolvent estimates.

Proposition 4.6. Let Q be satisfying [[.17) and let QF := Qt N {Im(2) > 8} (see ([1.24)) with
d small enough to be non empty. Let (V,),cr be a bounded family of V,(0o, Ro,€0). Then, for all
€1 > 0 small enough, we can choose Ry > 0 as large as we want such that

1(Ho(00) + Vi(00) = 2) Ml poppo S 1, h<l, 2€Qf, 1€1. (4.16)
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Proof. Denote by p,(x, &, h) the full Weyl symbol of Hy + V,, which is then real on R2¢ and of the
form

pux,&,h) = pi(2,€) + a(x, &, h),
with a,(., ) polynomial of degree < 1 in § with coefficients bounded in C, (6o, Ro, €9). Setting

P60 (xa & h) =D (590 (‘r)a (taz'“ﬂ@o (‘T))_lga h),

we then have
Ho(0o) + V.(60) = Opy, (pr,0,) + hOpy, (be,6, ()

for some symbol b, g, (h) which, for fixed ¢; and Ry, is bounded in S*? as h and ¢ vary. We thus
only need to show that, for €; > 0 small enough and R; > 0 large enough,

Doy (2,6, h) — 2] 21, h<l, z€Qf, el (4.17)

The result then follows from the standard construction of a semiclassical parametrix, yielding the
invertibility of Ho(6y) + V,(6p) — z for h small enough (uniformly with respect to z and ¢) as
well as the bound ([t.16]). Let us prove ([£17). Using (@), we can choose Cy > 0 large enough,
independent of 0 < ¢; <€, Ry > Rl, z € R? h < 1and ¢ € I such that

|pl/190($’€7h)| >1 +m(_?‘X|Z|’ |§| > Co,

since |(p..0, fpf}eo)(z, &, h)| < (€), uniformly with respect to h, ¢, €1, Ry. Using (), if e > 0 and
d’ > 0 are small enough, we also have

|pf}90(x,§) —z| >4, r,EeRY z € Q}'.

Then, once such €; and ¢’ have been chosen, we have, for all R; large enough,

5
|ab("€90(1‘)’ (tal'%@o('r))_lgah)l < 5’ |$| > Ry, |£| < Co,

since the coefficients of a, decay like ()~ in X(6o, Ro, €p) uniformly with respect to h and ¢. It is
then straightforward to check that (|£.17) holds since p, g, is real for |z| < R;. |

In the next proposition, we prove an exponential bound for the resolvent of Hy(6). The latter
can be used with Theorem E to obtain an exponential upper bound on 9,¢,(z, k), when p > 3.
Let us recall that, since Hy = —h%A has no resonances away from 0, (Ho() — 2)~! is well defined

for all 2z € Q (see [BI]).
For simplicity, we only consider the case where 6y < 7/2 and d > 3.

Proposition 4.7. Assume that 6y < w/2 and that d > 3. Let Q be a simply connected open set

satisfying ) Then, if € (in ) and €1 (in (@)} are small enough, we have

1(Ho(00) — 2) Mlpazo S e, h<l, z€Q. (4.18)

Proof. By ([.9) and ([L.10)), the coefficients of H(6) are holomorphic with respect to 6 in a small
neighborhood of [0, fy] and thus so is

0 — (v, (Ho(0) — 2)"'u), (4.19)
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for § in a complex neighborhood of [0, 6] and for all u,v € C§°(R?), z € Q and h € (0,1]. On the
other hand, for ¢6 € R small,
Ho(0) =Ug HoU, ",
with Ug : L2(R%) — L2(RY) the isomorphism defined by Us(u)(z) = u(kg(z)). Since Up maps
H?(R?) into itself, we then have
(Ho(0) — ) = Up(Hy — )"0, zeqy,
and if we denote by R(z — y, z, h) the Schwartz kernel of (Hy — 2)~! we can rewrite (.19) as

,, Rlro(w) = ro(y), 2, h)u(y)v(z)det(ro(y)) dzdy (4.20)
i
for i@ € R small and z € Q. Let us recall that, for Im(2/2) > 0,

d_1

i 21/2 2
_ M= — [ —2 HY V20 —ul/h
R(SC Y, =, ) 4h2 (27Th|$—y|) %_1(2 |:L' y|/ )7

where the Hankel function H}(Z) (with v = % — 1) is given by
9 \ /2 pi(z—4n—%) ptoo 1
HY (2)=|—= - =S (s(1+isZ271/2))" "2 ds,
i (2) " [ s

using everywhere the determination of the square root defined on C\ (—o0, 0] taking its values in
e=m/27/2) (0, +00) (see for instance section VIL7.2 of [BY]). The function H} is holomorphic for
Z € e=7/27/2)((), 400), with the following rough bound, for all 0 < § < 7/2,

\HL(Z)] < C5| 2|~ /2em(®)] max (1, |Z|%*") . arg(Z) e (6—m/2,m/2—6).  (4.21)

Independently, by writing ¢(z) = ¢(|x|), we have

ko(z) — Ko(y) = (z — ) /O eifelyti@—y)) (iHVsO(y iz —y) @ (y+tx—y)+ 1)dt,

where [0Vp(X) ® X| < € by ([L5) and 0 < ¢(X) < 1. Therefore, if ¢; and ¢ are small enough,
there exists § > 0 small enough such that
22 kg () — kp(y)| = (2(k0(x) — Ko (), Ko (x) — ro(y))) /> € eO=m/27/270) (0, 100),

for x # y, z,y € R? z € Q and € in a neighborhood of [0,6]. Furthermore, the modulus of
|ko(z) — Kko(y)|/|z — y| is bounded from above and from below. This allows to continue (§.2()
analytically with respect to 6 € [0, 6] and then with respect to z € . Using ) and the Schur
Lemma, we deduce that, for any y € C§°(R9),
|IX(Ho(60) — 2) 'Xllz2—r2 S €™, z €.
This easily implies a similar L? — L? bound on the whole resolvent using the elementary estimate
(€™ Hy —2) Y| o p2o S1,  z€Q,

and two applications of the resolvent identity yielding

(HO(QO) . 2)71 _ (6721'601;[0 . 2)71 o (6721'001;[0 . Z)flvo(ef?w()HO o 2)71

+ (672i00H0 _ 2)71‘/2)(H0(90) _ z)’l%(e’Qono _ Z)il,

where Vp := Hy(6y) — e~ 2% Hy is a compactly supported differential operator of order 2. The

L? — HZ2P bound then follows from the L? — L? one by the resolvent identity between zy €
and z, using (§.16)). O
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4.2 A deformation result
We recall first the following result.

Proposition 4.8 (Sjostrand [R9]). Let d > d and V € V4(0y, Ro, €0). Let Ry > 0 and €1 > 0 be
Fredholm admissible for Hy and Hy+ V. Then, if k > d/2+ 1,

tr (Ho+V —2)™%F — (Ho — 2)7%) = tr (Ho(0) + V/(0) — 2) ™" — (Ho(0) — 2) %),
for all 0 € [0,6p] and all z € QF.

In the next propostion, we simply state that the above invariance of the trace by analytic
distortion still holds for the regularized traces of the form (B.17).

Proposition 4.9. Let p € N and p > 0 such that p > d/p. Let V € V,(60y, Ro, €0). Then, if €1 is
small enough, Ry is large enough and k > d/2 + 1, we have

Ty (Ho,V,z) = Ty (Ho(0),V(0), 2)
for all 0 € [0,6p] and all z € QF.

As the reader may guess, this proposition is a fairly elementary consequence of Proposition @,
approximating V' by a sequence V;, € V;(6o, Ry, €;) with d > d.

Lemma 4.10. Let V € V,(0y, Ro,€0). Let d > d. We can find R) > Ry, 0 < € < ¢ and
a sequence (Vi)n>1 € Vi(bo, Ry, €;), bounded in V,(0o, Ry, €,) such that, for all p" < p and all
s,0 € R,

V.. = V] r— 0, n — 0o, (4.22)

Hie” —Hig 7
for all h < 1.

Proof. Choose first a determination of Z — Z/4 for Z € C \ €2%][0, +-00), with 6y < 6)) < 7. We
may assume that it is positive on R*. Choose also x € C5°(R?) such that 0 < y < 1, x(z) = 1 for
|z] < R}/2, and x(z) = 0 for |z| > R{,. We then define

Xn(@) = X(@) + (1= x(@)exp (<@ /n), =1,

with 22 = 2% + -+ + 22, and
Vi = XnV Xn-

If R} is large enough, the coefficients of V,, are then such that ([l.13), (l.14) and ([L.15) hold,
with ¢ independent of n in ([.14), and ({.29) is elementary. Furthermore, if ¢, is small enough
z — exp (—(2?)Y/*/n) has an analytic continuation to X (6o, Rf, €j) where it is uniformly bounded
with respect to n > 1. Therefore (V;,)n>1 is bounded in V,(6y, Rp, €). Also, it clearly belongs
to V(0o, R}, €)) since, if x = tew with t > 1, w close to S¥™! and 6 € [0,6,], we then have
Re ((22)1/4) = t1/2 cos(0/2) = t/2. O

Proof of Proposition @ By Proposition @, for all Ry large enough and all €; small enough,
(Ry,€1) is Fredholm admissible for €V}, and €V, for all n > 1 and ¢ € [0, 1]. Using Proposition [.§
with Rj, and €, we then have

tr (Ho +¢€V, —2) ™% — (Ho — 2)7%) = tr (Ho(0) + eV (0) — 2) % — (Ho(0) — 2)7")
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and the latter can be differentiated with respect to ¢ using Proposition @ since the operators
inside the trace are smooth with respect to ¢, in the trace norm. This is easily seen, for instance
for the left hand side, by writing the operator inside the trace as a linear combination of operators
of the form

(Ho + €V, —2) MeV(Hy — 2)7%, ki+ko=k+1.

Therefore,
Ty (Ho, Vi, 2) = Ty (Ho(0), Vo (6), 2)

gives the result by letting n go to co, using ([.22)) with p’ such that pp’ > d, Propositions .9 and
&) 0
4.3 The main tool of Sjostrand’s trace formula

Proposition 4.11. Let 2 be an open subset satisfying with0 < 0y <7 and 0 < € < 2w —26.
Let V € V,(6o, Ro, €0) with p > 0. Then, we can fiz h1,e1 small enough and Ry large enough such
that there exists a family of finite rank operators (K (60o))o<h<h, cc[0,1] With the following properties:

rank(K.(6y)) < h ™, (4.23)
(o (00) + 2V (80) + Ke(0) = )Moz 1. (4.24)
forallh € (0,h1], z€ Q, £ €[0,1]. For all N;s,c € R and k € N
|OEK-(00)]] oo _ppvon S 1, h e (0,h], € €[0,1]. (4.25)
In addition, there exists x € C§°(R?), independent of h and e, such that K.(0y) = xK:(6o)x-
Note that (}£.25) and Lemma @ imply that
|OFK (00)|lr < B9, h e (0,h1], € € [0,1]. (4.26)

~

This proposition is essentially proved in [@, . We however recall the main argument of the
proof to emphasize the dependence on € which was not considered in those references.

Lemma 4.12. For all e, > 0 such that 2w — 20y — 4e1 > € and €1 < €, and for all C > 1, we can
construct a smooth function F : Dp — C, with D a neighborhood of e'l=200—4¢1:€] [0, +00), such
that

F(Z)=Z, for Z such that |Z| ¢ [C™',C] or with argument close to — 20, (4.27)
and
|F(Z) -z 2 1, Z € Dp, z€qQ. (4.28)

Proof. We can define a function arg(Z) smooth on e/(=200=4¢¢)(0, 400), with ¢} and € slightly
larger that €; and € respectively, such that

Z = |Z|exp(iarg(2)),  arg(Z) € (—20¢ — 4e}, €).
Observe next that, for some # < 6y and r5 > r1 > 0,

NC{zeC; r <|z| <rg, —20 <arg(z) <e}. (4.29)
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We next take C large enough so that C~! < r; < 7o < C and choose ¢ € C§°(C~!,C) such that
1 =1 near [r1,r2]. For § small enough, we also choose © € C*°(R) non decreasing such that

const. > —260p — 20, if a < —26y — 20
O(a) = | a, if | —20p —a <6
const. < —260y + 29, if a > —20g + 20

We choose § such that the sector defined by —26y — 26 < arg(Z) < —26p + 20 doesn’t meet the
sector —20 < arg(Z) < e. We then set

F(2) = |Z]exp (- 2i0(arg(2))p(1Z]) +i(1 - ¥(|Z]))arg(2) ).

It is clearly smooth where arg(Z) is defined hence in the sector ei(_2‘9°_46/176/)(0, +00). We have
F(Z) = Z for for |Z| < C~! and |Z] > C so F is smooth near 0. Since O(arg(Z)) = arg(Z)
if arg(Z) is close to —26p, we have () Furthermore, for Z in the right hand side of (@),
we have F(Z) — z # 0 otherwise we should have |z| = |Z| € [r1,72] and then z = F(Z) =
|z| exp(—2i©(arg(Z))) which is impossible by the choice of . This is sufficient to prove (§.2§)
since |F(Z)| — oo as |Z| — . O

Proof of Proposition . We choose first €; small enough and R; large enough to ensure that
(E13) and (E13) hold. We also assume that €; satisfies the condition of Lemma [f.13. The full
Weyl symbol of Hy(0g) + eV (6p) is of the form

Pebo (%€, h) 4 hbe g, (x, &, )

with b, g, polynomial of degree 1 in £, and with

Pe,00 (SC, 3 h) = pgl (500 (x)vt’féo (SC)&, h) + ae (500 (x)vt’féo (50)5, h) ,
= plo, (2,8 + ac (re, (x), K, (x)€, h)

where p¢! is the classical principal symbol and a.(.,., h) a polynomial of degree 1 in ¢ with coeffi-
cients in C, (o, Ro, €0), bounded with respect to h € (0, ho] and € € [0,1]. All these symbols are
affine (hence smooth) with respect to €. We then claim that, by possibly increasing Ry, we may
also assume that

Pe.oy(2,€,h) € D, (4.30)

for all h < 1, (x,¢) € R?? and ¢ € [0, 1]. Note first that, with no loss of generality in Lemma ,
we may assume that Dp is constructed for 7/2 < 6y < 7 so that Dp is also a neighborhood of R.
Then, for |z| < Ry, peo,(z, &, k) is real hence belongs to Dp. On the other hand, there exists Cy
such that

|a€ ('“590 (‘T)vt"ﬁleo (.T)f, h) | < Cle_p<§>,

for all Ry > 1, [z| > Ry, € € R, h € (0, ho] and € € [0,1]. Thus, using ([L13) with p¢y = pc, , we

see that for any neighborhood of e![=2fo—4c1.€] [0,+00), we can choose Ry large enough such that
DPe.0, (7, €, h) belongs to this neighborhood for |2| > Ry. This implies ({.30) which then shows that
F o p. g, is smooth on R?. Actually, we have

w&‘ﬂo = F(p€,9o) — Pego € C(())O(Rmi)? (431)
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and, more precisely, 1¢ g, is bounded in C§° as € and h vary. Indeed, by (), D<o (2, &, h)| — o0
as |¢| — oo and, on the other hand, for £ in a compact set, p. g, (v, &, h) — e~21%|¢|2 as |z| — oo.

Using (.27), this gives ([L.31]).
To construct K.(fp), we recall the following point. For all ¥ € C§°(R??), we may write
Opiy (V) = K(h) + R(h),
with K (h) of finite rank, rank(K (h)) < h~%, and for all N > 0,
IR(W|| =~ yrvn < ChY, h < 1.
In addition, for some fixed x € C°(RY),
K (h) = xK(h)x.

Let us now choose ¥ € C§°(R??) such that ¥ = 1 near a compact set (independent of h and ¢)
containing the support of ). g,. We then have

O, (¥=,00) = K (h)Opy) (=0, ) K (h) + R 9, (h)
with, for all N > 0,
||R5,90(h)||HS—CN,—N_}H;\L{,N < ChN, h<1, e€]0,1],

using that Opy’ (ve,6,) = Opy (¥)Op} (Y 0,)Opy (¥) + O(h>°) by pseudodifferential calculus. We
then set

Ke(0o) := K (h)Opi; (=,0,) K (h).
It satisfies ([.23), ([L.23)) and has a Schwartz kernel supported in a fixed compact set. To get ({£.24),
we simply observe that

Ho(00) + eV (6o) + Kc(0o) — 2 = Opy (F(pe,p,) — 2) + hT:(6o),

with [|72(60)|[ 20 ;2 S1ash < 1and e €[0,1]. By (E29), Opy (F(pe.,) — 2) is invertible for h
small enough (uniformly with respect to ¢ and z € Q) and so is Op} (F(pe.g,) — 2) + hT:(0o) by an
elementary perturbation argument. O

Using the notation of Sjostrand-Zworski [@}, we now set

—

H.(0o) = Ho(6o) + eV (00) + K(0o), (4.32)
and I
K. (60, 2) = —K.(60)(H:(60) — )%, (4.33)
or, equivalently,
1+ K.(60,2) = (Ho(60) + €V (6) — 2)(Ho(6) — =)~} (4.34)
for all z € Q\ Res(Hp + ¢V, Q). We then have (see [B(])
tr ((Ho(oo) FeV(0o) — 2)" — (Ho(8y) — z)—l) - —tr ((1 + K.(00, 2)) 0. K- (6o, z))

= —9,log det; (1+I~(€(90,z)). (4.35)

Remark that the zeroes of dety (1 + K -(00, 2)) are contained in the set of resonances since, if z is
not a resonance, ([.34) is invertible. Actually, the zeroes of dety (1 + K. (6, z)) in € are exactly
the resonances of Hy 4+ €V in  with the same multiplicities (see Definition @) More precisely
we recall the following result (see [B0]).
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Proposition 4.13. If w € Res(Hy +V,Q), there exists a holomorphic function G.,(z), for z close
to w, such that Gy, (w) # 0 and

det; (1 + K1 (6o, z)) = (2 — w)™ WGy (2), (4.36)
where m(w) is the multiplicity of the resonance.

Proof. Let [(w) be the multiplicity of w as zero of dety (1 + K (6o, z)) given by

l(w) = i / 9, log det, (1 +f<1(90,z)) dz, (4.37)
Y

with v a small positively oriented circle centered at w. According to (), we have

l(w) = i tr (Ho(6) + V(60) — 2)™ K1 (60) (1 (60) — ) ") d=

i —
= %tr (/(Ho(oo) + V(@o) — Z)il — (Hl (90) — z)ldz) .
gl
By construction of I{(G\O ), the resolvent (ff(e\o) — z)~1 is holomorphic near w and its integral on

~ vanishes. It follows that

i

tw) = 5 [ o)+ v - )7z ) = bl ),

where 1lg, .,, defined by (), is a projector which (by definition of the multiplicity m(w)) satisfies
tr(Ilg, w) = rank(Ilg, ) = m(w).

This conclude the proof of Proposition . O

Therefore, the multiplicities of the resonances as zeroes of det (1 + K 1(0o, z)) or as given by

Definition @ coincide and we have the factorization

det; (1 + K1 (6o, z)) = [ G-wGih (4.38)
weRes(Ho+V,Q)

where, for each h € (0, h1], G1(., h) is a non vanishing holomorphic function on .
We now recall beautiful result due to Sjostrand which is a crucial consequence of Proposition

411
Proposition 4.14 ([RY]). There exists 9“1 (., h) holomorphic on Q such that

G1(z,h) = exp (chl(z, h)) , h<l, z€Q,

and, for all W € Q
0.0% (2, )| < Cwh™,  h<1, z€W.
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An immediate consequence of () and Proposition is that, for all W € Q,

_ k—1)!
8% log det, (1 + K1 (6o, z)) -3 ﬁ < Cwhd, (4.39)
weRes(Ho+V,Q)

for h < 1 and z € W. The same result applied with V' = 0, using that Hy has no resonances,
shows that

(1 + Ko(6o, z))’ < Cwh™1, (4.40)

for h<« land z € W.

Another useful consequence of the absence of resonance for Hy is the following. Since Hy has
no resonances, Hy(6p) — z is invertible for all A < 1 and all z in a neighborhood of Q. Therefore,
for all h < 1, there exists e, such that Ho(6p) + €V (0y) — z is invertible for |e] < €, and z € Q.

Thus, by (-34), the function
Ge:(z,h) :=dety (1 + IN(E(HO,Z)) , z2€Q, ¢ € (—en,en), (4.41)

is holomorphic and doesn’t vanish. This allows to choose a branch of its logarithm which we denote
by Log;, Ge(z,h), to stress on the h dependence of such a choice.

Proposition 4.15. The branch Log;, G<(z,h) can be chosen such that, given a fized 2o € U, we
have, for all 7 >0,1>1,

< h 4

ot oI
‘ D Log, G0, h) s

0zt Oei

Proof. According to ([40), Go(z, h) = exp(¢ (2, h)) with [0.¢%(z,h)| < h~? . On the other
hand, for all h < 1, we can find &(zp, h) > 0 such that

GE(Zo,h)
— -1 <L1/2 < h
Sl dl<uz et
thus we can set
G:(z0,h
Log, G=(z0,h) = ¢“°(20,h) + log (%) (4.42)

where log is the principal determination of the logarithm on C \ (—o00,0]. We can then define
Logj, G<(z, h) as the unique primitive of 0,G¢(z, h)/G(z, h) coinciding with the right hand side of
(K.42) at z = zp. The smoothness with respect to z and € (close to 0) is then clear. The bounds on
the derivatives at z = zp and € = 0 are obtained by applying ajal;l to (), using Proposition

and ([L16). 0

Regarding the behavior of 8/Log;, G.(z, h)je=o for z € Q, we have the following result.

Proposition 4.16. For all j > 0, I > 1, there exists N;j; € N such that, for all compact subset
W eQ,

000! Logy, Ge(2, ) jeo| < Cwh™ sup (1 +11(Ho(80) = Z) ™M o 2 ) h<l, ze W
ZeQ
Proof. By writing Log;, G.(2,h)|—o as the sum of Log, Gc(z0,h)—o and the integral of its
h

derivative over a path joining 2y to 2, the result follows from ([£.35), ), Proposition .11} and
Proposition . O
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5 Proofs of Theorems [[.3, -5 and [L.7]
5.1 The general case
Using the notation ([3.17), we have, for k > d/2,
Cp(k,z,h) = (HO,VZ) h<1l, z€Qf, (5.1)
and, by Proposition @, we also have, if k& > d/2 + 1 which we now assume,
T¥(Ho,V,z) = TF(Ho(f0), V(6o), 2), h<l, zeQ. (5.2)
To analyze the right hand side of (§.9), we consider first
p—1
~ 1 dJ
T;(Go,z,h) = t{r (Hl 90 —Z Z 90 —Z) k‘g:O ,

ld]
]O

where I—K(G\O) is defined by (.39).

Lemma 5.1. For all h < 1, the function ﬁf(@o, z, h) is well defined, has an holomorphic contin-
uation from QF to Q and, for all W € Q,

T (00, 2,h)] < Cwh™®,  h<1, z€W.

Proof. Write first that

d — — _—

7z (H=(00) = 2)” L= —(H:(00) — =)~ (V(60) + 0cK=(00)) (H(6o) — 2)". (5.3)

Then, an elementary induction shows that the operator

& —

E ) — =) =t (o) — )V (80)) (o) — =)

is a linear combination of holomorphic finite rank operators with trace norm of order h=¢, for all
4. This formula for j = p combined with Taylor’s formula and Proposition shows that the
operator

p—1 1 . 1 . o . p o — .
(1, (00) - ]2;]—— 700) =)ot | (=177 ((0) = =)V (80)) (HeBo—2) e

is a linear combination of holomorphic trace class operators with norm O(h~%), locally uniformly
on compact subsets of Q. Using (B.16), Proposition B.3 and ([.24), the k-th derivative of the
operator in the integral above is trace class, holomorphic on € and with trace norm O(h~%),
locally uniformly with respect to z. The result follows. (|

Using (B.14) and (5.9), we obtain

TF(Ho,V,2) = T} (60, 2,h) + OF1A(z,h),  h<1, z€Qf, (5.4)

1
(k—1)!
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where

A(z,h) = tr ((Ho(8o) + V(0) — )" = (Hi(6o) — 2) ")

—Zlﬂtr(H(H )+ eV (6 )—z)_l—(H/EH\)—z)_l)
j'd-] o\vYo 0 e\Y0 |5:O7
that is
~ A(z,h) = 0. log det, (1+K1 0o, 2 ) 0. Z ,d - LoghG (2.1) - (5.5)

by (.35), (JL.41)) and the notation of Propositions and [1.14.
Proof of Theorems [.3 and [I.7. By (.1), (£.9), (.4), (.5) and (£.39) we have an expression

of the form ) with

p—1

bplz,h) = T (B, 2, h) — (k_1)'85( S5 (2 ) jz_: 1' jj LognGe(z:h)sy)  (5.6)

which is holomorphic on €. This proves Theorem E using Proposition E with H(Q, h1) the set
of families of holomorphic functions on €.

To prove Theorem , we simply additionally note that, by Proposition and Proposition
, we can find V > 0 such that, for all W & €,

N
[09(2, )] < Cwh™ sup (1 + [[(Ho(00) — Z)fl||L2ﬁH3é0) . h<l, zeW (5.7)
Ze

Then, Proposition B gives the result using the space H (€2, h1) of families of holomorphic functions
N
locally bounded by (a constant times) h=?sup,cq (1 + ||(Ho(6o) — Z)71||L2—>H,21°) . Note that

it satisfies ([.28) and ([[.29). O

5.2 Proof of Theorem

In this subsection, H(£2, h1) denotes the space of families of holomorphic functions (¢(., h))ne(0,h,]
such that, for all W € Q, |¢(z,h)| < Cwh™%, for z € W and h € (0, hq].

For p = 1, the result can be considered as essentially a consequence of [ﬁ] For completeness,
we give the proof. In that case, ¢; (given by (b.6) with p = 1) belongs to H(Q, h;) according to
Lemma @, Proposition and () The result follows then from Proposition .

In the case p = 2, (5.6) gives

b2(z,h) — TF (0,2, h) + ———— 8% (2, h) =

(k)

0% Lo Goeu 1) g + tr (- (L) = 20y — 4L (Fu(60) + <V(60) ~ 2075, ) (59)

1
k — 1)l de
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By Lemma @, Proposition and (), it remains to study the second term of (@) We first
remark that this term can be written as the sum of

tr (52 o) + <V (60) — 20, ~ 5L (Hal6) + eV (00) = 21 %) (5.9

and o —
_af_ltr ((Ho(eo) — Z)_185K8(90)|E:O(H0(90) - Z)_l) /(k o 1)!’

using ([.32) and (F.3). This last expression clearly belongs to H(Q, ;) by Proposition and
we are left with the study of (f.9).

For that purpose, we use the approximation V,, of V' introduced in Lemma . Using (@),
Lemma @ and an elementary cyclicity argument, we can write

tr (di&ﬂo*) + Vo (0) - z)EEO) = —ktr (Va(0) (Ho(0) — 2)71). (5.10)

Writing 4 (Ho(0) + €V, (0) — 2)~F as the derivative of (Ho(6) +¢eV;,(0) — z) =% — (Ho(0) — 2) =% with
respect to € and using Proposition @, we obtain similarly

tr <%(H0(9) +eV(0) — z)lg’jo) = —ktr (Va(Ho — 2)™"71). (5.11)

Substracting —kt%Vn(O)(e_QwHo —2)7%1) to (.10) and (f.11) and then letting n — oo using

Proposition B.3, (F-9) can thus be written as the sum of

— ktr (V(@)((m — )Rl (e z)*’H)) (5.12)
and
lim ktr (Vo (Ho — 2) F 71 =V, (0)(e > Hy — 2)7F71). (5.13)

n—oo

Proposition 5.2. ([5.13) belongs to H(S, hy).
Proof. By the resolvent identity, @) and Proposition , we have

(Ho(0) — )" — (¢ 72" Hy — 2) ™" = (Ho(8) — 2) " B(h)(e " Hy — 2) ",

with B(h) = Op (b(h)) for some family (b(h))n«1 bounded in S~V for all N. Using (B.16), the

operator V(6) ((m —2z)7F"1—(e7%%Hy—z)~*~1) is therefore a linear combination of operators
of the form o '
V(0)(Ho(0) — 2) ™ 1B(h)(e P Hy — 2)7 271 ky+ky = k.

By (B4), (:24) and Lemma B4, each such operator has a trace norm of order »~%, uniformly with
respect to z € €1, so the result follows. O

Proposition 5.3. ([5.13) belongs to H(S2, hy).

Proof. The operators V;,(Hy — z)%=1 and V,,(0)(e 2 Hy — z)~%~! are both trace class so we
compute their traces separately. By writing

Va(0) = > vnao(z, h) (D),

lal<2

29



we first have

tr (V,(0)(e > Hy — 2)* (2mh)~ // Vp.ap (@, R)EX (e7 2062 — 2)~F1dude. (5.14)
R2d

|| <2

This holds also for # = 0 which gives an expression for tr (V,,(Ho — z)7""!). In the latter case,
deforming R into e’ieRg, we get

tr (Vi (Ho — 2) 7% (2wh)~ // Vn.on0(, h) (€7 0€) (7202 — 2) e 0qeqdy,
R2d
laf<2

and the last integral can be rewritten as

(2wh)~ // Z Un.0(k0(x), h)(e 7106)04(6721'062 _Z)fkfle—idedg det(Burg(z))de.  (5.15)
R2d

laf<2
To justify this last deformation, one simply notices that [ vy, o,0(ke(z), h) det(dyk¢(z))dz depends
holomorphically on # and that it is constant for 6 real and close to zero since kg is then a

diffeomorphism from R? to itself. Now for |z| > R large enough, (independent of n), we have
ko(z) = ez and

Un.a0(ko(x), h)e 10 = v, o o(z, h), e det(d,kg(z)) = 1.
Therefore, if we set
Cno0(T, h) = Un a0(ke(x), h)e™ 141%™ det (ko (x)) — Vn,a.0(z, h)

which is compactly supported, we have

B1d) = lim k D (k)" [ €(e 0 — 2)TFdg ></ Cno0(z, h)d,
n—oo Rd |I|§R

o <2
which is easily seen to belong to H(, h1). O
The conclusion follows then from (b.§), Propositions .9, p.3 and [L.d. O

6 A counter example for p =3

In this section, we prove Theorem [L.§. We consider Hy = thdd—:Q on L?(R) and V a compactly
supported bounded potential. In that case V(Hy — 2)~! is in the trace class for all z ¢ [0, +00)
hence in any Schatten class S,,. For trace class operators K € S, the formula ([.3) can be written

p—1 i
—1)/ .
Det,,(I + K) = Dety (I + K)exp [ (—)tr(Kﬂ)
j=1
We therefore obtain
Ds(Ho, Hy + V; 2, h) = Do(Hoy, Hy + V; 2, h)e2®(=h) (6.1)
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where

¢(z,h) =tr (V(Ho — 2)'V(Ho — 2)7").

For z = k? with Im(k) > 0, the integral kernel of (Ho — z)~ ! is ie?*l#==l/" /(2hk) and ¢(z, h) can
be computed explicitly, namely

¢(k27h> = 2ih ™ ko~ Illdzdz
- (2hk:)2/R (e Wlay, (6.2)
with
() = / V(@)V(x — y)de (6.3)
Setting N N
V() = Lio,400) (V) + V(1))
we have
0%, ) = ~ g5 (Fin V) (2007, (64

where Fi,y is the usual inverse Fourier transform
1 .
Finv = Wl dx.
9(6) = 5 /e g(x)dx

For example, for the characteristic function V(x) = xa(x) := 1[_q,q)(2), we have

~ 2a — vy if y >0,
Py = 2o
(2a+y)y+ ify <0,

where (t); = max(t,0). After elementary computations, we also obtain in this explicit case

—1ia 1 iah— 1!
¢(k2,h) = m + @(64 h™k 1)

For k = z'/2 with Im(k) < 0, which makes sense at least close to 1, this examples shows that
0-¢(z, h)| 2 exp (a[lm(k)|/R), — h < 1.

This proves that the logarithmic derivative of the corrective factor in (@) can indeed blow up
exponentially, which is a strong form of the estimate ()

This elementary striking example doesn’t however fit in our framework since V' is not smooth.
In particular, it can not be used directly to prove Theorem @ For the latter proof, we need the
following lemma.

Lemma 6.1. Let g € L®(R,R) be supported in [0,b], b > 0, but in no smaller interval. Setting,
for all 0 < b < b and h € (0,1],

sp(h) := sup |V O Frneg) (6/R)),
1<l <2
Im(€) <0, Re(§)>0

we have

limsup sy (h) = +o0.
h—0
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Proof. We clearly have

b m
|(Finvg) ()] < gllgllooebII @I ¢ec, m() <o,
and (Finvg) is bounded for Im(€) > 0. Fix 0 < b’ < b. By the Paley-Wiener Theorem, we have

sup e Y Ol(Fg)(€)] = +oo, (6.5)
Im(£)<0

otherwise g should be supported in [0, b'] which is excluded. Furthermore, since g is real valued,
we have

|(Finvg)(Re(§) +ilm(&))| = [(Finvg)(—Re(§) + ilm(E))],

so the supremum in (f.5) can be taken over Re(¢) > 0 and Im(¢) < 0. Then, using the local
boundedness of (Fi,yg) and by writing the set {£ | Im(¢) < 0, Re(£) > 0} as

{€ | Im(€) <0, Re(€) >0, [¢] <1} Lo {€ | Im(€) < 0, Re(¢) >0, 28 < [¢| < 21,

we have )
lim sup sup e~ IOl (£ ) (€)] = +00,
k—+oco 2k<ej<2ktl,
Im(£)<0, Re(£)>0
and the result follows. O

Proof of Theorem [L.6. Fix V € C°(R,R) with V # 0. By Theorem [I.3, we can write

Dg(HOaH0+VaZah): H (Z*’LU) xexp(gag(z,h))
weRes(Ho+V,Q)
where, by Theorem @,
|0.02(2,h)| < h7H, zeW. (6.6)

On the other hand, by (@), Dg(HO, Hy + V;2,h) can be replaced by the definition ([L.9) using
Fredholm determinants. Thus, by (@), we have

D§(Ho, Hy + V;2,h) = H (z — w) x 3=
wERes(Ho+V,Q)

where
P(z,h)
2 )

w3(z,h) == pa(z,h) +

with ¢ given by (6.4). In particular we have

(0:0)(2,h) = ~ 557575 (OcFan Vi) (221 *h 1) 4 s (Fun Vel ) (221 °h 1) = o (221207,
where

£(6) = (Fin V() — 5E0(Fin V() = (Finus)(©)
with

9(2) = 1400y (g (V) + V(-0)) + %xaz (V@) + V() ).
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Since V' # 0, we have V(0) = J V%> 0so g is supported in an interval [0,b], b > 0, and no smaller
one. We then obtain ([[.23) with § = b/4, first remarking that, by (6.6),

I g o B < 1,
secondly that
19 g bz b)) > (RO (L €/, € =22 W = h2,

and finally using Lemma [.J with ¥’ = b/2. O

7 Analytic perturbations

In this section, we briefly prove a result similar to Theorem E for p > 3 in the more restrictive
situation of analytic perturbations. Namely, we consider V' with coefficients analytic close to z = 0
(uniformly bounded with respect to h) and such that V' € V,(6o, Ro,€o), for any Ry > 0. We
denote by V, (6,0, €o) the set of such functions V' and we assume that 0 < 6y < 7/2. Here p > 0
is arbitrary.

In the following lemma, we first check that we can approximate such operators by fast decaying
ones. To avoid any confusion with (z) = (1 + |21|> + - - + |24]?)"/?, we set

((x)) = (14 a2+ + 2212 for € C% such that 1+ 27 4 --- 4+ 22 ¢ (—o0,0],
using the principal determination of the square root mapping C \ (—oo, 0] into e*(=7/2:7/2)(0, +-00).
Lemma 7.1. Let
Xn(x) = exp (—({(x))/n), n>1, z e R

If €g is small enough, then, for n > ng large enough,
Vo == xaVXn

belongs to V(6o,0, €o) for all d > d, the sequence (Vi)n>n, s bounded in V,(6o,0,€0) and, for all
p < pandall s,c €R,

|V, = V] r— 0, n — oo, (7.7)

Hie” —Hig 7t
for all h < 1.

Proof. The proof is similar to the one of Lemma (and anyway fairly elementary). The only new
point to check is that the coefficients of V;, belong to 14(6y,0, €9) and are bounded in V,(6y, 0, €).
Indeed, for r = €t, with t > 0 and 6 € [0, 6], and for w such that distca(w, S 1) < €, we first note
that, if o is small enough, r?w? ¢ (—o0,0]. Furthermore, if ¢ is large, 1 + r?w? = 2% (1 + o(1)),
thus

Re((rw)) 2 tcos(0).

It is then easy to check that, for all a, 9%, is bounded on (6,0, €p), uniformly with respect
to n > 1. Since the coefficients of V,, are linear combinations of products of coefficients of V' by
XnO% Xn, We see that (V,)n>1 is bounded in V,(6o,0,¢€0). It also clearly belongs to € V5(6y, 0, €).
[l
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We next give an elementary deformation result along e??R?. Let us denote

Vau(0) := Z va(ewx,h)(e_whD)a,

la<2
iV =3 <2 Valz, h)(AD)®, that is ([.2) with k(z) = ez and P = V. For if € R, we also have
Vai(0) = Uan(10)V Uqi (30),
where Uy (t) is the generator of dilations introduced for similar purposes in ]
Uan(tyu(x) = e"?u(e'x).
Lemma 7.2. Let k> d/2+ 1. Foralln>1,0€[0,6)], 2 € QT and j > 1,

i &I, .
tr (d - (HO T eV, — >|5k 0) — tr (@(e 2 GHO + EVn,dil(9> — Z)EEO> . (78)

Proof. For if € R, the result is obvious since the right hand side of (.g) reads

j
tr <%Ud11(19)(H0 + eV, — z)kUdil(iG)*a_()) .
On the other hand, § — V;, 41(6) is holomorphic from (0,6p) +i(—1,0) to L(HZF 27, Ho+1), for
all s € Nyo € R and d > d. Tt is also continuous for € [0,6p] + i[—1,0]. Since e 2’Hy — 2z
is invertible, Proposition B.Z proves the existence of the resolvent (e~"2¢Hy + eV, qn(6) — 2)~!
for € small enough (depending on h but this harmless for we shall eventually set ¢ = 0). It is
then holomorphic for 6 € (0,60y) + i(—1,0) and continuous for 6 € [0, 6y] + i[—1, 0], with values in
L(HS", H5+%9). Therefore the expression of the right hand side of ([.§) given by Proposition B.3
is holomorphlc with respect to 8 € (0,6p) + i(—1,0), continuous on [0, 0] + i[—1,0] and constant
on i[—1,0] hence constant in [0, 8] 4+ i[—1, 0] by analytic continuation. This completes the proof.
(]

Next, using Propositions @, @, @, Lemma @ and the notation (), we can write, for
each z € O,

Gk, z,h) = lim_ TY(Ho, Vi, 2),
that is the limit of
N
tr (Ho + Vo — 2) ™% — (Ho — 2)~ ZF ( -(Ho + €V, — )le’io),
j=1

or, by Lemma @, the limit of

p—1
1 d’ X _
tr ((HO + Vo —2)7F = (Hy - 2) Z ﬁ (— (e=2% Hy + eVp,an(bo) — 2)850) .
Jj=1

Observing that Proposition can be extended to the sequence V;, (ie that the corresponding
finite rank operators K,,(0y) converge as n — +00), this limit is the sum of

p—1 i
— B — B L&, B
tr | (Hy(00) — 2)% — (Ho(Go) — 2) k_ZﬁE(e 200H0+5Vdﬂ(90)_z)‘;0 : (7.9)
=
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and of

8k 1
(k—1)!

(8 log det; (1 + K (6o, z)) — 0. log detq (1 + Ko(bo, z))) =

Z ﬁ +¢(z,h),

weRes(Ho+V,Q)

with ¢(z,h) holomorphic on Q and O(h~¢) locally uniformly. This follows from (f.39), (4.39),
), Proposition and from the absence of resonances for Hy. The operator inside the trace

in ([(.9) is trace class because it is the sum of of
/\ Pl
(H1 (0o —, (e Hy + eVau(6o) — 2);

o (7.10)

JZO

and of o '
(Ho(fo) — z)~" — (e Hy — z)*

which is O(h~?) in the trace class for z € Q by Propositions .1, B.g (recall that Iﬂ(e\o) —e 20,
is compactly supported) and [.11], using the elementary bound [|(e~2% Hy — 2) Mlpampgzo S 1.
Setting

V(eo) = H1 (90) — (6_2i90H0 + Vdil(eo))

which is compactly supported, () is the sum of the trace class operators

1 d

' dEJ ((G_QieoHo + EVdil(o()) + 5‘7(90> — Z)_k — (G_QiHOHO + Evdil(90> — Z)_k)

le=0

and of

p—1
o ~ B 1 d [, . —k
(e72% Hy + Vau(6o) + V(60) — 2)* = > — i (e 2i00 Fy + Vg (60) + £V (6g) — z)

le=0’
:0 €=

<.

which are all of order h~% in the trace class, locally uniformly with respect to z € Q, by Proposition

B.d, B.19), PrOpositio and again the estimate [[(e™ Hy — 2) 7| . 20 S 1.
1.§

Using Proposition [L.§, we obtain the following theorem.

Theorem 7.3. Let p > 0 and p € N such that pp > d. Let Q € e~ *?%:9(0, +00) be a simply
connected open subset with 0 < 6y < w/2, € > 0 small enough and satisfying @) Then, if
V € V,(6p, Ro, €0) for all Ry > 0 with coefficients analytic and bounded close to 0, any p, as in
Theorem IE satisfies, for all W € €2,

0.0p(2,h)| < Cwh™,  zeW, h< 1.
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