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# EIGENVALUE PINCHING AND APPLICATION TO THE STABILITY AND THE ALMOST UMBILICITY OF HYPERSURFACES 

J.-F. GROSJEAN


#### Abstract

In this paper we give pinching theorems for the first nonzero eigenvalue of the Laplacian on the compact hypersurfaces of ambient spaces with bounded sectional curvature. As application we deduce rigidity results for stable constant mean curvature hypersurfaces $M$ of these spaces $N$. Indeed, we prove that if $M$ is included in a ball of radius small enough then the Hausdorff-distance between $M$ and a geodesic sphere $S$ of $N$ is small. Moreover $M$ is diffeomorphic and quasi-isometric to $S$. As other application, we give rigidity results for almost umbilic hypersurfaces.
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## 1. Introduction

One way to show that the geodesic spheres are the only stable constant mean curvature hypersurfaces of classical model spaces (i.e. the Euclidean space, the spherical space and the hyperbolic space) is to prove that there is equality in the well-known Reilly's inequality. One of the main points of the present paper is to obtain new stability results for hypersufaces immersed in more general ambient spaces.

First, let us recall the Reilly's inequality. Let $\left(M^{m}, g\right)$ be a compact, connected and oriented $m$-dimensional Riemannian manifold without boundary isometrically immersed by $\phi$ in the simply connected model space $N^{n+1}(c)(c=0,1,-1$ respectively for the Euclidean space, the sphere or the hyperbolic space). The Reilly's inequality gives an extrinsic upper bound for the first nonzero eigenvalue $\lambda_{1}(M)$ of the Laplacian of $\left(M^{m}, g\right)$ in term of the square of the length of the mean curvature $H$. Indeed we have

[^0]\[

$$
\begin{equation*}
\lambda_{1}(M) \leqslant \frac{m}{V(M)} \int_{M}\left(|H|^{2}+c\right) d v \tag{1}
\end{equation*}
$$

\]

where $d v$ and $V(M)$ denote respectively the Riemannian volume element and the volume of $\left(M^{m}, g\right)$. Moreover in the case of hypersurfaces (i.e. $m=n$ ), the equality holds if and only if $\left(M^{n}, g\right)$ is immersed as a geodesic sphere of $N^{n+1}(c)$. For $c=0$ this inequality was proved by Reilly ([11]) and can easily be extended to the spherical case $c=1$ by considering the canonical embedding of $\mathbb{S}^{n}$ in $\mathbb{R}^{n+1}$. For $c=-1$ it has been proved by El Soufi and Ilias in [7]].

In the sequel we will consider a weaker inequality due to Heintze ([8) which generalizes the previous for the case where $\left(M^{m}, g\right)$ is isometrically immersed by $\phi$ in a $n+1$-dimensional Riemannian manifold $\left(N^{n+1}, h\right)$ whose sectional curvature $K^{N}$ is bounded above by $\delta$. Indeed if $\phi(M)$ lies in a convex ball and if the radius of this ball is $\frac{\pi}{4 \sqrt{\delta}}$ in the case $\delta>0$, we have

$$
\begin{equation*}
\lambda_{1}(M) \leqslant m\left(\|H\|_{\infty}+\delta\right) \tag{2}
\end{equation*}
$$

where $\|H\|_{\infty}$ denotes the $L^{\infty}$-norm of the mean curvature. Now for $m=n$ if we assume that $K^{N}$ is bounded below by $\mu$ and $M$ has a constant mean curvature $H$ and is stable (see section 5) we have

$$
n\left(H^{2}+\mu\right) \leqslant \lambda_{1}(M) \leqslant n\left(H^{2}+\delta\right)
$$

Consequently we see that if $N$ is not of constant sectional curvature we can't conclude as in the model spaces. However, the above inequality is a kind of pinching on the Reilly's inequality, that is a condition of almost equality. Such conditions have been studied for the Reilly's inequality in the Euclidean space in [6]. In the present paper we will generalize the results of [6] to the inequality (2) for hypersurfaces (i.e. $m=n$ ) of ambient spaces with non constant sectional curvature. That amounts to finding a constant $C$ depending on minimum geometric invariants so that if we have the condition

$$
n\left(\|H\|_{\infty}^{2}+\delta\right)-C<\lambda_{1}(M)
$$

then $M$ is close to a sphere in a certain sense.
Before giving the main theorems, we precise some notations which will be more convenient. Throughout the paper, we will note $h=\left(\|H\|_{\infty}^{2}+\delta\right)^{1 / 2}$ and $b=$ $\left(\frac{\|B\|_{\infty}^{2}}{n}+\delta\right)^{1 / 2}$ where $B$ denotes the second fundamental form. Moreover if ( $N^{n+1}, h$ ) is a $n+1$-dimensional Riemannian manifold with $K^{N} \leqslant \delta$ we will note $\mathcal{H}^{\star}(n, \phi, N)$ the space of all Riemannian compact, connected and oriented $n$-dimensional Riemannian manifolds without boundary isometrically immersed by $\phi$ in ( $N^{n+1}, h$ ) so that the injectivity radius $i(N)$ of $N$ satisfies $i(N) \geqslant \frac{\pi}{\sqrt{\delta}}$ if $\delta>0$. We call $\mathcal{H}_{C}(n, \phi, N)$ the space of all Riemannian manifolds of $\mathcal{H}^{\star}(n, \phi, N)$ satisfying the following convexity hypothesis : $\phi(M)$ lies in a convex ball and the radius of this ball is $\frac{\pi}{4 \sqrt{\delta}}$ if $\delta>0$. Moreover $\mathcal{H}_{V}(n, \phi, N)$ will be the space of all Riemannian manifolds of $\mathcal{H}^{\star}(n, \phi, N)$ which satisfy the following hypothesis on the volume : $V(M) \leqslant \frac{c \omega_{n}}{\delta^{n} / 2}$
if $\delta>0$ and $V(M) \leqslant\left(c \omega_{n}\right)^{1 / n} i(N)$ if $\delta \leqslant 0$ for some constant $c$. At last we put $\mathcal{H}(n, \phi, N)=\mathcal{H}_{C}(n, \phi, N) \cap \mathcal{H}_{V}(n, \phi, N)$.

Furthermore we need the following function $s_{\delta}$ defined by

$$
s_{\delta}(r)= \begin{cases}\frac{1}{\sqrt{\delta}} \sin \sqrt{\delta} r & \text { if } \delta>0 \\ r & \text { if } \delta=0 \\ \frac{1}{\sqrt{|\delta|}} \sinh \sqrt{|\delta|} r & \text { if } \delta<0\end{cases}
$$

Moreover we will note $B(p, R)$ all geodesic ball in $N$ of center $p$ and radius $R$.
The first nonzero eigenvalue of the Laplacian is in fact the second eigenvalue since the first $\lambda_{1}^{0}(M)$ is vanishing. The previous Reilly's inequalities can be generalized for the second eigenvalue $\lambda_{1}^{L}(M)$ of Schrödinger operators $L=\Delta+q$ where $q \in C^{\infty}(M)$ and we have

$$
\lambda_{1}^{L}(M) \leqslant n\left(\|H\|_{\infty}^{2}+\delta\right)+\|q\|_{\infty}
$$

The pinching theorems are stated for the second eigenvalue $\lambda_{1}^{L}(M)$ of a Schrödinger operators $L=\Delta+q$

Theorem 1.1. Let $\left(N^{n+1}, h\right)$ be a $n+1$-dimensional Riemannian manifold whose sectional curvature $K^{N}$ satisfies $\mu \leqslant K^{N} \leqslant \delta$ and let $M \in \mathcal{H}(n, \phi, N)$. Let $\theta \in(0,1)$ and $\varepsilon \leqslant \frac{\theta}{5 b}$. Then there exist a point $p$ and positive constants $C_{\varepsilon}(n, b, h, V(M), \delta)$ and $R(\delta, \mu, \varepsilon b)$ so that if $\phi(M)$ is contained in the ball $B(p, R(\delta, \mu, \varepsilon b))$ and if the pinching condition $\left(P_{C_{\varepsilon}}\right)$

$$
n\left(\|H\|_{\infty}^{2}+\delta\right)+\|q\|_{\infty}-C_{\varepsilon}<\lambda_{1}^{L}(M)
$$

is satisfied then the Gromov-Hausdorff is so that

$$
d_{G H}\left(\phi(M), S\left(p, s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)\right)<\varepsilon
$$

and $M$ is diffeomorphic and $\theta$-quasi-isometric to $S\left(p, s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)$. Namely there exists a diffeomorphism from $M$ into $S\left(p, s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)$ so that

$$
\left|\left|d F_{x}(u)\right|^{2}-1\right| \leqslant \theta
$$

for any $x \in M, u \in T_{x} M$ and $|u|=1$.
Moreover, $R(\delta, \mu, \varepsilon b) \longrightarrow \infty$ when $\delta-\mu \longrightarrow 0$. On the other hand,
(1) $C_{\varepsilon}(n, b, h, V(M), \delta) \longrightarrow 0$ when $\varepsilon \longrightarrow 0$.
(2) $C_{\varepsilon}(n, b, h, V(M), \delta) \longrightarrow 0$ when $b \longrightarrow \infty$.
(3) if $V(M)^{1 / n} b \leqslant v$ and $\varepsilon=\frac{\kappa}{b}$ for positive constants $v$ and $\kappa$, then $C_{\varepsilon}(n, b, h, V(M), \delta) \longrightarrow \infty$ when $b \longrightarrow \infty$.
We recall that the Gromov-Hausdorff distance between two compact subsets $A$ and $B$ of a metric space is given by

$$
d_{G H}(A, B)=\inf \left\{A \subset V_{\eta}(B) \text { and } B \subset V_{\eta}(A)\right\}
$$

where for any subset $A, V_{\eta}(A)$ is the tubular neighborhood of $A$ defined by $V_{\eta}(A)=$ $\{x \mid d(x, A)<\eta\}$.

Remark 1.1. The point $p$ is not depending on $\theta, \varepsilon, b$ or $h$. The point $p$ is nothing but the center of mass of $M$ (see preliminaries).

Remark 1.2. We will see in the proofs that we need the dependence on $b$. However in the case of nonnegative sectional curvature the dependence of $C_{\varepsilon}(n, b, h, V(M), \delta)$ on $h$ can be omitted.

As in the euclidean case (see [6]), in the hyperbolic case or spherical case, we can obtain the Hausdorff proximity strictly with a dependence on $h$. More precisely we have the

Theorem 1.2. Let $N^{n+1}(\delta)$ with $\delta=-1,0$ or 1 where $N^{n+1}(-1), N^{n+1}(0)$ and $N^{n+1}(1)$ are respectively the hyperbolic space, the euclidean space and the sphere. Let $M \in \mathcal{H}(n, \phi, N)$. Then for any $\varepsilon>0$ there exists a positive constant $C_{\varepsilon}(n, h, V(M))$ so that if the pinching condition $\left(P_{C_{\varepsilon}}\right)$

$$
n\left(\|H\|_{\infty}^{2}+\delta\right)+\|q\|_{\infty}-C_{\varepsilon}<\lambda_{1}^{L}(M)
$$

is satisfied then the Gromov-Hausdorff satisfies

$$
d_{G H}\left(\phi(M), S\left(p, s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)\right)<\varepsilon
$$

The condition (3) of the theorem 1.1 allows to obtain an application for the stable constant mean curvature hypersurfaces. Indeed we have the following stability theorem

Theorem 1.3. Let ( $N^{n+1}, h$ ) be a $n+1$-dimensional Riemannian manifold whose sectional curvature $K^{N}$ satisfies $\mu \leqslant K^{N} \leqslant \delta$ and let $M \in \mathcal{H}_{C}(n, \phi, N)$. Let $v>0$ so that $V(M)^{1 / n} \leqslant \frac{v}{b}$. For any $\theta \in(0,1)$, there exists a constant $R_{0}(\delta, \mu, v, i(N))>$ 0 so that if $\phi(M)$ lies in a ball of radius $R_{0}(\delta, \mu, v, i(N))$ and $\phi$ is of constant mean curvature $H$ and is stable then there exists a point $p$ so that

$$
d_{G H}\left(\phi(M), S\left(p, s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)\right)<\frac{\theta}{5 b}
$$

and $M$ is diffeomorphic and $\theta$-quasi-isometric to $S\left(p, s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)$.
Remark 1.3. If $\delta>0, R_{0}(\delta, \mu, v, i(N))$ is not depending on the injectivity radius.
We will end this paper in section 6 by another application of theorems 1.1 and 1.2 for the almost umbilic hypersurfaces of model spaces.

## 2. Preliminaries

Let $\left(M^{n}, g\right)$ be a compact, connected $n$-dimensional Riemannian manifold isometrically immersed by $\phi$ in an $n+1$-dimensional Riemannian manifold ( $N^{n+1}, h$ ) which sectional curvature is bounded by $\delta$. Let $p \in N$ and exp be the exponential map at this point. If $\delta>0$, we need to assume that $\phi(M)$ lies in a convex ball around $p$ of radius less than or equal to $\frac{\pi}{2 \sqrt{\delta}}$. We consider $\left(x_{i}\right)_{1 \leqslant i \leqslant n}$ the normal coordinates of $N$ centered at $p$ and for all $x \in N$, we denote by $r(x)=d(p, x)$, the geodesic distance between $p$ and $x$ on $\left(N^{n+1}, h\right)$.

Moreover we define the function $c_{\delta}$ by $c_{\delta}=s_{\delta}^{\prime}$. Obviously, we have $c_{\delta}^{2}+\delta s_{\delta}^{2}=1$ and $c_{\delta}^{\prime}=-\delta s_{\delta}$.

The gradient of a function $u$ define on $N$ with respect to $h$ will be denoted by $\nabla^{N} u$ and the gradient with respect to $g$ of the restriction of $u$ on $M$ will be denoted by $\nabla^{M} u$.

Briefly, we recall the proof of Heintze ([8]) for the Reilly inequality. This proof can be extend without problem to Schrödinger operators $L=\Delta+q$.

We will use $\frac{s_{\delta}(r)}{r} x_{i}$ as test functions in the variational characterization of $\lambda_{1}(M)$ but these functions must be $L^{2}$-orthogonal to the first eigenfunction $u$ of $L$ which can be chosen positive. For this purpose, we use a standard argument used by Chavel and Heintze ([5] and [8]). Indeed, let $Y$ be a vector field defined by

$$
Y_{q}=\int_{M} \frac{s_{\delta}(d(q, x))}{d(q, x)} \exp _{q}^{-1}(x) u(x) d v(x) \in T_{q} N, \quad q \in M
$$

From the fixed point theorem of Brouwer, there exists a point $p \in N$ such that $Y_{p}=0$ and consequently, for a such $p, \int_{M} \frac{s_{\delta}(r)}{r} x_{i} u d v=0$. But for $\delta>0$, we must assume $\phi(M)$ is contained in a ball of radius $\frac{\pi}{4 \sqrt{\delta}}$. Indeed, in this case $\phi(M)$ lies in a ball of center $p$ (the point $p$ so that $Y_{p}=0$ ) with a radius less or equal to $\frac{\pi}{2 \sqrt{\delta}}$.

Now considering the vector field on $M, Z=s_{\delta} \nabla^{N} r$ and noting that the coordinates of $Z$ in the normal local frame are $\left(\frac{s_{\delta}(r)}{r} x_{i}\right)_{1 \leqslant i \leqslant n}$, we have

$$
\begin{aligned}
\lambda_{1}^{L}(M) \int_{M} s_{\delta}^{2}(r) d v & =\lambda_{1}^{L}(M) \int_{M}|Z|^{2} d v=\lambda_{1}^{L}(M) \int_{M} \sum_{i=1}^{n+1}\left(\frac{s_{\delta}(r)}{r} x_{i}\right)^{2} d v \\
& \leqslant \int_{M} \sum_{i=1}^{n+1}\left|\nabla^{M}\left(\frac{s_{\delta}(r)}{r} x_{i}\right)\right|^{2} d v+\int_{M} q|Z|^{2} d v
\end{aligned}
$$

Now, Heintze proved that $\sum_{i=1}^{n+1}\left|\nabla^{M}\left(\frac{s_{\delta}(r)}{r} x_{i}\right)\right|^{2} \leqslant n-\delta\left|Z^{T}\right|^{2}$ and

$$
\begin{equation*}
\operatorname{div}\left(Z^{T}\right) \geqslant n c_{\delta}-n H\langle Z, \nu\rangle \tag{3}
\end{equation*}
$$

Then

$$
\begin{aligned}
\lambda_{1}^{L}(M) \int_{M}|Z|^{2} d v & \leqslant \int_{M}\left(n-\delta\left|Z^{T}\right|^{2}\right) d v+\int_{M} q|Z|^{2} d v \\
& =\int_{M}\left(n-\operatorname{div}\left(Z^{T}\right) c_{\delta}\right) d v+\int_{M} q|Z|^{2} d v \\
& \leqslant \int_{M}\left(n-n c_{\delta}^{2}+n H\langle Z, \nu\rangle c_{\delta}\right) d v+\int_{M} q|Z|^{2} d v \\
& =\int_{M}\left(n \delta s_{\delta}^{2}+n H\langle Z, \nu\rangle c_{\delta}\right) d v+\int_{M} q|Z|^{2} d v
\end{aligned}
$$

$$
\leqslant \int_{M} n \delta s_{\delta}^{2} d v+\|H\|_{\infty} \int_{M} n s_{\delta} c_{\delta} d v+\int_{M} q|Z|^{2} d v
$$

and using again (3) we get

$$
\begin{aligned}
\lambda_{1}^{L}(M) \int_{M}|Z|^{2} d v & \leqslant n \delta \int_{M}|Z|^{2} d v+\|H\|_{\infty} \int_{M}\left(n H\langle Z, \nu\rangle s_{\delta}+\operatorname{div}\left(Z^{T}\right) s_{\delta}\right) d v+\int_{M} q|Z|^{2} d v \\
& =n \delta \int_{M}|Z|^{2} d v+\|H\|_{\infty} \int_{M}\left(n H\langle Z, \nu\rangle s_{\delta}-c_{\delta} s_{\delta}\left|\nabla^{M} r\right|^{2}\right) d v+\int_{M} q|Z|^{2} d v \\
& \leqslant n \delta \int_{M}|Z|^{2} d v+n\|H\|_{\infty}^{2} \int_{M}|\langle Z, \nu\rangle||Z| d v+\int_{M} q|Z|^{2} d v \\
& \leqslant n \delta \int_{M}|Z|^{2} d v+n\|H\|_{\infty}^{2} \int_{M}|Z|^{2} d v+\int_{M} q|Z|^{2} d v \\
& \leqslant n\left(\|H\|_{\infty}^{2}+\delta\right) \int_{M}|Z|^{2} d v+\|q\|_{\infty} \int_{M}|Z|^{2} d v
\end{aligned}
$$

## 3. An $L^{2}$-APPROACH

First we recall the standard Sobolev inequality (cf [9], [10], [16] and p 216 in (4]). If $f$ is a smooth function and $f \geqslant 0$, then

$$
\begin{equation*}
\left(\int_{M} f^{\frac{n}{n-1}} d v\right)^{1-(1 / n)} \leqslant K(n) \int_{M}(|d f|+|H| f) d v \tag{4}
\end{equation*}
$$

where $K(n)$ is a constant depending on $n$ and the volume of the unit ball in $\mathbb{R}^{n}$. Taking $f=1$ on $M$ and $r \in[1,+\infty]$, we deduce that

$$
\begin{equation*}
\frac{\|H\|_{2 r}^{2}}{V(M)^{1 / r}} \geqslant \frac{\alpha}{V(M)^{2 / n}} \tag{5}
\end{equation*}
$$

An easy computation shows us that

$$
\begin{equation*}
h^{2} \geqslant \frac{\alpha}{V(M)^{2 / n}}(1+o(1)) \tag{6}
\end{equation*}
$$

Throughout the paper $o(1)$ will denote any function depending on $b, h$, on the dimension or the sectional curvature of $\left(N^{n+1}, h\right)$ but not on the volume of $M$ so that $o(1)$ tends to 0 when $b$ or $h$ goes to the infinity. Moreover $\alpha$ denotes a constant depending on $n$.

Remark 3.1. Note that here we can choose $o(1)=0$ for nonnegative sectional curvature. But we can't deduce such estimate with $o(1)=0$ or $o(1)$ depending strictly on $b$ for the negative sectional curvature case. This is the reason for which we can omit the dependence on $h$ in the theorem 1.1 as mentioned in the remark 1.8.

Lemma 3.1. If the pinching condition $\left(P_{C}\right)$ holds then $\left\|Z^{T}\right\|_{2}^{2} \leqslant \beta V(M)^{2 / n}\|Z\|_{2}^{2} C$.

Proof. We have

$$
\begin{aligned}
\left\|Z^{T}\right\|_{2}^{2}=\int_{M}|Z|^{2} d v-\int_{M}\langle Z, \nu\rangle^{2} d v & =\int_{M}(|Z|+|\langle Z, \nu\rangle|)(|Z|-|\langle Z, \nu\rangle|) d v \\
& \leqslant 2 \int_{M}\left(|Z|^{2}-|\langle Z, \nu\rangle||Z|\right) d v
\end{aligned}
$$

and from the proof of Reilly's inequality and the pinching condition, we have

$$
n\|H\|_{\infty}^{2}\left(\int_{M}|Z|^{2} d v-\int_{M}|\langle Z, \nu\rangle \| Z| d v\right)<C\|Z\|_{2}^{2}
$$

Now the relation (5) allows us to conclude.

Lemma 3.2. If $C<\frac{\alpha}{V(M)^{2 / n}}(1+o(1))<\frac{1}{2}\left(\frac{n^{2}}{n+2}\right) h^{2}$, then $\left(P_{C}\right)$ implies that

$$
\|Z\|_{2}^{2} \leqslant \frac{n V(M)}{n h^{2}-\left(\frac{n+2}{n}\right) C} \leqslant \beta V(M)^{1+2 / n}(1+o(1))
$$

Proof. From the previous lemma we have

$$
\lambda_{1}^{L}(M)\|Z\|_{2}^{2} \leqslant n V(M)-\delta\left\|Z^{T}\right\|_{2}^{2}+\int_{M} q|Z|^{2} d v
$$

If $\delta \geqslant 0$, we then have $\left(\lambda_{1}^{L}(M)-\|q\|_{\infty}\right)\|Z\|_{2}^{2} \leqslant n V(M)$ and with the pinching condition we get the desired inequality. If $\delta<0$

$$
\lambda_{1}^{L}(M)\|Z\|_{2}^{2} \leqslant n V(M)-\frac{2 \delta C}{n\|H\|_{\infty}^{2}}\|Z\|_{2}^{2}+\|q\|_{\infty}\|Z\|_{2}^{2}
$$

Then

$$
\int_{M}\left(\lambda_{1}^{L}(M)-\frac{2|\delta| C}{n\|H\|_{\infty}^{2}}-q\right)|Z|^{2} d v \leqslant n V(M)
$$

and combining this with the pinching again, we get

$$
\left(n h^{2}-C-\frac{2|\delta| C}{n\|H\|_{\infty}^{2}}\right)\|Z\|_{2}^{2} \leqslant n V(M) .
$$

Since $\|H\|_{\infty}^{2}+\delta>0$, we deduce that $\left(n h^{2}-C-\frac{2 C}{n}\right)\|Z\|_{2}^{2} \leqslant n V(M)$ and taking $C<\frac{1}{2}<\left(\frac{n^{2}}{n+2}\right) h^{2}$, we obtain the result of the lemma.

Lemma 3.3. If the pinching condition $\left(P_{C}\right)$ holds then

$$
\frac{n\left(n h^{2}-C\right)}{\left(n h^{2}+\beta V(M)^{2 / n} C\right)^{2}} V(M) \leqslant\|Z\|_{2}^{2}
$$

Proof. From the previous proof, we have

$$
0 \leqslant n V(M)-\delta \int_{M}\left|Z^{T}\right|^{2} d v \leqslant n h^{2} \int_{M} s_{\delta}^{2} d v
$$

Then if $\delta \leqslant 0$ we have

$$
\begin{aligned}
\lambda_{1}^{L}(M) \int_{M}|Z|^{2} d v & \leqslant n V(M)-\delta \int_{M}\left|Z^{T}\right|^{2} d v+\int_{M} q|Z|^{2} d v \\
& =\frac{\left(n V(M)-\delta \int_{M}\left|Z^{T}\right|^{2} d v\right)^{2}}{n V(M)-\delta \int_{M}\left|Z^{T}\right|^{2} d v}+\int_{M} q|Z|^{2} d v \\
& \leqslant \frac{1}{n V(M)}\left(n h^{2} \int_{M}|Z|^{2} d v\right)^{2}+\int_{M} q|Z|^{2} d v
\end{aligned}
$$

From this we deduce that $\int_{M}\left(\lambda_{1}^{L}(M)-q\right)|Z|^{2} d v \leqslant \frac{1}{V(M)} n h^{4}\|Z\|_{2}^{4}$ and from the pinching condition we obtain the desired inequality. For $\delta>0$, we have

$$
\begin{aligned}
\lambda_{1}^{L}(M) \int_{M}|Z|^{2} d v & \leqslant \frac{\left(n V(M)-\delta \int_{M}\left|Z^{T}\right|^{2} d v+\delta \int_{M}\left|Z^{T}\right|^{2} d v\right)^{2}}{n V(M)}+\int_{M} q|Z|^{2} d v \\
& \leqslant \frac{\left(n h^{2} \int_{M}|Z|^{2} d v+\delta \int_{M}\left|Z^{T}\right|^{2} d v\right)^{2}}{n V(M)}+\int_{M} q|Z|^{2} d v \\
& \leqslant \frac{\left(n h^{2}\|Z\|_{2}^{2}+\beta V(M)^{2 / n} C\|Z\|_{2}^{2}\right)^{2}}{n V(M)}+\int_{M} q|Z|^{2} d v \\
& =\frac{\left(n h^{2}+\beta V(M)^{2 / n} C\right)^{2}\|Z\|_{2}^{4}}{n V(M)}+\int_{M} q|Z|^{2} d v
\end{aligned}
$$

and we conclude as above in the nonpositive case.

Remark 3.2. All the results stated now in this section remain true if we replace the dependence on $b$ or $\|B\|_{\infty}$ respectively by $h$ or $\|H\|_{\infty}$.

Lemma 3.4. Let $X=n H c_{\delta} \nu-\|H\|_{\infty}^{2} Z$. If $C<\frac{\alpha}{V(M)^{2 / n}}(1+o(1))<\frac{1}{2}\left(\frac{n^{2}}{n+2}\right) h^{2}$, then the pinching condition $\left(P_{C}\right)$ implies

$$
\|X\|_{2}^{2} \leqslant \beta b^{2} V(M)^{1+2 / n}(1+o(1)) C
$$

where $\beta$ is a constant depending only on the dimension.
Proof. Using again (3) we have

$$
\begin{aligned}
\|X\|_{2}^{2} & =n^{2} \int_{M} H^{2} c_{\delta}^{2} d v-2 n^{2}\|H\|_{\infty}^{2} \int_{M} H\langle Z, \nu\rangle c_{\delta} d v+n^{2}\|H\|_{\infty}^{4}\|Z\|_{2}^{2} \\
& \leqslant n^{2} \int_{M} H^{2} c_{\delta}^{2} d v+2 n\|H\|_{\infty}^{2} \int_{M}\left(\operatorname{div}\left(Z^{T}\right) c_{\delta}-n c_{\delta}^{2}\right) d v+n^{2}\|H\|_{\infty}^{4}\|Z\|_{2}^{2} \\
& =n^{2} \int_{M} H^{2} c_{\delta}^{2} d v+2 n\|H\|_{\infty}^{2} \int_{M} \delta\left|Z^{T}\right|^{2} d v-2 n^{2}\|H\|_{\infty}^{2} \int_{M} c_{\delta}^{2} d v+n^{2}\|H\|_{\infty}^{4}\|Z\|_{2}^{2} \\
& \leqslant-n^{2}\|H\|_{\infty}^{2} \int_{M} c_{\delta}^{2} d v+n^{2}\|H\|_{\infty}^{4}\|Z\|_{2}^{2}+2 n \mid \delta\|H\|_{\infty}^{2}\left\|Z^{T}\right\|_{2}^{2} \\
& =-n^{2}\|H\|_{\infty}^{2} V(M)+n^{2}\|H\|_{\infty}^{2} \delta\|Z\|_{2}^{2}+n^{2}\|H\|_{\infty}^{4}\|Z\|_{2}^{2}+2 n \mid \delta\|H\|_{\infty}^{2}\left\|Z^{T}\right\|_{2}^{2} \\
& =n^{2}\|H\|_{\infty}^{2}\left(-V(M)+h^{2}\|Z\|_{2}^{2}\right)+2 n|\delta|\|H\|_{\infty}^{2}\left\|Z^{T}\right\|_{2}^{2}
\end{aligned}
$$

Now by applying the lemma 3.2 and lemma 3.1 we obtain

$$
\|X\|_{2}^{2} \leqslant n^{2}\|H\|_{\infty}^{2}\left(\frac{\left(\frac{n+2}{n}\right)}{n h^{2}-\left(\frac{n+2}{n}\right) C}\right) V(M) C+\frac{4 n|\delta|}{n h^{2}-\left(\frac{n+2}{n}\right) C} V(M) C
$$

and we end the proof by using the fact that $C<\frac{1}{2}\left(\frac{n^{2}}{n+2}\right) h^{2}$ and the relation (6).

Lemma 3.5. Let $Y=|Z|^{1 / 2}\left(\delta Z+H c_{\delta} \nu-h \frac{Z}{|Z|}\right)$. If $C<\frac{\alpha}{V(M)^{2 / n}}(1+o(1))<$ $\frac{1}{2}\left(\frac{n^{2}}{n+2}\right) h^{2}$, then the condition $\left(P_{C}\right)$ implies

$$
\begin{aligned}
\|Y\|_{2}^{2} \leqslant\left[\beta V(M)^{1 / n}(1+o(1))\right. & +\beta^{\prime} b^{\gamma} V(M)^{\frac{\gamma+3}{n}}(1+o(1)) \\
& \left.+\beta^{\prime \prime} b^{\gamma} V(M)^{\frac{\gamma+5}{n}}(1+o(1))\right] V(M) C
\end{aligned}
$$

where $\gamma \in\left(e^{n / 2}-1, e^{n}-1\right)$ and $\beta, \beta^{\prime}$ and $\beta^{\prime \prime}$ are constants depending only on $n$ and $\delta$.

Proof. First we have

$$
\begin{align*}
\|Y\|_{2}^{2} & \leqslant \int_{M}\left(\left|Z \| \delta Z+H c_{\delta} \nu\right|^{2}-2 h\left\langle\delta Z+H c_{\delta} \nu, Z\right\rangle+h^{2}|Z|\right) d v \\
& \leqslant \int_{M}\left(\left|Z \| \delta Z+H c_{\delta} \nu\right|^{2}-2 h\left\langle\delta Z+H c_{\delta} \nu, Z\right\rangle\right) d v+h^{2}\|Z\|_{2} V(M)^{1 / 2} \tag{7}
\end{align*}
$$

Let us compute the first term

$$
\begin{aligned}
\int_{M}|Z|\left|\delta Z+H c_{\delta} \nu\right|^{2} d v & =\int_{M}|Z|\left(\delta^{2}|Z|^{2}+2 \delta c_{\delta} H\langle Z, \nu\rangle+H^{2} c_{\delta}^{2}\right) d v \\
& =\int_{M}|Z|\left(H^{2}-\delta H^{2} s_{\delta}^{2}+2 \delta c_{\delta} H\langle Z, \nu\rangle+\delta-\delta c_{\delta}^{2}\right) d v \\
& =\int_{M}|Z|\left(H^{2}+\delta-\delta\left|H Z-c_{\delta} \nu\right|^{2}\right) d v \\
& \leqslant h^{2}\|Z\|_{2} V(M)^{1 / 2}-\delta \int_{M}\left|Z \| H Z-c_{\delta} \nu\right|^{2} d v \\
& \leqslant h^{2}\|Z\|_{2} V(M)^{1 / 2}+|\delta|\|Z\|_{\infty} \int_{M}\left|H Z-c_{\delta} \nu\right|^{2} d v
\end{aligned}
$$

On the other hand,

$$
\int_{M}\left|H Z-c_{\delta} \nu\right|^{2} d v \leqslant\|H\|_{\infty}^{2} \int_{M} s_{\delta}^{2} d v-2 \int_{M} H\langle Z, \nu\rangle c_{\delta} d v+\int_{M} c_{\delta}^{2} d v
$$

Now the pinching implies that

$$
\|H\|_{\infty}^{2} \int_{M} s_{\delta}^{2} d v-\int_{M} H\langle Z, \nu\rangle c_{\delta} d v \leqslant \frac{C}{n} \int_{M} s_{\delta}^{2} d v=\frac{C}{n}\|Z\|_{2}^{2}
$$

and

$$
\int_{M} c_{\delta}^{2} d v-\int_{M} H\langle Z, \nu\rangle c_{\delta} d v \leqslant \frac{1}{n} \int_{M} \operatorname{div}\left(Z^{T}\right) c_{\delta} d v=\frac{|\delta|}{n}\left\|Z^{T}\right\|_{2}^{2}
$$

Then we have proved
(8) $\quad \int_{M}|Z|\left|\delta Z+H c_{\delta} \nu\right|^{2} d v \leqslant h^{2}\|Z\|_{2} V(M)^{1 / 2}+\frac{|\delta|\|Z\|_{\infty}}{n}\left(C\|Z\|_{2}^{2}+|\delta|\left\|Z^{T}\right\|_{2}^{2}\right)$

Now let us compute the two last terms of (7)

$$
\begin{aligned}
& -2 h \int_{M}\left\langle\delta Z+H c_{\delta} \nu, Z\right\rangle d v+h^{2}\|Z\|_{2} V(M)^{1 / 2} \\
& \leqslant-2 \delta h \int_{M} s_{\delta}^{2} d v+\frac{2 h}{n} \int_{M} \operatorname{div}\left(Z^{T}\right) c_{\delta} d v-2 h \int_{M} c_{\delta}^{2} d v+h^{2}\|Z\|_{2} V(M)^{1 / 2} \\
& =-2 h V(M)+\frac{2 h \delta}{n} \int_{M}\left|Z^{T}\right|^{2} d v+h^{2}\|Z\|_{2} V(M)^{1 / 2} \\
& \leqslant-2 h V(M)+h^{2} V(M)^{1 / 2}
\end{aligned}
$$

Therefore reporting this and (8) in (7), we get

$$
\|Y\|_{2}^{2} \leqslant 2 h^{2}\|Z\|_{2}-2 h V(M)+\frac{|\delta|\|Z\|_{\infty}}{n}\left(C\|Z\|_{2}^{2}+|\delta|\left\|Z^{T}\right\|_{2}^{2}\right)
$$

and using the estimates given in the lemmas 3.2 and 3.1 with the fact that $C<$ $\frac{1}{2}\left(\frac{n^{2}}{n+2}\right) h^{2}$, we get

$$
\begin{aligned}
& \|Y\|_{2}^{2} \leqslant \frac{2 n^{1 / 2} h^{2} V(M)}{\left(n h^{2}-\left(\frac{n+2}{n}\right) C\right)^{1 / 2}}-2 h V(M)+\left(\beta+\beta^{\prime} V(M)^{2 / n}\right)\|Z\|_{\infty}\|Z\|_{2}^{2} C \\
& =2 h V(M)\left(\frac{n^{1 / 2} h}{\left(n h^{2}-\left(\frac{n+2}{n}\right) C\right)^{1 / 2}}-1\right)+\left(\beta+\beta^{\prime} V(M)^{2 / n}\right) V(M)^{1+2 / n}(1+o(1))\|Z\|_{\infty} C \\
& \leqslant 2 h V(M)\left(\frac{\left(\frac{n+2}{n}\right) C}{2\left(n h^{2}-\left(\frac{n+2}{n}\right) C\right)}\right)+\left(\beta V(M)^{1+2 / n}+\beta^{\prime} V(M)^{1+4 / n}\right)(1+o(1))\|Z\|_{\infty} C \\
& \quad \leqslant \frac{\beta}{h} V(M) C+\left(\beta^{\prime} V(M)^{1+2 / n}+\beta^{\prime \prime} V(M)^{1+4 / n}\right)(1+o(1))\|Z\|_{\infty} C
\end{aligned}
$$

Finally we have proved
$\|Y\|_{2}^{2} \leqslant\left(\beta V(M)^{1+1 / n}(1+o(1))+\left(\beta^{\prime} V(M)^{1+2 / n}+\beta^{\prime \prime} V(M)^{1+4 / n}\right)(1+o(1))\|Z\|_{\infty}\right) C$
Now the researched inequality is a straightforward consequence of the following lemma
Lemma 3.6. If $C<\frac{\alpha}{V(M)^{2 / n}}(1+o(1))<\frac{1}{2}\left(\frac{n^{2}}{n+2}\right) h^{2}$, then the pinching condition $\left(P_{C}\right)$ implies

$$
\|Z\|_{\infty} \leqslant \beta b^{\gamma} V(M)^{\frac{\gamma+1}{n}}(1+o(1))
$$

where $\beta$ is a constant depending only on $n$ and $\delta$ and $\gamma \in\left(e^{n / 2}-1, e^{n}-1\right)$.

The proof of the above lemma is providing from a result stated in the following proposition using a Nirenberg-Moser type of proof (see [6]).
Proposition 3.1. Let $\left(N^{n+1}, h\right)$ be a Riemmannian manifold and $M \in \mathcal{H}_{V}(n, \phi, N)$. Let $\xi$ be a nonnegative continuous function so that $\xi^{k}$ is smooth for $k \geqslant 2$. Let $0 \leqslant r<s \leqslant 2$ so that

$$
\frac{1}{2} \int_{M} \Delta \xi^{2} \xi^{2 k-2} d v \leqslant\left(A_{1}+k A_{2}\right) \int_{M} \xi^{2 k-r} d v+\left(B_{1}+k B_{2}\right) \int_{M} \xi^{2 k-s} d v
$$

where $A_{1}, A_{2}, B_{1}, B_{2}$ are nonnegative constants. Then for any $\eta>0$, if $\|\xi\|_{\infty}>\eta$ then

$$
\|\xi\|_{\infty} \leqslant L\left(n, A_{1}, A_{2}, B_{1}, B_{2},\|B\|_{\infty}, V(M), \eta\right)\|\xi\|_{2}
$$

where

$$
\begin{aligned}
& L\left(n, A_{1}, A_{2}, B_{1}, B_{2},\|B\|_{\infty}, V(M), \eta\right) \\
& =K(n)\left(\frac{4 A_{1}^{1 / 2}+4 A_{2}^{1 / 2}}{\eta^{r / 2}}+\frac{4 B_{1}^{1 / 2}+4 B_{2}^{1 / 2}}{\eta^{s / 2}}+\|B\|_{\infty}\right)^{\gamma} V(M)^{\frac{\gamma}{n}-\frac{1}{2}}
\end{aligned}
$$

and $\gamma \in\left(e^{n / 2}-1, e^{n}-1\right)$.

Remark 3.3. In particular we see that
(1) If $\|\xi\|_{2} \leqslant \frac{\eta}{L\left(n, A_{1}, A_{2}, B_{1}, B_{2},\|B\|_{\infty}, V(M), \eta\right)}$, then $\|\xi\|_{\infty} \leqslant \eta$.
(2) If $\|\xi\|_{2} \leqslant A$, then for any $\eta>0$,

$$
\|\xi\|_{\infty} \leqslant \max \left(\eta, L\left(n, A_{1}, A_{2}, B_{1}, B_{2},\|B\|_{\infty}, V(M), \eta\right) A\right)
$$

In [6] this proposition has been proved for hypersurfaces of the Euclidean space. The proof is similar for hypersurfaces of some ambient space with bounded sectional curvature. This proof uses a Sobolev inequality due to Hoffman and Spruck (see 9] and [10]) which is available under the conditions on the injectivity radius of $N$ and the volume of $M$ contained in the definition of $\mathcal{H}_{V}(n, \phi, N)$.

Proof of the lemma 3.6: First we compute the Laplacian of $|Z|^{2}$. An easy computation shows that $\Delta|Z|^{2}=\left(-2 c_{\delta}^{2}+2 \delta s_{\delta}^{2}\right)\left|\nabla^{M} r\right|^{2}+2 s_{\delta} c_{\delta} \Delta r$.

Since $r \leqslant \frac{\pi}{4 \sqrt{\delta}}$ for $\delta>0$, the first term is nonpositif. Now let us consider $\left(e_{i}\right)_{1 \leqslant i \leqslant n+1}$ an orthonormal frame in a neighborhood of the point $p \in M$ where we compute the Laplacian and so that $e_{n+1}=\nu$. Then

$$
\begin{aligned}
\Delta|Z|^{2} & \leqslant 2 s_{\delta} c_{\delta}\left(-\sum_{i=1}^{n} \nabla^{N} d r\left(e_{i}, e_{i}\right)+n H\left\langle\nu, \nabla^{N} r\right\rangle\right) \\
& =2 s_{\delta} c_{\delta}\left(-\sum_{i=1}^{n} \nabla^{N} d r\left(e_{i}-\left\langle\nabla^{N} r, e_{i}\right\rangle \nabla^{N} r, e_{i}-\left\langle\nabla^{N} r, e_{i}\right\rangle \nabla^{N} r\right)+n H\left\langle\nu, \nabla^{N} r\right\rangle\right) \\
& \leqslant 2 s_{\delta} c_{\delta}\left(-\frac{c_{\delta}}{s_{\delta}} \sum_{i=1}^{n}\left|e_{i}-\left\langle\nabla^{N} r, e_{i}\right\rangle \nabla^{N} r\right|^{2}+n\|H\|_{\infty}\right) \\
& \leqslant 2 n\|H\|_{\infty} s_{\delta} c_{\delta} \leqslant \frac{2 n\|H\|_{\infty}}{\sqrt{|\delta|}} c_{\delta}^{2}=\frac{2 n\|H\|_{\infty}}{\sqrt{|\delta|}}\left(1-\delta s_{\delta}^{2}\right) \\
& \leqslant \frac{2 n\|H\|_{\infty}}{\sqrt{|\delta|}}+\left.2 n\|H\|_{\infty} \sqrt{|\delta| \mid} Z\right|^{2} \leqslant \frac{2 \sqrt{n}\|B\|_{\infty}}{\sqrt{|\delta|}}+2 \sqrt{n}\|B\|_{\infty} \sqrt{|\delta||Z|^{2}}
\end{aligned}
$$

And from the remark 3.3 about the proposition 3.1 and lemma 3.2 we deduce that

$$
\begin{aligned}
\|Z\|_{\infty} & \leqslant \max \left(1, \beta L\left(n, 2 \sqrt{n}\|B\|_{\infty} \sqrt{|\delta|}, 0, \frac{2 \sqrt{n}\|B\|_{\infty}}{\sqrt{|\delta|}}, 0,\|B\|_{\infty}, 1\right) V(M)^{1 / 2+1 / n}(1+o(1))\right) \\
& =\beta b^{\gamma} V(M)^{\gamma / n}(1+o(1))
\end{aligned}
$$

Let's introduce now the function $\varphi=|Z|\left(|Z|-\frac{1}{h}\right)^{2}=|Z|\left|Z-\frac{1}{h} \frac{Z}{|Z|}\right|^{2}$. In the following lemma, we give an $L^{2}$-estimate of $\varphi$

Lemma 3.7. If $C<\frac{\alpha}{V(M)^{2 / n}}(1+o(1))<\frac{1}{2}\left(\frac{n^{2}}{n+2}\right) h^{2}$, then $\left(P_{C}\right)$ implies that

$$
\begin{aligned}
&\|\varphi\|_{2} \leqslant\|\varphi\|_{\infty}^{3 / 4}\left[\beta\left(b V(M)^{1 / n}\right)^{1 / 2}(1+o(1))+\beta^{\prime}\left(b V(M)^{1 / n}\right)^{\gamma / 4} V(M)^{1 / 2 n}(1+o(1))\right. \\
&\left.+\beta^{\prime \prime}\left(b V(M)^{1 / n}\right)^{\gamma / 4} V(M)^{1 / n}(1+o(1))+\beta^{\prime \prime \prime}(1+o(1))\right] V(M)^{1 / 2+5 / 4 n} C^{1 / 4}
\end{aligned}
$$

where $\beta, \beta^{\prime}$ and $\beta^{\prime \prime}$ are constants depending only on $n$ and $\delta$.
Proof. First we have $\left(\int_{M} \varphi^{2} d v\right)^{1 / 2} \leqslant\|\varphi\|_{\infty}^{3 / 4}\left(\int_{M} \varphi^{1 / 2} d v\right)^{1 / 2}$. Moreover

$$
\begin{aligned}
\varphi^{1 / 2} & =|Z|^{1 / 2}\left|\frac{1}{h^{2}}\left(h^{2} Z-\delta Z-H c_{\delta} \nu\right)+\frac{1}{h^{2}}\left(\delta Z+H c_{\delta} \nu-h \frac{Z}{|Z|}\right)\right| \\
& \leqslant \frac{|Z|^{1 / 2}}{n h^{2}}|X|+\frac{1}{h^{2}}|Y|
\end{aligned}
$$

Then

$$
\begin{aligned}
\left(\int_{M} \varphi^{1 / 2} d v\right)^{1 / 2} & \leqslant \frac{1}{h}\left(\int_{M}|Z|^{1 / 2}|X| d v\right)^{1 / 2}+\frac{1}{h}\left(\int_{M}|Y| d v\right)^{1 / 2} \\
& \leqslant \frac{1}{h n^{1 / 2}}\left(\int_{M}|Z| d v\right)^{1 / 4}\|X\|^{1 / 2}+\frac{1}{h}\|Y\|_{2}^{1 / 2} V(M)^{1 / 4} \\
& \leqslant \frac{V(M)^{1 / 8}}{h n^{1 / 2}}\|Z\|_{2}^{1 / 4}\|X\|_{2}^{1 / 2}+\frac{1}{h}\|Y\|_{2}^{1 / 2} V(M)^{1 / 4}
\end{aligned}
$$

Since we have choose $C<\frac{\alpha}{V(M)^{2 / n}}(1+o(1))<\frac{1}{2}\left(\frac{n^{2}}{n+2}\right) h^{2}$, we deduce from the lemma 3.2 and (6) that

$$
\begin{aligned}
\left(\int_{M} \varphi^{1 / 2} d v\right)^{1 / 2} \leqslant\left(\beta V(M)^{1 / 4 n}(1+o(1)) \|\right. & X \|_{2}^{1 / 2} \\
& \left.+\beta^{\prime}(1+o(1))\|Y\|_{2}^{1 / 2}\right) V(M)^{1 / 4+1 / n}
\end{aligned}
$$

and the lemmas 3.4 and 3.5 give us

$$
\begin{aligned}
\left(\int_{M} \varphi^{1 / 2} d v\right. & )^{1 / 2} \leqslant\left[\beta b^{1 / 2} V(M)^{3 / 4 n}(1+o(1))+\beta^{\prime} b^{\gamma / 4} V(M)^{\frac{\gamma+3}{4 n}}(1+o(1))\right. \\
& \left.+\beta^{\prime \prime} b^{\gamma / 4} V(M)^{\frac{\gamma+5}{4 n}}(1+o(1))+\beta^{\prime \prime \prime} V(M)^{1 / 4 n}(1+o(1))\right] V(M)^{1 / 2+1 / n} C^{1 / 4}
\end{aligned}
$$

Lemma 3.8. There exists a constant $A(n, b, h, \delta, V(M), \eta)$ so that for any $\eta>0$, the pinching condition $\left(P_{C}\right)$ with $C=\min \left(\frac{\eta}{A}, \frac{\alpha}{V(M)^{2 / n}}(1+o(1))\right)$ implies

$$
\|\varphi\|_{\infty} \leqslant \eta
$$

Moreover,

$$
A(n, b, h, \delta, V(M), \eta)
$$

$$
\begin{aligned}
& =\left(\frac{A_{1}(n, b, h, \delta, V(M), \eta)}{\eta}+\frac{A_{2}(n, b, h, \delta, V(M), \eta)}{\eta^{1 / 2}}+\frac{\|B\|_{\infty}}{\sqrt{n}}\right)^{4 \gamma} \\
& \times A_{3}(n, b, h, \delta, V(M), \eta) V(M)^{4 \gamma / n}
\end{aligned}
$$

where the constants $A_{i}(n, b, h, \delta, V(M))$ are of the form
$A_{i}=\sum_{j=1}^{k_{i}} \beta_{i j}\left(b V(M)^{1 / n}\right)^{\theta_{i j}} V(M)^{\nu_{i j}}, \beta_{i j}$ are constants depending only on $n$ and $\delta$ and $\theta_{i}$ and $\nu_{i}$ are positive reals depending on $n$ so that $\nu_{1 j} \geqslant 4 / n, \nu_{2 j} \geqslant 1 / n$ and $\nu_{3 j} \geqslant 5 / n$.
Proof. We have for any $k \geqslant 2$
(9) $\frac{1}{2} \int_{M} \Delta \varphi^{2} \varphi^{2 k-2} d v=\frac{1}{2} \int_{M}\left\langle\nabla^{M} \varphi^{2}, \nabla^{M} \varphi^{2 k-2}\right\rangle d v \leqslant 2 k \int_{M}\left|\nabla^{M} \varphi\right|^{2} \varphi^{2 k-2} d v$

Let us compute $\left|\nabla^{M} \varphi\right|^{2}$

$$
\begin{aligned}
\left|\nabla^{M} \varphi\right|^{2} & =\left|\nabla^{M}\left(|Z|\left(|Z|-\frac{1}{h}\right)^{2}\right)\right|^{2} \\
& =\left|\nabla^{M}\right| Z\left|\left(|Z|-\frac{1}{h}\right)^{2}+2\right| Z\left|\left(|Z|-\frac{1}{h}\right) \nabla^{M}\right| Z| |^{2} \\
& =\left[\left(|Z|-\frac{1}{h}\right)^{4}+4|Z|\left(|Z|-\frac{1}{h}\right)^{3}+4|Z|^{2}\left(|Z|-\frac{1}{h}\right)^{2}\right]\left|\nabla^{M}\right| Z| |^{2} \\
& \leqslant\left[\left(\|Z\|_{\infty}+\frac{1}{h}\right)^{4}+4\left(\left(\|Z\|_{\infty}+\frac{1}{h}\right)^{2}+\|Z\|_{\infty}\right) \varphi\right]\left|\nabla^{M}\right| Z| |^{2}
\end{aligned}
$$

A straightforward computation shows that $\left|\nabla^{M}\right| Z\left\|^{2} \leqslant c_{\delta}^{2} \leqslant 1+|\delta|\right\| Z \|_{\infty}^{2}$. Now using the lemma 3.6 we get

$$
\begin{aligned}
\left|\nabla^{M} \varphi\right|^{2} & \leqslant\left[V(M)^{4 / n}\left(\beta\left(b V(M)^{1 / n}\right)^{\gamma}(1+o(1))+\beta^{\prime}(1+o(1))\right)^{4}\right. \\
& +4 \varphi\left(V(M)^{2 / n}\left[\beta\left(b V(M)^{1 / n}\right)^{\gamma}(1+o(1))+\beta^{\prime}(1+o(1))\right]^{2}\right. \\
& \left.\left.+\beta V(M)^{1 / n}\left(b V(M)^{1 / n}\right)^{\gamma}(1+o(1))\right)\right]\left(1+|\delta| \beta^{\prime \prime} V(M)^{2 / n}\left(b V(M)^{1 / n}\right)^{2 \gamma}(1+o(1))\right) \\
& \leqslant A_{1}(n, b, h, \delta, V(M))+A_{2}(n, b, h, \delta, V(M)) \varphi
\end{aligned}
$$

where the constants $A_{i}(n, b, h, \delta, V(M))$ are of the form $A_{i}=\sum_{j=1}^{k_{i}} \beta_{i j}\left(b V(M)^{1 / n}\right)^{\theta_{i j}} V(M)^{\nu_{i j}}$ with $\nu_{1 j} \geqslant 4 / n, \nu_{2 j} \geqslant 1 / n$.
Then reporting this in (9) we get

$$
\frac{1}{2} \int_{M} \Delta \varphi^{2} \varphi^{2 k-2} d v \leqslant 2 k A_{1} \int_{M} \varphi^{2 k-2} d v+2 k A_{2} \int_{M} \varphi^{2 k-1} d v
$$

Now, applying the lemma 3.1 we see that if $\|\varphi\|_{\infty}>\eta$ then

$$
\|\varphi\|_{\infty} \leqslant\left(\frac{A_{1}}{\eta}+\frac{A_{2}}{\eta^{1 / 2}}+\frac{\|B\|_{\infty}}{\sqrt{n}}\right)^{\gamma} V(M)^{\frac{\gamma}{n}-\frac{1}{2}}\|\varphi\|_{2}
$$

Combining this with the inequality of the lemma 3.7, we deduce that

$$
\|\varphi\|_{\infty} \leqslant A(n, b, h, \delta, V(M), \eta) C
$$

with

$$
\begin{aligned}
& A(n, b, h, \delta, V(M), \eta) \\
& =\left(\frac{A_{1}(n, b, h, \delta, V(M))}{\eta}+\frac{A_{2}(n, b, h, \delta, V(M))}{\eta^{1 / 2}}+\frac{\|B\|_{\infty}}{\sqrt{n}}\right)^{4 \gamma} \\
& \times A_{3}(n, b, h, \delta, V(M)) V(M)^{4 \gamma / n}
\end{aligned}
$$

where the constant $A_{3}(n, b, h, \delta, V(M))$ is of the form $A_{3}=\sum_{j=1}^{k_{3}} \beta_{3 j}\left(b V(M)^{1 / n}\right)^{\theta_{3 j}} V(M)^{\nu_{3 j}}(1+o(1))$. It is easy to see that and $\nu_{3 j} \geqslant 5 / n$. Now taking $C=\min \left(\frac{\eta}{A}, \frac{\alpha}{V(M)^{2 / n}}(1+o(1))\right)$, we see that $\|\varphi\|_{\infty} \leqslant \eta$.

Lemma 3.9. For any $\varepsilon<\frac{1}{4 b}$, there exists a function $\psi(\varepsilon, b)$ and a constant depending on $n$ so that the pinching condition $\left(P_{\Gamma_{\varepsilon}}\right)$ with
$\Gamma_{\varepsilon}(n, b, h, \delta, V(M))=\min \left(\frac{\alpha(1+o(1))}{V(M)^{4 / n}}, \frac{\alpha^{\prime}(1+o(1))}{V(M)^{2 / n}}, \frac{\psi(\varepsilon, b)}{A(n, b, h, \delta, V(M), \psi(\varepsilon, b))}\right)$
implies

$$
\left||Z|-\frac{1}{h}\right| \leqslant \varepsilon \quad \text { and } \quad\left|r-s_{\delta}^{-1}\left(\frac{1}{h}\right)\right| \leqslant \varepsilon
$$

Moreover for a fixed $\varepsilon$ or if $\varepsilon=\frac{\kappa}{b}$ for a positive real $\kappa$ then $\psi(\varepsilon, b)=\frac{\beta}{b^{3}}(1+o(1))$.
Proof. Consider the function $f(t)=t\left(t-\frac{1}{h}\right)^{2}$ and $g(t)=\left(\frac{1}{b}-t\right) t^{2}$. The function $f$ is increasing on $\left[0, \frac{1}{3 h}\right]$ and $\left[\frac{1}{h},+\infty\right)$ and decreasing on $\left[\frac{1}{3 h}, \frac{1}{h}\right]$. For any $\varepsilon>0$, put

$$
\psi_{1}(\varepsilon, b)=\min \left[g\left(\min \left(\varepsilon, \frac{1}{3 b}\right)\right), g\left(-\min \left(\varepsilon, \frac{1}{3 b}\right)\right)\right]
$$

and
$\Gamma_{1, \varepsilon}(n, b, h, \delta, V(M))=\min \left(\frac{\alpha(1+o(1))}{V(M)^{4 / n}}, \frac{\alpha^{\prime}(1+o(1))}{V(M)^{2 / n}}, \frac{\psi_{1}(\varepsilon, b)}{A\left(n, b, h, \delta, V(M), \psi_{1}(\varepsilon, b)\right)}\right)$
First note that $\psi_{1}(\varepsilon, b) \leqslant \min \left[f\left(\frac{1}{h}-\min \left(\varepsilon, \frac{1}{3 b}\right)\right), f\left(\frac{1}{h}+\min \left(\varepsilon, \frac{1}{3 b}\right)\right)\right]$, and since $\frac{1}{h}-\min \left(\varepsilon, \frac{1}{3 b}\right)>\frac{1}{3 h}$ we deduce that $\psi_{1}(\varepsilon, b)<f\left(\frac{1}{3 h}\right)$. On the other hand we choose the constants $\alpha$ and $\alpha^{\prime}$ so that

$$
\frac{\alpha(1+o(1))}{V(M)^{4 / n}} \leqslant \frac{n h^{2}}{2 \beta V(M)^{2 / n}}
$$

where $\beta$ is the constant of the lemma 3.1 and

$$
\frac{\alpha^{\prime}(1+o(1))}{V(M)^{2 / n}} \leqslant \min \left(\frac{n}{2} h^{2}, \frac{1}{2}\left(\frac{n^{2}}{n+2}\right) h^{2}\right)
$$

From the definition of $\Gamma_{1, \varepsilon}$ and the lemma 3.8 it follows that the pinching condition $\left(P_{\Gamma_{1, \varepsilon}}\right)$ implies that $\|\varphi\|_{\infty} \leqslant \psi_{1}(\varepsilon, b)$, that is $f(|Z|) \leqslant \psi_{1}(\varepsilon, b)<f\left(\frac{1}{3 h}\right)$. Now, because of the choice of $\alpha$ and $\alpha^{\prime}$, we deduce from the lemma 3.3 that

$$
\|Z\|_{2}^{2} \geqslant \frac{2}{9 h^{2}} V(M)
$$

Then there exists a point $x_{0}$ of $M$ so that $|Z|_{x_{0}}>\frac{1}{3 h}$. Then by the connexity of $M$, it follows that $\left||Z|-\frac{1}{h}\right| \leqslant \varepsilon$.

Now a straightforward computation shows that $\left|r-s_{\delta}^{-1}\left(\frac{1}{h}\right)\right| \leqslant(1+o(1)) \varepsilon$ (for $\delta \leqslant 0$ we can choose $o(1)=0$ whilst $o(1)>0$ for $\delta>0$. Indeed

$$
\left|r-s_{\delta}^{-1}\left(\frac{1}{h}\right)\right| \leqslant \frac{\varepsilon}{\sqrt{1-\delta\left(\varepsilon+\frac{1}{h}\right)^{2}}} \leqslant \frac{\varepsilon}{\sqrt{1-\delta \frac{25}{16 h^{2}}}}
$$

The last term is well defined since the extrinsic radius $R$ of $M$ satisfies $s_{\delta}(R) \geqslant \frac{1}{h}$ and $R<\frac{\pi}{4 \sqrt{\delta}}$ if $\delta>0$ (see for instance [2]|). Then $s_{\delta}^{-1}\left(\frac{1}{h}\right) \in\left[0, \frac{\pi}{4 \sqrt{\delta}}\right.$ ) for $\delta>0$ ). Putting $\psi(\varepsilon, b)=\psi_{1}\left(\frac{\varepsilon}{1+o(1)}, b\right)$, we see that the pinching $\left(P_{\Gamma_{\varepsilon}}\right)$ implies the desired result.

We are now in a position to prove the theorem 1.2.
Proof of Theorem 1.2: As mentioned in remark 3.2 all the previous results remain available by replacing $b$ or $\|B\|_{\infty}$ respectively by $h$ or $\|H\|_{\infty}$. The case $\delta=0$ is a particular case of [6]. From the lemma above, we know that for any $\varepsilon>0$, there exists $C_{\varepsilon}\left(n,\|H\|_{\infty}, V(M)\right)$ so that $\phi(M) \subset \bar{B}_{p}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)+\varepsilon\right) \backslash B_{p}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)-\varepsilon\right)$. Now putting $R=s_{\delta}^{-1}\left(\frac{1}{h}\right)+\varepsilon$ and $\eta=2 \varepsilon$, then $\phi(M) \subset \bar{B}_{p}(R) \backslash B_{p}(R-\varepsilon)$. Let $x_{0} \in S_{p}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)$ so that $\phi(M) \subset\left(\bar{B}_{p}(R) \backslash B_{p}(R-\varepsilon)\right) \backslash B_{x_{0}}(\rho)$ where $\rho$ satisfies

$$
t_{\delta}\left(\frac{R+\rho}{2}\right)-t_{\delta}\left(\frac{R}{2}\right)=c \eta
$$

if $\delta \leqslant 0$ and

$$
t_{\delta}\left(\frac{R}{2}\right)-t_{\delta}\left(\frac{R-\rho}{2}\right)=c \eta
$$

if $\delta>0$, where $t_{\delta}=\frac{s_{\delta}}{c_{\delta}}$ and $c$ is a constant depending on $n$. Taking $\varepsilon \leqslant 1$, from the lemma 4.3 of [12] we deduce that there exist constants $D_{1}$ and $D_{2}$ depending on $n$, $\|H\|_{\infty}$ and $\delta$ so that if $\eta \leqslant D_{1}$ then there exists $y_{0} \in M$ so that

$$
\left|H\left(y_{0}\right)\right| \geqslant \frac{c^{\prime} D_{2}}{\eta}=\frac{c^{\prime} D_{2}}{2 \varepsilon}
$$

where $c^{\prime}$ is a constant depending on $n$. Now if we assume $\varepsilon \leqslant \frac{c^{\prime} D_{2}}{2\|H\|_{\infty}}$ we obtain a contradiction and we conclude that for all $x_{0} \in S_{p}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)\right), \phi(M) \cap B_{x_{0}}(\rho) \neq \emptyset$ and $S_{p}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)\right) \subset V_{2 \rho}(M)$. If $\delta<0$,

$$
\begin{aligned}
\frac{\rho}{2} & =t_{\delta}^{-1}\left(t_{\delta}\left(\frac{R+\rho}{2}\right)\right)-t_{\delta}^{-1}\left(t_{\delta}\left(\frac{R}{2}\right)\right) \leqslant \frac{c \eta}{1+\delta t_{\delta}\left(\frac{R}{2}\right)} \\
& \leqslant \frac{2 c \varepsilon}{1+\delta\left(c \eta+t_{\delta}(R / 2)\right.} \leqslant a\left(n,\|H\|_{\infty}\right) \varepsilon
\end{aligned}
$$

Similarly we obtain the same estimate for the case $\delta>0$ with $a\left(n,\|H\|_{\infty}\right) \geqslant 1$ (for $\delta>0$ we can choose $a\left(n,\|H\|_{\infty}\right)=1$ ). Finally considering the pinching $\left(P_{C_{\varepsilon}^{\prime}}\right)$ with $C_{\varepsilon}^{\prime}\left(n,\|H\|_{\infty}, V(M)\right)=C_{\overline{2 a\left(n,\|H\|_{\infty}\right)}}\left(n,\|H\|_{\infty}, V(M)\right)$ we obtain the desired conclusion.

## 4. The proof of the diffeomorphism

Let us consider

$$
\begin{aligned}
F: M & \longrightarrow S\left(p, s_{\delta}^{-1}\left(\frac{1}{h}\right)\right) \\
x & \longmapsto \exp _{p}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right) \frac{X}{|X|}\right)
\end{aligned}
$$

where $X=\exp _{p}^{-1}(x)$. For more convenience we will put $\varrho=s_{\delta}^{-1}\left(\frac{1}{h}\right) \frac{X}{|X|}$.
Lemma 4.1. Let $u \in T_{x} M$ and $v=u-\left\langle u, \nabla^{M} r\right\rangle \nabla^{N} r$. We have

$$
\frac{1}{h^{2} s_{\mu}(r)^{2}}|v|^{2} \leqslant\left|d F_{x}(u)\right|^{2} \leqslant \frac{s_{\mu}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)^{2}}{s_{\delta}(r)^{2}}|v|^{2}
$$

Proof. An easy computation shows that

$$
\left.d\left(\frac{X}{|X|}\right)\right|_{x}(u)=\left.\frac{1}{r} d \exp _{p}^{-1}\right|_{x}(u)-\frac{d r(u)}{r^{2}} \exp _{p}^{-1}(x)
$$

Then we deduce that

$$
\begin{aligned}
d F_{x}(u) & =\left.d \exp _{p}\right|_{\varrho}\left(\left.s_{\delta}^{-1}\left(\frac{1}{h}\right) d\left(\frac{X}{|X|}\right)\right|_{x}(u)\right) \\
& =\left.\frac{s_{\delta}^{-1}\left(\frac{1}{h}\right)}{r} d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}(u)\right) \\
& -\left.\frac{s_{\delta}^{-1}\left(\frac{1}{h}\right) d r(u)}{r^{2}} d \exp _{p}\right|_{\varrho}\left(\exp _{p}^{-1}(x)\right) \\
& =\left.\frac{s_{\delta}^{-1}\left(\frac{1}{h}\right)}{r} d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}(u)\right)-\left.\frac{s_{\delta}^{-1}\left(\frac{1}{h}\right) d r(u)}{r} \nabla^{N} r\right|_{F(x)}
\end{aligned}
$$

Now let us compute the norm of $d F_{x}(u)$. We have

$$
\begin{aligned}
\left|d F_{x}(u)\right|^{2} & =\frac{s_{\delta}^{-1}\left(\frac{1}{h}\right)^{2}}{r^{2}}\left[\left.\left|d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}(u)\right)\right|^{2}\right. \\
& \left.-2\left\langle\left. d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}(u)\right), \nabla^{N} r\right\rangle_{F(x)} d r(u)+d r(u)^{2}\right]
\end{aligned}
$$

Now since $\exp _{p}$ is a radial isometry (see for instance [13]), we have

$$
\left\langle\left. d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}(u)\right), \nabla^{N} r\right\rangle_{F(x)}=\left\langle\left. d \exp _{p}^{-1}\right|_{x}(u), \frac{X}{|X|}\right\rangle=\left\langle u, \nabla^{N} r\right\rangle_{x}
$$

and it follows that

$$
\begin{equation*}
\left|d F_{x}(u)\right|^{2}=\frac{s_{\delta}^{-1}\left(\frac{1}{h}\right)^{2}}{r^{2}}\left[\left.\left|d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}(u)\right)\right|^{2}-\left\langle\nabla^{M} r, u\right\rangle^{2}\right] \tag{10}
\end{equation*}
$$

Now

$$
\begin{aligned}
\left.\left|d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}(u)\right)\right|^{2} & =\left|d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}(v)\right) \\
& +\left.\left\langle u, \nabla^{M} r\right\rangle d \exp _{p} \varrho_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}\left(\nabla^{N} r\right)\right)\right|^{2}
\end{aligned}
$$

where $v=u-\left\langle u, \nabla^{M} r\right\rangle \nabla^{N} r$. Developping this expression we get

$$
\begin{aligned}
& \left.\left|d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}(u)\right)\right|^{2}= \\
& \left.\left|d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}(v)\right)\right|^{2}+\left.\left\langle u, \nabla^{M} r\right\rangle^{2}\left|d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}\left(\nabla^{N} r\right)\right)\right|^{2} \\
& +2\left\langle u, \nabla^{M} r\right\rangle\left\langle\left. d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}(v)\right),\left.d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}\left(\nabla^{N} r\right)\right)\right\rangle \\
& =\left.\left|d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}(v)\right)\right|^{2}+\left\langle u, \nabla^{M} r\right\rangle^{2}
\end{aligned}
$$

where in the last equality we have used again the radial isometry property of the exponential map. And reporting this in (10) we obtain

$$
\left|d F_{x}(u)\right|^{2}=\left.\frac{s_{\delta}^{-1}\left(\frac{1}{h}\right)^{2}}{r^{2}}\left|d \exp _{p}\right|_{\varrho}\left(\left.d \exp _{p}^{-1}\right|_{x}(v)\right)\right|^{2}
$$

Since $\mu \leqslant K^{N} \leqslant \delta$ the standard Jacobi field estimates (see for instance corollary $2.8, \mathrm{p} 153$ of [13]) say that for any vector $w$ orthogonal to $\nabla^{N} r$ at $y$ we have

$$
|w|^{2} \frac{r^{2}}{s_{\mu}(r)^{2}} \leqslant\left.\left|d \exp _{p}^{-1}\right|_{y}(w)\right|^{2} \leqslant|w|^{2} \frac{r^{2}}{s_{\delta}(r)^{2}}
$$

This gives

$$
\left.\frac{s_{\delta}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)^{2}}{r^{2}}\left|d \exp _{p}^{-1}\right|_{x}(v)\right|^{2} \leqslant\left|d F_{x}(u)\right|^{2} \leqslant\left.\frac{s_{\mu}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)^{2}}{r^{2}}\left|d \exp _{p}^{-1}\right|_{x}(v)\right|^{2}
$$

and applying again the standard Jacobi field estimates we obtain the desired inequalities of the lemma.

Lemma 4.2. Let $u \in T_{x} M$ so that $|u|=1$. Then for any $\eta>0$, there exists a constant $\rho(\delta, \mu, \eta)>0$ so that if $M$ is contained in the ball $B(p, \rho(\delta, \mu, \eta))$, then

$$
\frac{(1-\eta)^{2}}{h^{2} s_{\delta}^{2}(r)}\left(1-\left|\nabla^{M} r\right|^{2}\right) \leqslant\left|d F_{x}(u)\right|^{2} \leqslant \frac{(1+\eta)^{2}}{h^{2} s_{\delta}^{2}(r)}
$$

Moreover $\rho(\delta, \mu, \eta) \longrightarrow \infty$ when $\delta-\mu \longrightarrow 0$ and $\rho(\delta, \mu, \eta) \longrightarrow 0$ when $\eta \longrightarrow 0$.
Proof. Let $r \geqslant 0$. For $t \in\left(-\infty, \frac{\pi^{2}}{16 r^{2}}\right)$, consider the function $\sigma(t)=s_{t}(r)$. An easy verification yields that $\sigma$ is $C^{1}$ on $\left(-\infty, \frac{\pi^{2}}{16 r^{2}}\right)$ and

$$
\sigma^{\prime}(t)= \begin{cases}\frac{r^{3} c_{t}(r)}{2}\left(\frac{\sqrt{t} r-\tan (\sqrt{t} r)}{(\sqrt{t} r)^{3}}\right) & \text { if } t \in\left(0, \frac{\pi^{2}}{16 r^{2}}\right) \\ -\frac{r^{3}}{6} & \text { if } t=0 \\ \frac{r^{3} c_{t}(r)}{2}\left(\frac{-\sqrt{-t r}+\tanh (\sqrt{-t r})}{(\sqrt{-t r})^{3}}\right) & \text { if } t \in(-\infty, 0)\end{cases}
$$

It follows that $\sigma$ is decreasing on $\left(-\infty, \frac{\pi^{2}}{16 r^{2}}\right)$ and that there exists a constant $D$ so that $\left|\sigma^{\prime}(t)\right| \leqslant D r^{3} c_{t}(r)$, for any $t \in\left(-\infty, \frac{\pi^{2}}{16 r^{2}}\right)$. It follows that

$$
\begin{equation*}
0 \leqslant s_{\mu}(r)-s_{\delta}(r) \leqslant D r^{3} c_{\mu}(r)(\delta-\mu) \tag{11}
\end{equation*}
$$

Now we have

$$
\begin{aligned}
\frac{1}{h s_{\mu}(r)} & \geqslant \frac{1}{h\left(s_{\delta}(r)+D r^{3} c_{\mu}(r)(\delta-\mu)\right)} \\
& \geqslant \frac{1}{h s_{\delta}(r)\left(1+D\left(\frac{r}{s_{\delta}(r)}\right) r^{2} c_{\mu}(r)(\delta-\mu)\right)}
\end{aligned}
$$

The function $t \longmapsto \frac{t}{s_{\delta}(t)}$ beeing bounded on $[0, \infty)$ and on $\left[0, \frac{\pi}{4 \sqrt{\delta}}\right)$ for $\delta>0$ there exists a constant $D^{\prime}$ so that

$$
\begin{equation*}
\frac{1}{h s_{\mu}(r)} \geqslant \frac{1}{h s_{\delta}(r)\left(1+D^{\prime} r^{2} c_{\mu}(r)(\delta-\mu)\right)} \tag{12}
\end{equation*}
$$

On the other hand, as we have seen it in the proof of the lemma 3.9, $s_{\delta}^{-1}\left(\frac{1}{h}\right) \in$ $\left[0, \frac{\pi}{4 \sqrt{\delta}}\right)$ for $\delta>0$ and we can apply the inequality (11) which gives

$$
\begin{aligned}
s_{\mu}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)\right) & \leqslant \frac{1}{h}+D\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)^{3} c_{\mu}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)(\delta-\mu) \\
& \leqslant \frac{1}{h}\left[1+D\left(\frac{s_{\delta}^{-1}\left(\frac{1}{h}\right)}{1 / h}\right) s_{\delta}^{-1}\left(\frac{1}{h}\right)^{2} c_{\mu}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)(\delta-\mu)\right]
\end{aligned}
$$

And using the same arguments concerning the function $t \longmapsto \frac{t}{s_{\delta}(t)}$, we have

$$
\begin{equation*}
s_{\mu}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)\right) \leqslant \frac{1}{h}\left(1+D^{\prime} R^{2} \tilde{c}_{\mu}(R)(\delta-\mu)\right) \tag{13}
\end{equation*}
$$

where

$$
\tilde{c}_{\mu}(r)= \begin{cases}1 & \text { if } \mu \geqslant 0 \\ c_{\mu}(r) & \text { if } \mu<0\end{cases}
$$

From the two inequalities (12) and (13) we deduce that there exists a constant $\rho(\delta, \mu, \eta)$ so that if $R \leqslant \rho(\delta, \mu, \eta)$ then $\frac{1}{h s_{\mu}(r)} \geqslant \frac{1-\eta}{h s_{\delta}(r)}$ and $s_{\mu}\left(s_{\delta}^{-1}\left(\frac{1}{h}\right)\right) \leqslant \frac{1}{h}(1+\eta)$. Finally from the lemma 4.1 we deduce that

$$
\frac{(1-\eta)^{2}}{h^{2} s_{\delta}^{2}(r)}|v|^{2} \leqslant\left|d F_{x}(u)\right|^{2} \leqslant \frac{(1+\eta)^{2}}{h^{2} s_{\delta}^{2}(r)}|v|^{2}
$$

Since we have assumed that $|u|=1$ and $v=u-\left\langle u, \nabla^{M} r\right\rangle \nabla^{N} r$ we get the desired result.

We can now give the proof of the theorem 1.1
Proof of Theorem 1.1: Let $\varepsilon<\frac{1}{4 b} \leqslant \frac{1}{4 h}$. From the lemma 3.9 there exists a constant $\Gamma_{\varepsilon}(n, b, h, \delta, V(M))$ so that if $\left(P_{\Gamma_{\varepsilon}}\right)$ holds then $\left||Z|-\frac{1}{h}\right|<\varepsilon$. From this and the lemma 4.2 we deduce that if $M$ is contained in the ball $B(p, \rho(\delta, \mu, \eta))$ then

$$
\left[\frac{(1-\eta)^{2}}{(1+\varepsilon h)^{2}}-1\right]-\frac{(1-\eta)^{2}}{(1+\varepsilon h)^{2}}\left\|\nabla^{M} r\right\|_{\infty}^{2} \leqslant\left|d F_{x}(u)\right|^{2}-1 \leqslant \frac{(1+\eta)^{2}}{(1-\varepsilon h)^{2}}-1
$$

To complete the proof of the theorem 1.1 we need the following lemma
Lemma 4.3. There exists $\rho^{\prime}(\delta, \mu)$ so that for any $\varepsilon<\frac{1}{4 b}$ and $\eta>0$, the pinching condition $\left(P_{\tilde{\Gamma}_{\varepsilon, \eta}}\right)$ with

$$
\tilde{\Gamma}_{\varepsilon, \eta}(n, b, h, \delta, V(M))=\min \left(\Gamma_{\varepsilon}(n, b, h, \delta, V(M)), \Lambda_{\eta}(n, b, h, \delta, V(M))\right)
$$

and

$$
\Lambda_{\eta}(n, b, h, \delta, V(M))=\frac{\eta^{2}}{\left(\frac{\beta b(1+o(1))}{\eta}+\beta^{\prime} b(1+o(1))\right)^{2 \gamma} V(M)^{\frac{2(\gamma+2)}{n}} b^{2}(1+o(1))}
$$

implies that for any immersion $\phi$ so that $\phi(M) \subset B\left(p, \rho^{\prime}(\delta, \mu)\right)$ we have

$$
\left\|\nabla^{M} r\right\|_{\infty} \leqslant \eta
$$

Proof. As usually by computing the Laplacian of $\left|\nabla^{M} r\right|^{2}$ and using the Bochner formula we get

$$
\frac{1}{2} \int_{M} \Delta\left|\nabla^{M} r\right|^{2}\left|\nabla^{M} r\right|^{2 k-2} d v \leqslant \int_{M}\left(\langle\Delta d r, d r\rangle-\operatorname{Ric}\left(\nabla^{M} r, \nabla^{M} r\right)\right)\left|\nabla^{M} r\right|^{2 k-2} d v
$$

Now integrating by part and using the Gauss formula we obtain

$$
\begin{aligned}
& \frac{1}{2} \int_{M} \Delta\left|\nabla^{M} r\right|^{2}\left|\nabla^{M} r\right|^{2 k-2} d v \leqslant \int_{M}\left((\Delta r)^{2}-\bar{R}^{\phi}\left(\nabla^{M} r, \nabla^{M} r\right)-n H B\left(\nabla^{M} r, \nabla^{M} r\right)\right. \\
& \left.\left.+\left|B \nabla^{M} r\right|^{2}\right)\left|\nabla^{M} r\right|^{2 k-2} d v-\left.\int_{M} \Delta r\left\langle\nabla^{M} r, \nabla^{M}\right| \nabla^{M} r\right|^{2 k-2}\right\rangle d v
\end{aligned}
$$

$$
\begin{array}{r}
\leqslant \int_{M}\left((\Delta r)^{2}\left|\nabla^{M} r\right|^{2 k-2} d v+\left((n-1)|\mu|+(\sqrt{n}+1)\|B\|_{\infty}^{2}\right)\right) \int_{M}\left|\nabla^{M} r\right|^{2 k} d v  \tag{14}\\
-2(k-1) \int_{M} \Delta r \nabla^{M} d r\left(\nabla^{M} r, \nabla^{M} r\right)\left|\nabla^{M} r\right|^{2 k-4} d v
\end{array}
$$

Now

$$
\begin{aligned}
\nabla^{M} d r\left(\nabla^{M} r, \nabla^{M} r\right) & =\nabla^{N} d r\left(\nabla^{M} r, \nabla^{M} r\right)-B\left(\nabla^{M} r, \nabla^{M} r\right)\left\langle\nabla^{N} r, \nu\right\rangle \\
& =\nabla^{N} d r\left(\nabla^{M} r-\left|\nabla^{M} r\right|^{2} \nabla^{N} r, \nabla^{M} r-\left|\nabla^{M} r\right|^{2} \nabla^{N} r\right) \\
& -B\left(\nabla^{M} r, \nabla^{M} r\right)\left\langle\nabla^{N} r, \nu\right\rangle
\end{aligned}
$$

From the comparisons theorems (see for instance [13] p 153) we deduce that

$$
\begin{equation*}
\left|\nabla^{M} d r\left(\nabla^{M} r, \nabla^{M} r\right)\right| \leqslant\left(\frac{c_{\mu}}{s_{\mu}}+\|B\|_{\infty}\right)\left|\nabla^{M} r\right|^{2} \tag{15}
\end{equation*}
$$

Similarly, $\left(e_{i}\right)_{1 \leqslant i \leqslant n}$ being an orthonormal frame in a neighborhood of the point where we are computing we have

$$
\begin{aligned}
|\Delta r| & \leqslant \sum_{i=1}^{n}\left|\nabla^{N} r\left(e_{i}, e_{i}\right)\right|+n H\left\langle\nabla^{N} r, \nu\right\rangle \\
& =\sum_{i=1}^{n}\left|\nabla^{N}\left(e_{i}-\left\langle e_{i}, \nabla^{N} r\right\rangle \nabla^{N} r, e_{i}-\left\langle e_{i}, \nabla^{N} r\right\rangle \nabla^{N} r\right)\right|+\sqrt{n}\|B\|_{\infty} \\
& \leqslant n \frac{c_{\mu}}{s_{\mu}}+\sqrt{n}\|B\|_{\infty}
\end{aligned}
$$

and reporting this and (15) in (14) we get

$$
\begin{aligned}
\frac{1}{2} \int_{M} \Delta\left|\nabla^{M} r\right|^{2}\left|\nabla^{M} r\right|^{2 k-2} d v & \leqslant 2 k\left(n \frac{c_{\mu}}{s_{\mu}}+\sqrt{n}\|B\|_{\infty}\right)^{2} \int_{M}\left|\nabla^{M} r\right|^{2 k-2} d v \\
& +\left((n-1)|\mu|+(\sqrt{n}+1)\|B\|_{\infty}^{2}\right) \int_{M}\left|\nabla^{M} r\right|^{2 k} d v
\end{aligned}
$$

Now we choose $\rho^{\prime}(\delta, \mu)$ so that in the ball of radius $\rho^{\prime}(\delta, \mu), c_{\mu}(r) \leqslant 1$. Now for $\varepsilon<\frac{1}{2 b} \leqslant \frac{1}{2 h}$ the pinching condition $\left(\left(P_{\Gamma_{\varepsilon}}\right)\right)$ implies that $\frac{c_{\mu}(r)}{s_{\mu}(r)} \leqslant \frac{1}{s_{\delta}(r)} \leqslant 2 h \leqslant 2 b$.

Finally we have

$$
\begin{aligned}
\frac{1}{2} \int_{M} \Delta\left|\nabla^{M} r\right|^{2}\left|\nabla^{M} r\right|^{2 k-2} d v & \leqslant \beta b^{2}(1+o(1)) k \int_{M}\left|\nabla^{M} r\right|^{2 k-2} d v \\
& +\beta^{\prime} b^{2}(1+o(1)) \int_{M}\left|\nabla^{M} r\right|^{2 k} d v
\end{aligned}
$$

where $\beta$ and $\beta^{\prime}$ are constants depending only on $n$ or $\mu$.
Now let $\varepsilon<1 / 2 h$. Then note that $\left|\nabla^{M} r\right|^{2} \leqslant \frac{1}{s_{\delta}^{2}(r)}\left|Z^{T}\right|^{2} \leqslant \frac{h^{2}}{(1-\varepsilon h)^{2}}\left|Z^{T}\right|^{2} \leqslant 4 b^{2}\left|Z^{T}\right|^{2}$ and $\left\|\nabla^{M} r\right\|_{2} \leqslant 2 b\left\|Z^{T}\right\|_{2} \leqslant \beta b V(M)^{1 / n}\|Z\|_{2} \Gamma_{\varepsilon}^{1 / 2} \leqslant \beta b V(M)^{2 / n+1 / 2}(1+o(1)) \Gamma_{\varepsilon}^{1 / 2}$. Again from the proposition 3.1, if $\left\|\nabla^{M} r\right\|_{\infty}>\eta$ then

$$
\left\|\nabla^{M} r\right\|_{\infty} \leqslant\left(\frac{\beta b(1+o(1))}{\eta}+\beta^{\prime} b(1+o(1))\right)^{\gamma} V(M)^{\gamma / n-1 / 2}\left\|\nabla^{M} r\right\|_{2}
$$

From this and the estimate of $\left\|\nabla^{M} r\right\|_{2}$ above, we have the desired result.

Now we are allowed to complete the proof of theorem 1.1. Let us recall that we have chosen $\eta=\varepsilon b<\frac{1}{4}$ and put $\eta^{\prime}=(\varepsilon b)^{1 / 2}$. Then if $\phi(M) \subset B(p, R(\delta, \mu, \eta)$ ) (with $\left.R(\delta, \mu, \eta)=\min \left(\rho(\delta, \mu, \eta), \rho^{\prime}(\delta, \mu)\right)\right)$ and if $\left(P_{\tilde{\Gamma}_{\varepsilon, \eta^{\prime}}}\right)$ is satisfied then

$$
\left(\frac{(1-\varepsilon b)^{2}}{(1+\varepsilon b)^{2}}-1\right)-(1-\varepsilon b)^{2} \varepsilon b \leqslant\left|d F_{x}(u)\right|^{2}-1 \leqslant \frac{(1+\varepsilon b)^{2}}{(1-\varepsilon b)^{2}}-1
$$

noting that $\left(\frac{(1-\varepsilon b)^{2}}{(1+\varepsilon b)^{2}}-1\right)-(1-\varepsilon b)^{2} \varepsilon b=\frac{-4 \varepsilon b}{(1+\varepsilon b)^{2}}-(1-\varepsilon b)^{2} \varepsilon b \geqslant-5 \varepsilon b \quad$ and $\frac{(1+\varepsilon b)^{2}}{(1-\varepsilon b)^{2}}-1=\frac{4 \varepsilon b}{(1-\varepsilon b)^{2}} \leqslant \frac{16}{9} \varepsilon b$, we deduce that $\left|\left|d F_{x}(u)\right|^{2}-1\right| \leqslant 5 \varepsilon b$. From the choice of $\theta$ and $\varepsilon$, we deduce that $F$ is a diffeomorphism and from the definition of the Gromov-Hausdorff distance it follows that we have also

$$
d_{G H}\left(\phi(M), S\left(p, s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)\right)<\varepsilon
$$

On the other hand the we have

$$
\begin{aligned}
C_{\varepsilon}(n, b, h, \delta, V(M)) & =\tilde{\Gamma}_{\varepsilon, \eta^{\prime}}(n, b, h, \delta, V(M)) \\
& =\min \left(\Gamma_{\varepsilon}(n, b, h, \delta, V(M)), \Lambda_{(\varepsilon b)^{1 / 2}}(n, b, h, \delta, V(M))\right)
\end{aligned}
$$

where

$$
\Gamma_{\varepsilon}(n, b, h, \delta, V(M))=\min \left(\frac{\alpha(1+o(1))}{V(M)^{4 / n}}, \frac{\alpha^{\prime}(1+o(1))}{V(M)^{2 / n}}, \frac{\psi(\varepsilon, b)}{A(n, b, h, \delta, V(M), \psi(\varepsilon, b))}\right)
$$

and

$$
\Lambda_{(\varepsilon b)^{1 / 2}}(n, b, h, \delta, V(M))=\frac{\varepsilon}{\left(\frac{\beta b^{1 / 2}(1+o(1))}{\varepsilon^{1 / 2}}+\beta^{\prime} b(1+o(1))\right)^{2 \gamma} V(M)^{\frac{2(\gamma+2)}{n}} b(1+o(1))}
$$

From the definition of $A$ and $\psi$ we see that $C_{\varepsilon}(n, b, h, V(M), \delta) \longrightarrow 0$ when $\varepsilon \longrightarrow 0$ and $C_{\varepsilon}(n, b, h, V(M), \delta) \longrightarrow 0$ when $b \longrightarrow \infty$.

Moreover if $V(M)^{1 / n} b \leqslant v$ and $\varepsilon=\frac{\kappa}{b}$ for positive constants $v$ and $\kappa$, we have

$$
\begin{aligned}
& \frac{\psi(\varepsilon, b)}{A(n, b, h, \delta, V(M), \psi(\varepsilon, b))} \\
& \quad=\frac{\beta}{\left(\beta_{1} A_{1} b^{3}(1+o(1))+\beta_{2} A_{2} b^{3 / 2}(1+o(1))+\beta_{3} b(1+o(1))\right)^{4 \gamma} b^{3} A_{3} V(M)^{4 \gamma / n}} \\
& \quad \geqslant \frac{\beta}{\left(\beta_{1} A_{1} b^{2} v(1+o(1))+\beta_{2} A_{2} b^{1 / 2} v(1+o(1))+\beta_{3}(1+o(1))\right)^{4 \gamma} b^{3} A_{3}}
\end{aligned}
$$

and from the definition of $A_{1}, A_{2}$ and $A_{3}$, we see that $A_{1} b^{2} \longrightarrow 0, A_{2} b^{1 / 2} \longrightarrow 0$ and $A_{3} b^{3} \longrightarrow 0$ when $b \longrightarrow \infty$ and then $\Gamma_{\varepsilon}(n, b, h, \delta, V(M))$ too. Moreover

$$
\Lambda_{(\varepsilon b)^{1 / 2}}(n, b, h, \delta, V(M)) \geqslant \frac{\kappa}{\left(\frac{\beta(1+o(1))}{\kappa^{1 / 2}}+\beta^{\prime}(1+o(1))\right)^{2 \gamma} v^{2 \gamma+2} V(M)^{2 / n}(1+o(1))}
$$

This completes the proof.

## 5. Application to the stability

Briefly, we recall the problem of the stability of hypersurfaces with constant mean curvature (see for instance [3]).

Let $\left(M^{n}, g\right)$ be an oriented compact $n$-dimensional hypersurface isometrically immersed by $\phi$ in a $n+1$-dimensional oriented manifold ( $N^{n+1}, h$ ). We assume that $M$ is oriented by the global unit normal field $\nu$ so that $\nu$ is compatible with the orientations of $M$ and $N$. Let $F:(-\varepsilon, \varepsilon) \times M \longrightarrow N$ be a variation of $\phi$ so that $F(0,)=.\phi$. We recall that the balance volume is the function $V:(-\varepsilon, \varepsilon) \longrightarrow \mathbb{R}$ defined by

$$
\int_{[0, t] \times M} F^{\star} d v_{h}
$$

where $d v_{h}$ is the element volume associated to the metric $h$. It is well known that

$$
V^{\prime}(0)=\int_{M} f d v
$$

where $f(x)=\left\langle\frac{\partial F}{\partial t}(0, x), \nu\right\rangle$. Moreover the area function $A(t)=\int_{M} d v_{F_{t}^{\star} h}$ satisfies

$$
A^{\prime}(0)=-n \int_{M} H f d v
$$

The balance volume $V$ is said to be preserving volume if $V(t)=V(0)$ in a neighborhood of 0 ; in this case we have $\int_{M} f d v=0$. Conversely, for all smooth function $f$ so that $\int_{M} f d v=0$, there exists a preserving volume variation so that $f=\left\langle\frac{\partial F}{\partial t}(0, x), \nu\right\rangle$. The following assertions are equivalent
(1) The immersion $\phi$ is a critical point of the area (i.e. $A^{\prime}(0)=0$ ) for all variation with preserving volume.
(2) $\int_{M} H f d v=0$ for any smooth function so that $\int_{M} f d v=0$.
(3) There exists a constant $H_{0}$ so that $A^{\prime}(0)+n H_{0} V^{\prime}(0)=0$ for any variation.
(4) $\phi$ is of constant mean curvature $H_{0}$.

An immersion with constant mean curvature $H_{0}$ will be said stable if $A^{\prime \prime}(0) \geqslant 0$ for all preserving volume variation. Now we consider the function $J(t)$ defined by

$$
J(t)=A(t)+n H_{0} V(t)
$$

Then $J^{\prime \prime}(0)$ is depending only on $f$ and we have

$$
J^{\prime \prime}(0)=\int_{M}|d f|^{2} d v-\int_{M}\left(\operatorname{Ric}^{N}(\nu, \nu)+|B|^{2}\right) f^{2} d v
$$

where $R i c^{N}$ is the Ricci curvature of $N$ with respect to the metric $h$. It is known that $\phi$ is a stable constant mean curvature immersion if and only if $J^{\prime \prime}(0) \geqslant 0$ for any smooth function so that $\int_{M} f d v=0$.

Now let us give a proof of the theorem 1.3
Proof of Theorem 1.3: Let $f$ be the first eigenfunction associated to $\lambda_{1}(M)$. Since $\int_{M} f d v=0$ then $J^{\prime \prime}(0) \geqslant 0$ and

$$
\lambda_{1}(M) \int_{M} f^{2} d v-\int_{M}\left(\operatorname{Ric}^{N}(\nu, \nu)+n H^{2}+|\tau|^{2}\right) f^{2} d v \geqslant 0
$$

where $\tau$ is the umbilicity tensor (i.e. $\tau=n H g-B$ ). Since $\mu \leqslant K^{N} \leqslant \delta$, we deduce that

$$
n\left(H^{2}+\mu\right) \leqslant \lambda_{1}(M) \leqslant n\left(H^{2}+\delta\right)
$$

In other words, we have the pinching condition

$$
n\left(H^{2}+\delta\right)-n(\delta-\mu) \leqslant \lambda_{1}(M) \leqslant n\left(H^{2}+\delta\right)
$$

Now fix $\varepsilon=\frac{\theta}{5 b}$ and let $R>0$ so that $\phi(M)$ lies on a ball or radius $R$. Let $\rho$ be the extrinsic radius of $M$ (i.e. the radius of the smallest ball containing $\phi(M)$ ). Then $s_{\delta}(R) \geqslant s_{\delta}(\rho)$. On the other hand, we know that $s_{\delta}(\rho) \geqslant \frac{1}{h} \geqslant \frac{1}{b}$ (see [2]). If we assume that $V(M)^{1 / n} \leqslant \frac{v}{b}$, we see that $M \in \mathcal{H}(n, \phi, N)$ for $R$ small enough. On the other hand from the theorem 1.1 it follows that $C_{\theta / 5 b}(n, b, h, V(M), \delta) \longrightarrow \infty$ when $R \longrightarrow 0$ and there exists $R^{\prime}(\delta, \mu, v, i(N))$ so that if $\phi(M)$ lies in a ball of radius $\left.R^{\prime}(\delta, \mu, v, i(N))\right)$ then $C_{\theta / 5 b}(n, b, h, V(M), \delta) \geqslant n(\delta-\mu)$. Now we conclude by putting $R_{0}(\delta, \mu, v, i(N))=\min \left(R(\delta, \mu, \theta / 5), R^{\prime}(\delta, \mu, v, i(N))\right)$ and the point $p$ is nothing but the center of mass of $M$ (the quantity $R(\delta, \mu, \theta / 5)$ is defined in the theorem (1.1).

## 6. Application to the almost umbilic hypersurfaces

In this section we give an other application of eigenvalue pinching theorems for almost umbilic hypersurfaces. We consider only the case where the ambient space is of constant sectional curvature.

Theorem 6.1. Let $\left(N^{n+1}, h\right)$ be a $n+1$-dimensional Riemannian manifold with constant sectional curvature $\delta$ and let $M \in \mathcal{H}(n, \phi, N)$. Let $p$ be the center of mass of $M$. Let $q>\frac{n}{2}, \theta \in(0,1)$ and $\varepsilon \leqslant \frac{\theta}{5 b}$. Then there exist positive constants $\eta_{1, \varepsilon}(n, b, h, V(M), \delta)$ and $\eta_{2, \varepsilon}(n, b, h, V(M), \delta)$ so that if
(1) $\|\tau\|_{2 q} \leqslant \eta_{1, \varepsilon}$.
(2) $\left\|H^{2}-\right\| H\left\|_{\infty}^{2}\right\|_{q} \leqslant \eta_{2, \varepsilon}$.

Then

$$
d_{G H}\left(\phi(M), S\left(p, s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)\right)<\varepsilon
$$

and $M$ is diffeomorphic and $\theta$-quasi-isometric to $S\left(p, s_{\delta}^{-1}\left(\frac{1}{h}\right)\right)$.
Remark 6.1. In the hyperbolic case we can obtain the Hausdorff proximity with the dependence on the mean curvature.

In the Euclidean case providing from the pinching theorem proved in [6] we can improve the condition 2)

Theorem 6.2. Let $\left(M^{n}, g\right)$ be a compact, connected and oriented $n$-dimensional Riemannian manifold without boundary isometrically immersed by $\phi$ in $\mathbb{R}^{n+1}$. Let $p$ be the center of mass of $M$. Then for any $\varepsilon>0$, there exist two constants $\eta_{1, \varepsilon}\left(n,\|H\|_{\infty}, V(M)\right)$ and $\eta_{2, \varepsilon}\left(n,\|H\|_{\infty}, V(M)\right)$ so that if
(1) $\|\tau\|_{2 q} \leqslant \eta_{1, \varepsilon}$.
(2) $\left\|H^{2}-\frac{\|H\|_{2 r}^{2}}{V(M)^{1 / r}}\right\|_{q} \leqslant \eta_{2, \varepsilon}$ for $r \geqslant 2$.

Then

$$
d_{G H}\left(\phi(M), S\left(p, \frac{V(M)^{1 / 2 r}}{\|H\|_{2 r}}\right)\right)<\varepsilon
$$

Moreover for any $\theta \in(0,1)$, there exist two constants $\eta_{1, \varepsilon}\left(n,\|B\|_{\infty}, V(M)\right)$ and $\eta_{2, \varepsilon}\left(n,\|B\|_{\infty}, V(M)\right)$ so that if the two conditions 1) and 2) are satisfied then $M$ is diffeomorphic and $\theta$-quasi-isometric to $S\left(p, \frac{V(M)^{1 / 2 r}}{\|H\|_{2 r}}\right)$.

These theorems are obtained by combining the theorem 1.1 and the eigenvalue pinching theorems of [6] with an eigenvalue pinching result in almost positive Ricci curvature due to E. Aubry ( [1]).

In the following theorem we denote $\underline{\operatorname{Ric}(x) \text { the lowest eigenvalue of the Ricci }}$ tensor $\operatorname{Ric}(x)$ at $x \in M$. Moreover for any function $f$, we put $f_{-}=\min (-f, 0)$.

Theorem 6.3. (E.AUBRY) Let $\left(M^{n}, g\right)$ be a complete $n$-dimensional Riemannian manifold and $q>n / 2$. If $M$ has finite volume and

$$
\rho_{q}=\frac{1}{k V(M)^{1 / q}}\left(\int_{M}(\underline{\operatorname{Ric}}-(n-1) k)_{-}^{q} d v\right)^{1 / q} \leqslant C(q, n)^{-1 / q}
$$

then $M$ is compact and

$$
\lambda_{1}(M) \geqslant n k\left(1-C(n, q) \rho_{q}\right)
$$

Proof of Theorems: Using Gauss formula and the fact that $N$ is of constant sectional curvature $\delta$, we have

$$
\begin{aligned}
\frac{\left\|\operatorname{Ric}-(n-1)\left(H^{2}+\delta\right) g\right\|_{q}}{V(M)^{1 / q}} & =\frac{\left\|\bar{R}^{\phi}+n H B-B^{2}-(n-1) H^{2} g-(n-1) \delta g\right\|_{q}}{V(M)^{1 / q}} \\
& =\frac{\left\|(n-2) H \tau-\tau^{2}\right\|_{q}}{V(M)^{1 / q}} \\
& \leqslant \frac{(n-2)\|H\|_{\infty}\|\tau\|_{2 q}}{V(M)^{1 / 2 q}}+\frac{\|\tau\|_{2 q}^{2}}{V(M)^{1 / q}}
\end{aligned}
$$

Now, putting $k=\frac{\|H\|_{2 r}^{2}}{V(M)^{1 / r}}+\delta$ we get

$$
\begin{aligned}
\frac{\|\operatorname{Ric}-(n-1) k g\|_{q}}{V(M)^{1 / q}} & \leqslant \frac{\left\|\operatorname{Ric}-(n-1)\left(H^{2}+\delta\right) g\right\|_{q}}{V(M)^{1 / q}}+\frac{(n-1) \sqrt{n}}{V(M)^{1 / q}}\left\|H^{2}-\frac{\|H\|_{2 r}^{2}}{V(M)^{1 / r}}\right\|_{q} \\
& \leqslant \frac{(n-2)\|H\|_{\infty}\|\tau\|_{2 q}}{V(M)^{1 / 2 q}}+\frac{\|\tau\|_{2 q}^{2}}{V(M)^{1 / q}}+\frac{(n-1) \sqrt{n}}{V(M)^{1 / q}}\left\|H^{2}-\frac{\|H\|_{2 r}^{2}}{V(M)^{1 / r}}\right\|_{q}
\end{aligned}
$$

There exists two constants $\eta_{1, \varepsilon}(n, b, h, V(M), \delta)$ and $\eta_{2, \varepsilon}(n, b, h, V(M), \delta)$ so that if $\|\tau\|_{2 q} \leqslant \eta_{1, \varepsilon}$ and $\left\|H^{2}-\frac{\|H\|_{2 r}^{2}}{V(M)^{1 / r}}\right\|_{q} \leqslant \eta_{2, \varepsilon}(n, b, h, V(M), \delta)$ so that

$$
\frac{\|\operatorname{Ric}-(n-1) k g\|_{q}}{V(M)^{1 / q}} \leqslant A_{\varepsilon}(n, b, h, V(M))
$$

where $A_{\varepsilon}(n, b, h, V(M))=\min \left(\left(\frac{\alpha}{V(M)^{2 / n}}+\delta\right) C(q, n)^{-1 / q}, \frac{C_{\varepsilon}(n, b, h, V(M))}{n C(n, q)}\right)$. The estimate (5) and the theorem 6.3 allows us to conclude that

$$
\lambda_{1}(M) \geqslant n\left(\frac{\|H\|_{2 r}^{2}}{V(M)^{1 / r}}+\delta\right)-C_{\varepsilon}
$$

Now the conclusion is immediate from the pinching theorems of this paper and [6].
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