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Abstract. We analyze the capabilities of CASI data for the discrimina-
tion of vine varieties in hyperspectral images. To analyze the discrimi-
nation capabilities of the CASI data, principal components analysis and
linear discriminant analysis methods are used. We assess the performance
of various classification techniques: Multi-layer perceptrons, radial basis
function neural networks, and support vector machines. We also discuss
the trade-off between spatial and spectral resolutions in the framework
of precision viticulture.

1 Introduction

Thanks to recent advances in remote sensing, there has been a growing interest
in its application to precision agriculture. In the field of precision viticulture,
airborne multispectral and hyperspectral imagery has made possible a flexible
mapping of yield, soil properties, or diseases [1–3, 19, 20]. In less than a decade,
affordable hyperspectral devices have allowed an accurate spectral characteri-
zation of the vine canopy, including variety mapping. Even if several studies
have proved the relevance of spectral information for the discrimination of plant
species (e.g. [4–6]), few authors have investigated the capability of remote sensed
hyperspectral data for grape variety mapping [7, 8]. At the vineyard level, there is
a need for grape variety discrimination as a useful tool for vine growers to detect
misplantings and to manage inner field species variability. At a regional level,
varietal discrimination enables the regional mapping of vine varieties, which can
be used for planning and inventory purposes. For instance, in the Bordeaux wine
producing area in France, vine producer unions need tools to help in the cer-
tification of wine growers. The specifications of wine labels include limitations
in the percentage of area for each grape variety as well as in the plant density.
Varietal mapping is a valuable help in the certification of wine productions.

Promising results have recently been obtained for variety discrimination and
misplanting detection. A recent study [8] evaluated the potential of airborne
visible and near infrared hyperspectral imagery for the mapping of grape vine
varieties in Southern Australia. They used twelve spectral bands obtained with a
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CASI (Compact Airborne Spectrographic Imager), between 490 and 801 nm. The
spatial resolution of about 1 m per pixel was enough to isolate the vine rows from
the background. Maximum likelihood classification allowed the discrimination of
two varieties: Cabernet Sauvignon and Shiraz. Good classification rates (around
90%) were obtained by considering a vine row as a whole and by classifying the
row depending on which variety was the most represented in the row.

1.1 The CASI Sensor

CASI is a hyperspectral sensor which collects spectral information from airborne
platforms. It is a push-broom sensor based on a 512-pixel CCD. Its spectral range
is [403nm, 947nm], and the spatial resolution ranges from 0.6 m to 4 m with a
maximum flight height around 3000 m. Spatial resolution is controlled by flight
altitude. The lower the altitude, the higher the spatial resolution. At the same
flight speed, higher spatial resolution implies higher frame rate to keep pixels
square, and the number of spectral bands must be reduced to fit the system
bandwidth. This is the cause for the spatial/spectral resolution trade-off typical
of the CASI. Additionally, the fixed lens configuration and the security limits
for low flight prevent spatial resolution higher than 0.5 m. Anyway, this spatial
resolution is not of much use due to the low number of spectral bands imposed
by the system bandwidth at the higher spatial resolutions.

The CASI has two main acquisition modes: the spectral mode, with a poor
spatial resolution and a rich spectral information (for instance, 3 m per pixel and
144 spectral channels), and the spatial mode, with a high spatial resolution and
a poor spectral information (for instance: 0.6 m per pixel, 4 spectral channels).

In the context of precision agriculture, spatial resolution is a major factor
determining the accuracy in crop characterization. Precision viticulture targets
vineyards, which are row crops, characterized by the alternation of vegetation
and soil. The characterization of such crops by remote sensing imaging techniques
requires, on one hand, a high spatial accuracy in order to separate efficiently the
target from other features in the image (soil, weeds, etc.). Otherwise, spectral
signatures would include significant contributions from the different non targeted
elements present in the field. On the other hand, a full spectral range with
narrow bands is needed for an accurate description of plant reflectance. Thus, the
discrimination between vine and weeds, among vine varieties, and the detection
of disease affection strongly depend on both spatial and spectral resolutions.

However, the CASI limitations stated above do not allow a high spatial res-
olution and a large spectral range at the same time. The spatial mode at 0.6
m allows only 4 spectral bands which are not enough for accurate variety dis-
crimination at the plant level. In contrast, with 144 bands, the spectral mode
provides sufficient spectral information, at the cost of very low spatial accuracy.
In this work, we try to assess the discrimination capabilities of hyperspectral
CASI data at the plant level on vines using the spectral acquisition mode.



1.2 Image Data

The CASI data were acquired in August 2005 in the Pessac-Léognan area, in
the wine growing region of Bordeaux, France. The Domain Château Luchey-
Halde is covered by several varieties of vine among which Cabernet Sauvignon
(CS) and Merlot Noir (MN) constitute a large part of the vineyard. Four other
varieties are present: Petit Verdot, Cabernet Franc, Sauvignon and Sémillon. A
map of the varieties cover and the CASI image data are shown in Fig. 1. Spatial
resolution is 3 m. At this spatial resolution, the full spectral range (144 channels
in [400nm, 950nm]) is available. Spectral resolution is 10 nm.

Fig. 1. Château Luchey-Halde: CASI image data (left) and varieties cover (right).

2 Statistical methods and data sets

2.1 Classification methods

The discrimination ability of CASI data is investigated using various statistical
methods. A preliminary Principal component analysis (PCA) is used for an ex-
ploratory look at the data. Then, a linear discriminant analysis (LDA) [9, 10] is
performed in a first discrimination attempt. LDA provides the discriminant func-
tion that best discriminates between varieties. Its construction is based on the
first principal components only in order to avoid the classical stability problems



linked to the high correlations usually observed on hyperspectral data [21]. This
first attempt shows the capabilities of CASI data for varietal discrimination,
though using a linear model only.

Finally, the discrimination ability of CASI data is investigated more thor-
oughly using supervised classification methods on several data sets. The clas-
sifications are performed on the whole set of 144 spectral bands using three
classifiers: Multi-layer perceptrons (MLP) [11, 12], radial basis function neural
networks [13] initialized with a self-organizing map [14, 15] (SOM-RBF), and
support vector machines (SVM) [16]. We provide quantitative measures for the
goodness of the classification, such as the κ statistic [17] and the overall accuracy
(OA), as well as classification maps.

2.2 Data Sets

We built three data sets: One for testing the discrimination ability of the CASI
data by means of PCA [18] and LDA [9, 10], and two sets for classification.

Set 1 consists of 837 samples from four varieties in various parcels (Table 1).

Table 1. Data set 1.

Variety No. pixels Parcels

MN 342 9
CS 394 8
CF 56 2
SA 45 2

In sets 2 and 3, the data were split into two subsets: one subset for training
and one subset for testing. Pixels within the MN and CS varieties were selected
in specific parcels. See Tables 2 and 3.

Table 2. Data set 2.

Class Training Testing

MN 100
Plateau 2

400
Conservatoire 2, Chenil 1, 2, Marroniers, Chênes 3a, 3b, 5

CS 100
Essai PG E (left)

400
Platanes, Plateau 1, Luchey 1, 4

Soil 50 200

Trees 50 200



Table 3. Data set 3.

Class Training Testing

MN 100
Conservatoire 2

400
Plateau 2, Chenil 1, 2, Marroniers, Chênes 3a, 3b, 5

CS 100
Essai PG W (right)

400
Platanes, Plateau 1, Luchey 1, 4

Soil 50 200

Trees 50 200

3 Experimental Results

3.1 Discrimination between Varieties CS and MN

Principal Components Analysis on MN and CS. In this first experiment,
we study whether it is possible to discriminate between two different varieties
(MN and CS) using hyperspectral CASI data.

A PCA is carried out on 736 pixels of data set 1, belonging to the MN and
CS classes (342 and 394 pixels, respectively). The variables are the normalized
reflectances for the 144 available spectral bands. The first four components are
given in Table 4.

Table 4. PCA eigenvalues on data set 1.

Component Variance (%) Cumulated %

1 66.31 66.31
2 19.05 85.36
3 2.76 88.12
4 0.90 89.02

Figure 2 is a representation of the pixels in the first two factorial axes, which
cumulate the majority of the information (85%).

Clearly, the two varieties are not linearly separable. However, it seems that
MN pixels lie in the bottom left part of the representation whereas CS pixels
tend to the top right part. This hints at some discrimination being possible.

Linear Discriminant Analysis on MN and CS. The previous results are
confirmed by a linear discriminant analysis (LDA) run on the first principal
components. For this experiment, data set 1 is split in two subsets: We randomly
select 20% of the pixels for the training set and the rest (80%) for the test set.
PCA on the training set leads to the following eigenvalues (Table 5).

As the first two components accumulate 88% of the total variance, only
the first two principal components were kept for the LDA-based classification.
The results of LDA on the training and test sets are shown in Table 6. The
percentages of good classification in the training and in the test sets are 80%



Fig. 2. Repartition of Merlot Noir and Cabernet Sauvignon varieties on the first and
second PCA axes.

Table 5. PCA eigenvalues on training set 1.

Component Variance (%) Cumulated %

1 69.76 69.76
2 18.24 88.00
3 1.49 89.82
4 1.49 91.31

and 76% respectively, which confirms that the two varieties can be discriminated
by hyperspectral data in some degree. Thus, these classification rates, obtained
with linear methods, are quite promising. They are expected to improve using
non-linear classification approaches.

Table 6. Results of LDA classification.

Train Test

% MN CS MN CS

MN 71 29 67 33
CS 13 87 16 84

To study the coherence of the results, we plotted the regression coefficients
as a function of the wavelength (Fig. 3).

The regression coefficients (i.e. the weights of each wavelength in the linear
discriminant function) are quite regular, allowing an interpretation, be it physical
or biological, of the phenomena explaining the discrimination. However, this
interpretation may remain difficult and risky since we have to keep in mind



Fig. 3. Regression coefficients of the linear discriminant function between CS and MN
varieties as a function of the wavelength.

that, in the CASI data we are exploring, pixels result from the mixing of several
contributions, including vegetation and soil. The latter covers more than 50% of
the effective surface of each pixel (∼ 9 m2), even inside the plots. Thus, trying
to draw a causal explanation from the shape of the discriminant function may
be misleading even if the discrimination is satisfactory.

Discrimination of Four Varieties. We carried out the same kind of exper-
iment with four varieties: Merlot Noir, Cabernet Sauvignon, Cabernet Franc,
and Sauvignon. A PCA was run on data set 1. The variables are the normalized
reflectances for the 144 available spectral bands, see Table 7.

Table 7. PCA on data set 1 with four varieties.

Component Variance (%) Cumulated %

1 68.00 68.00
2 18.50 86.50
3 3.20 89.60
4 0.90 90.50

Figure 4 represents the pixels in the first two factorial axes, which cumulate
the major part of information (around 86%). It shows some degree of discrimi-
nation between the four varieties. For instance, the Sauvignon variety lies rather
on the left part, apart from the other varieties. In contrast, other varieties, like
Cabernet Franc and Cabernet Sauvignon seem hardly separable. However, the
reason may be physiological, as these two varieties are biologically very close.

The previous experiments have shown that, despite the low spatial resolu-
tion, the available CASI data contain sufficient spectral information to partially



Fig. 4. Layout of the four main varieties on the first and second PCA axes.

discriminate between vine varieties. However, PCA clearly shows a high vari-
ability of spectral information within each vine variety. This variability may find
explanations in the large amount of soil in each pixel and in the large diversity
of soils within the domain. As we consider row crops, each pixel (which is 3 m
wide) is a mixture between crop (vine) and non crop (soil, weeds) information.
The effect of soil on each pixel reflectance can be direct or indirect. The direct
effect is due to the spectral reflectance depending on the type of soil and, more
particularly, on the ratio of coarse elements on the surface. The indirect effect is
physiological: Depending on soil nature, the vigor of the plants may vary inside
the field. As a consequence, the quantity and state of vegetation, along with the
proportion of soil within each pixel, may change between and even within plots.

3.2 Classification

In this section, the discrimination ability of CASI data is investigated more
thoroughly. Classification experiments are carried out to evaluate the influence
of soil variability and plant vigor differences in species discrimination. We use su-
pervised classification techniques described in the literature, namely multi-layer
perceptron (MLP) trained with backpropagation with momentum (µ), radial ba-
sis function neural networks initialized with a self-organizing map (SOM-RBF),
and Gaussian kernel support vector machines (SVM), using data sets 2 and 3.
The classifiers’ configurations are displayed in Table 8.

Classification Results on Data Set 2. The composition of this data set was
given in Table 2. Different plots were used for the test and train sets. Table 9
shows the κ statistic, the overall accuracy (OA), and the confusion matrices.



Table 8. Configuration of the classifiers used in the experiments.

Classifier Configuration

MLP 20 hidden neurons
η = 0.2, µ = 0.8, 500 epochs

SOM-RBF 100 hidden neurons
η = 0.01, 200 epochs

SVM C = 1000 Gaussian kernel σ = 0.5

Table 9. Classification results with the test set for data set 2.

MLP SOM-RBF SVM

κ OA κ OA κ OA

% 84.5 88.8 85.1 89.2 86.8 90.5 %

% MN CS Soil Trees MN CS Soil Trees MN CS Soil Trees %

MN 88 12 0 0 90 8 2 0 92 5 0 3 MN
CS 16 84 0 0 16 81 3 0 16 84 0 0 CS
Soil 0 1 99 0 0 0 100 0 3 3 94 0 Soil
Trees 5 0 2 93 0 0 5 95 0 2 0 98 Trees

All classifiers show good classification scores, with an average overall accuracy
of 90%. The confusion matrices show misclassifications between MN and CS
pixels. Except for a few pixels, the classification of trees and soil is successful.

The classification maps are shown in Fig. 5.
As compared with the ground truth map in Fig. 1, SVM leads to a good and

homogeneous classification on the parcel used for training, Plateau 2, as well as
on the parcels Conservatoire 2, Marronniers, and Chenil 1 and 2, used in the
test set. However, various misclassifications occur on Chênes 3 and 5 and even

Fig. 5. Classification maps after training with set 2.



inside the training parcel. These errors may be explained by heterogeneities in
the quantity of biomass. These heterogeneities imply a strong variability in the
proportions of soil and vegetation in the pixels leading to a bad influence of soil
in the classification results.

Classification Results on Data Set 3. In this experiment, the classifiers are
trained on the right part of the parcel Essai PG (see Table 3 for the composition
of this data set), which show some parts with a weaker vegetation density, and
on the parcel Conservatoire 2. Table 10 shows the κ statistic, overall accuracy
(OA), and the confusion matrices.

Table 10. Classification results with the test set for data set 3.

MLP SOM-RBF SVM

κ OA κ OA κ OA

% 84.3 88.7 86.2 90.1 83.6 88.2 %

% MN CS Soil Trees MN CS Soil Trees MN CS Soil Trees %

MN 77 23 0 0 86 14 0 0 71 28 0 1 MN
CS 7 93 0 0 9 91 0 0 3 96 1 0 CS
Soil 0 4 96 0 0 4 96 0 0 1 99 0 Soil
Trees 0 2 0 98 5 0 0 95 0 0 0 100 Trees

The classification outputs are similar to those obtained with data set 2. The
classification maps in Fig. 6 show how slight differences on vegetation density
do not have a strong influence over classification, but strong differences cause
noticeable effects.

Fig. 6. Classification maps after training with set 3.



4 Conclusions

In this work, we assess the capability of an airborne hyperspectral sensor for
the discrimination of vine varieties by remote sensing. With overall accuracies
of about 90%, classification results are promising. They suggest that such CASI
data could be used for a coarse discrimination of grape varieties but cannot be
trusted for an accurate (close to 100%) discrimination.

Indeed, in the framework of precision agriculture, the CASI shows strong con-
straints which hinder the huge potential of imaging spectroscopy, conversely the
spatial to spectral resolution trade off, which does not allow producing images
with both good spatial and spectral resolution. At the higher spatial resolutions,
the sensor is no longer hyperspectral, with just a few bands, even if narrow. On
the other hand, at full spectral resolution, in the so called spectral mode, the low
spatial resolution implies a high degree of mixture in the pixels’ signatures. In
the specific case of vineyards, the periodicity of vines within the parcels and the
variability in the foliage induces a strong influence of the soil on the discrimina-
tion of pixels. The ratio of misclassifications suggests that these spectral mode
data can not be used for an accurate pixel-wise discrimination between varieties.
Indeed, even if some degree of discrimination can be reached with two classes
(Merlot Noir and Cabernet Sauvignon) the results are not perfect. Moreover,
taking into account several varieties does not seem feasible for the moment. For
these reasons, the CASI data used in this study does not seem adequate for an
accurate characterization of vegetation at the pixel scale.

Nevertheless, grape variety discrimination may be enhanced by considering
higher level information on plots and parcels. At the vine row level, a solution
would consist in considering the vine rows individually as it is done in [7]. Such
an approach would need a row extraction step (see [19, 20] or [7] for examples).
However, the lack of spatial resolution in the spectral mode makes the CASI
data hardly appropriate for such a task. Maybe the best way to deal with variety
discrimination is to work at the scale of the plot. The knowledge of cadastral
information about the boundings of the plots would allow variety classification
at the plot level, with a higher overall accuracy than the one obtained at the
pixel level. Future works will concern this aspect.
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