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bCORIA-UMR CNRS 6614, Université de Rouen, site universitaire du Madrillet,
76801 Saint Etienne du Rouvray Cedex, France

Abstract

The accurate simulation of the dynamics of polydisperse evaporating sprays in un-
steady gaseous flows with large scale vortical structures is both a crucial issue for
industrial applications and a challenge for modeling and scientific computing. The
usual Lagrangian approaches developed in polydisperse unsteady configurations lead
to a very high computational cost or to a low level of resolution if not enough numer-
ical parcels are used. Besides, they induce coupling difficulties due to the different
type of description of the two phases involved. A large range of Eulerian models have
been recently developed to describe the disperse liquid phase with a lower cost and
an easier coupling with a carrier gaseous phase. Among these models, the multi-fluid
model allows the detailed description of polydispersity and size/velocity correlations
of the droplets of various sizes. Such an approach has been shown to be derived from
the Williams spray equation by Laurent and Massot [24] under the assumption of
mono-kinetic spray number density functions conditioned by droplet size. Such an
assumption is important since it defines the validity limit of the multi-fluid model
and also results in the “pressureless gas dynamics” structure of the transport term
in physical space of such a model. However, two key issues are still so far to be
tackled : the validation in multi-dimensional configurations and the evaluation of
the level of accuracy of such models versus the reference Lagrangian one as well
as the related issue of a detailed study of the effective computational cost of the
two approaches. In this work we study the impact of the mono-kinetic assumption
in a multi-dimensional configuration at three levels : mathematical structure of the
resulting system of conservation equations to be resolved in the multi-fluid model,
numerical method needed to cope with the potential resulting singularities and phys-
ical interpretation and validity limit of the resulting numerical simulations. We then
provide a sharp evaluation of the accuracy and computational cost of Eulerian mod-
els and related discretization schemes versus Lagrangian solvers in various unsteady
configurations from Taylor-Green vortices to homogeneous isotropic turbulence.
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1 Introduction

In many industrial combustion applications such as Diesel engines, fuel is
stocked in condensed form and burned as a disperse liquid phase carried by
a gaseous flow. Two phase effects as well as the polydisperse character of the
droplet size distribution (since the droplets dynamics depend on their inertia
and are conditioned by size) can significantly influence flame structures. Size
distribution effects are also encountered in a crucial way in solid propellant
rocket boosters, where the cloud of alumina particles experiences coalescence
and becomes polydisperse in size, thus determining their global dynamical be-
havior [19, 20]. The coupling of dynamics, conditioned on particle size, with
coalescence or aggregation as well as with evaporation can also be found in
the study of fluidized beds [36, 15] and planet formation in solar nebulae.
Consequently, it is important to have reliable models and numerical meth-
ods to be able to describe precisely the physics of two phase flows where the
disperse phase is constituted of a cloud of particles of various sizes that can
evaporate, coalesce or aggregate, break-up and also have their own inertia and
size-conditioned dynamics. Since our main area of interest is combustion, we
will work with sprays throughout this paper, keeping in mind the broad ap-
plication fields related to this study.
By spray, we denote a disperse liquid phase (i.e. where the liquid volume frac-
tion is much smaller than one) constituted of droplets carried by a gaseous
phase. Even with this seemingly precise definition, two approaches correspond-
ing to two levels of description can be distinguished. The first, associated
with a full direct numerical simulation of the process, provides a model for
the dynamics of the interface between the gas and liquid, as well as the ex-
changes of heat and mass between the two phases using various techniques
such as the Volume Of Fluids (VOF) or Level Set methods (see for example
[3, 18, 22, 35]). The second approach, based on a more global point of view
thus called “mesoscopic”, describes the droplets as a cloud of point particles
for which the exchanges of mass, momentum and heat are described using
a statistical point of view, with eventual correlations, and the details of the
interface behavior, angular momentum of droplets, detailed internal temper-
ature distribution inside the droplet, etc., are not predicted. Instead, a finite
set of global properties such as size of spherical droplets, velocity of the center
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of mass, temperature are modeled. Because it is the only one for which nu-
merical simulations at the scale of a combustion chamber or in a free jet can
be conducted, this “mesoscopic” point of view will be adopted in the present
paper.
The principal physical processes that must be accounted for are (1) transport
in real space, (2) droplet heating and evaporation, (3) acceleration of droplets
due to drag, and (4) coalescence and break-up of droplets leading to poly-
dispersity. Spray models have a common basis at the mesoscopic level (also
called “the kinetic level” by analogy to the kinetic theory of gases [7, 8]), un-
der the form of a number density function (NDF) satisfying a Boltzmann type
equation, the so-called Williams [38, 39] equation. The internal variables char-
acterizing one droplet are the size, the velocity and the temperature, so that
the total phase space is usually high-dimensional. Such a transport equation
describes the evolution of the NDF of the spray due to evaporation, to the
drag force of the gaseous phase, to the heating of the droplets by the gas and
finally to the droplet-droplet interactions, such as coalescence and break-up
phenomena [14, 31, 2, 19, 24, 25].
There are several strategies in order to solve the liquid phase and the major
challenge in numerical simulations is to account for the strong coupling be-
tween all the involved processes. A first choice is to approximate the NDF by
a sample of discrete numerical parcels of particles of various sizes through a
Lagrangian–Monte-Carlo approach [14, 31, 2, 19, 34]. It is called Direct Sim-
ulation Monte-Carlo method (DSMC) by Bird [4] and is generally considered
to be the most accurate for solving Williams equation; it is especially suited
for direct numerical simulations (DNS) since it does not introduce any numer-
ical diffusion, the particle trajectories being exactly resolved. This approach
has been widely used and it has been shown to be efficient in numerous cases
(see for example [16] and references therein). Its main drawback, that was
shown recently to be a major one with the development of new combustion
chambers leading to combustion instabilities, is the coupling of an Eulerian
description for the gaseous phase to a Lagrangian description of the disperse
phase, thus offering limited possibilities of vectorization/parallelization and
implicitation. Besides, it brings another difficulty associated with the repar-
tition of the evaporated mass at the droplet location onto the Eulerian grid
for the gas description. Moreover for unsteady computations of polydisperse
sprays, a large number of parcels in each cell of the computational domain is
generally needed, thus yielding large memory requirement and CPU cost.
This drawback makes the use of an Eulerian formulation for the description of
the disperse phase attractive, at least as a complementary tool for Lagrangian
solvers. It leads to the use of moments methods since the high dimension of
the phase space prevents the use of DNS on the NDF equation with deter-
ministic numerical methods like finite volumes. The use of moments methods
leads to the loss of some information but the cost of such methods is usually
much lower than the Lagrangian ones for two reasons. The first one is related
to the fact that the number of unknowns we solve for is limited; the second
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one is related to the high level of optimization one can reach when the two
phases are both described by a Eulerian model.
However, the main drawbacks of most of the existing Eulerian models are
their inability to capture the polydispersity in size of the spray as well as
size-velocity correlations and the impossibility to treat droplet-droplet inter-
actions because only a finite number of sizes are present in the problem. The
introduction of presumed number density functions in size induces severe nu-
merical instabilities mainly due to the fact that the evaporation process is not
compatible with such a description and does not provide a satisfactory solu-
tion. The Eulerian Multi-Fluid model, extended by Laurent and Massot [24]
from the ideas of Greenberg [17], allows to describe polydispersity of a spray
in size and the associated size-conditionned dynamics. This approach relies
on the derivation of a semi-kinetic model from the Williams equation using
a moment method for velocity conditioned by droplet size, but keeping the
continuous size distribution function [24]. This distribution function is then
discretized using a “finite volume approach” in the size phase space that yields
conservation equations for mass, momentum (and eventually other properties
such as temperature) of droplets in fixed size intervals. This Multi-Fluid model
is developed in the framework of a “Direct Numerical Simulation” for laminar
flows, i.e. without modeled scales. However, it is symptomatic of the difficul-
ties one will encounter in the development of Large Eddy Simulation tools for
turbulent flows.

It is very often mentioned in the literature that Eulerian models lead to a
computational cost which is much smaller than their Lagrangian counterpart.
However, such a statement lacks precision for two reasons. First, the two meth-
ods do not resolve the same level of description, the Lagrangian approach
providing a stochastic discretization of the “mesoscopic” Williams equation,
whereas the Eulerian approach deals with a set of moments of the NDF. Thus
to compare the two methods, we have to define precisely the configurations
on which comparisons are relevant and then to investigate the accuracy of
both methods in a such case (order of the method, numerical diffusion, con-
vergence...). The selected configurations have also to be representative of the
difficulties one will encounter in realistic devices : polydispersity and unsteadi-
ness. Second, for a given level of accuracy and associated level of discretization,
the computational efficiency of both methods have to be compared.

In order to be able to compare the accuracy of various numerical methods for
the disperse phase, we restrict the simulation to one-way coupling and thus
isolate the behavior of each method for a given gaseous flow. This, of course,
does not prevent the use of the methods in the framework of two-way coupling,
however we do not want to cope with the difficulties of two-way coupling and
convergence of coupled Eulerian/Lagrangian solvers but solely to evaluate and
compare two levels of description of the disperse liquid phase for given gaseous
flows.
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In the present work, we consider polydisperse evaporating sprays in large scale
vortical structures of a gaseous field and we focus on the ejection process of
the spray by the vortices in a one-way framework. Indeed it can be seen as an
elementary process in turbulent dispersion of evaporating droplets, responsible
for the segregation of droplets, a key issue for the global spray behavior [32].
Consequently precise modeling of this dynamics is a key point in describing
more complex configurations. The objective of this paper is two-fold : first we
present the ability of an Eulerian model to simulate accurately, for an evapo-
rating polydisperse spray, the dynamics of ejection from vortices, and insist on
the mathematical and numerical difficulties arising in multi-dimensional con-
figurations. Indeed assumptions made at the kinetic level of modeling lead to
a peculiar mathematical structure of the model, as far as transport in physical
space is concerned, that can be related to the pressureless gas dynamics stud-
ied in [40, 5]. Elghobashi and Druzhinin in [11] noticed the peculiar structure
of system of partial differential equations in the framework of bubbly flows
and two-fluid modeling and proposed a Lagrangian-Eulerian mapping solver.
However, they proposed a non-conservative scheme which can not handle the
singularities created by finite Stokes droplets. We thus illustrate the formation
of singularities created by the resulting conservation equations and define a
critical Stokes number associated with it. As far as accuracy is concerned, we
evaluate it comparing Eulerian and Lagrangian descriptions with a one-way
coupling in configurations simple enough to perform precise quantitative com-
parisons. Both Eulerian and Lagrangian descriptions have been developed in
two main configurations. The dynamics of ejection of evaporating droplets in
a single vortex is accurately analyzed in the context of Taylor-Green vortices
(a steady solution of inviscid Euler equations). We further investigate more
complex configurations such as the dynamics of a polydisperse spray in an
homogeneous and isotropic turbulent gaseous flow. Second, these comparisons
allow an evaluation of the computational cost associated to each description.
We can then evaluate the computational efficiency of both methods of res-
olution and characterize their behavior and limits in the various proposed
configurations. To our knowledge, such an evaluation has not yet been con-
ducted.

The paper is organized as follows. In section 2 the Williams spray equation
is presented as well as the Lagrangian discretization and Eulerian multi-fluid
modeling derived from it. The mathematical and numerical singularities aris-
ing in the Eulerian modeling are detailed in section 3 and the numerical
method required to cope with them is explained in section 4. Finally we pro-
pose a detailed comparative study in the section 5 before concluding.
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2 From mesoscopic to macroscopic spray modeling

2.1 Williams “kinetic” equation

In this section, we introduce a simplified Williams equation in the framework of
our study. This mesoscopic approach is sometimes referred to as the “kinetic”
level of description in reference to the kinetic theory of gases.

2.1.1 A simplified kinetic description

Let us define the NDF function f of the spray, where f(t,x, S,u)dxdSdu
denotes the averaged number of droplets (in a statistical sense), at time t,
in a volume of size dx around a space location x, with a velocity in a du-
neighborhood of u and with a surface in a dS-neighborhood of S. The droplets
are considered to be spherical and characterized by their surface S.

For the sake of simplicity and for the purpose of this paper, we are going
to consider that the evaporation process is described by a d2 law without
convective corrections and that the drag force is given by a Stokes law. We
also assume that the spray is dilute enough to neglect the droplet interactions,
and finally that the unstationary heating of the droplets does not need to be
modeled so that the evaporation law coefficient does not depend on the heating
status of the droplet. We refer to [1, 24, 25] for more detailed droplet models
for which the derivation of the multi-fluid model can be easily extended. The
extension of the multi-fluid model to more detailed droplet models does not
have an impact on the conclusions of the present study; it is established that
refined droplet models can be used as long as they do not include history
terms (see [24, 25]).

Concerning the gaseous phase, its temperature and composition are assumed
to be constant and uniform as well as its main physical properties such as mass
density and viscosity. The evaporation process modifies the composition of the
gas phase and can eventually lead to its saturation in regions of large droplet
density. However, we do not attempt to achieve a fully coupled calculation,
but only to evaluate the accuracy of the Eulerian multi-fluid model relatively
to the Lagrangian solver, as well as to study the compared computational
cost of the two approaches for the spray descriptions. We are thus assuming
a one-way coupling between the carrier gaseous phase and the disperse liquid
phase. The evolution of the spray is then described by the Williams transport
equation [38] :

∂tf + u · ∂xf + ∂S(K f) + ∂u · (F f) = 0 (1)
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where K denotes the d2 law evaporation rate, which is constant because of
the assumptions on the gaseous field. F is the Stokes drag force due to the
velocity difference with the gaseous phase. This quantity has the following
dependence : F = F(t,x,u, S); the dependence on the local gas velocity is
implicitly written in the (t,x) dependence :

F(t,x,u, S) =
U(t,x)− u

τp(S)
, τp(S) =

ρlS

18πµg

, (2)

where U is the gas velocity, µg represents its dynamic viscosity and ρl is the
liquid density. Note that the dynamical viscosity and the liquid density are
assumed to be constant.

2.1.2 Non dimensional numbers

We introduce here a non dimensional form of the kinetic equation used in the
following, highlighting the non dimensional numbers of the problem.

∂t∗f
∗ + ∂x∗ · (u∗ f ∗) +−Ev ∂S∗f

∗ + ∂u∗ ·
(

U∗ − u∗

St(S∗)
f ∗
)

= 0. (3)

We use characteristic quantities of the gaseous phase, a spatial length λ, a
velocity A and the corresponding time τg = λ/A, to define the non dimensional
quantities. We also define a characteristic size Sref being chosen for example
as the maximal droplet surface of the distribution. The dimensionless variables
are then defined by :

t∗ =
t

τg
, x∗ =

x

λ
, u∗ =

u

A
, U∗ =

U

A
, S∗ =

S

Sref

, (4)

and f ∗(t∗,x∗,u∗, S∗) = f(t,x,u, S)λ3A3Sref is the distribution function cor-
responding to this change of variables. This operation leads to the outbreak
of two non dimensional numbers, driving the physics of the problem. The first
one is the Stokes number, defined by St = τp(Sref )/τg, where τp is the dy-
namical time of the droplets of size Sref defined by Eq. (2). The second non
dimensional number outbreaking in Eq. (3) is Ev. It is defined as the ratio
between the characteristic time of the gaseous flow τg and the characteristic
time of the evaporation process τevap :

Ev =
τg
τevap

, τevap =
Sref

−K
. (5)

This non dimensional number will drive the evaporation speed of the droplets
in the computations.

In the following, we will have to work with mass densities of droplets with a
size between two limits [Sk−1, Sk[, where the full droplet size interval is [0, Sref ].
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Consequently, we will introduce the non-dimensional mass densities by :

m∗(k) = λ3 m
(k)

Mref

=
∫ S∗k

S∗
k−1

S∗3/2f ∗(S∗) dS∗, (6)

where Mref is the characteristic mass associated to the reference droplet sur-
face Sref :

Mref =
ρlS

3/2
ref

6
√
π
, S∗k = Sk/Sref . (7)

Since we will work with only non-dimensional quantities throughout the paper,
from now on, for the sake of legibility, we will drop the stars and keep in mind
that all the variables are non-dimensional.

2.2 Lagrangian and Eulerian modeling

We present the Lagrangian Monte-Carlo treatment of this modeling and then
recall the main steps of the derivation of the Eulerian multi-fluid model from
the kinetic Williams-Boltzmann equation. The complete details of the deriva-
tion can be found in [24]. The idea is here to obtain the multi-fluid’s equations
highlighting their interest in describing a polydisperse evaporating spray.

2.2.1 Lagrangian method

To solve the kinetic equation of the spray, we can use Lagrangian Monte-
Carlo methods. This leads to Euler-Lagrange numerical methods, commonly
used for the calculation of polydisperse sprays in various application fields
(see for example [31, 20, 29, 30, 34, 32] and references therein). In this kind of
approach, the gas phase is generally computed using a deterministic Eulerian
solver, while the disperse phase is treated in a Lagrangian way. The influence
of the droplets on the gas flow is taken into account by the presence of source
terms in the system of gas conservation equations. However, as explained in
the previous section, this influence is outside of the scope of this paper.

Two Lagrangian methods can then be used for the disperse phase depending
on the level at which the physical processes are modeled. But these methods
are equivalent in our case, in a sense which will be specified. The first one is a
Discrete Particle Simulation (DPS), which describes the evolution of numerical
particles, each one representing one or several droplets. The physical processes
such as transport, evaporation, drag force are then described by the classical
following equations :

dtxk = uk, dtuk =
U(t,xk)− uk

St(Sk)
, dtSk = −Ev, (8)
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where, xk is the non-dimensional position of the kth numerical particle, uk

its non-dimensional velocity and Sk its non-dimensional surface. The Eulerian
fields for the liquid phase are usually recovered through ensemble averages
[33].

The second Lagrangian method is a Particle Discretization (PD) of the Williams
governing equation given with non-dimensional variables by Eq. (3). The dis-
tribution is then written as a sum of Dirac delta functions :

f(t,u, S) =
∑
k

wkδ(x− xk(t))δ(u− uk(t))δ(S − Sk(t)). (9)

where wk is the constant weight of the kth numerical particle and xk, uk, Sk are
its position, velocity and surface. These characteristics of numerical particles
evolve through the Eqs. (8). This method provides directly an ensemble aver-
age of the droplet repartition and then the Eulerian fields. This point of view
is different from the previous one since we use directly a statistical description
of the spray, coherently to what is done with the Eulerian method. However,
the two Lagrangian methods are equivalent in our case without any droplet
interaction because physical processes are all linear in the droplet number.
Indeed, doing several realizations of the DPS (saying with the same number
of particles for each) is the same as doing one simulation with the PD method
putting together all the particles of all the realizations of the DPS. Conversely,
doing a simulation with the PD method is the same as doing a number N of
realizations of DPS, with initially a number Nwk of particles having the char-
acteristics xk, uk and Sk, N being an integer such that each Nwk is an integer.
The cost of the two kinds of simulations is then about the same and the main
difference between these two methods comes from their initialization; it can
be seen from what precedes that the second one generally leads to a smaller
number of total numerical particles for the same level of accuracy. As a conclu-
sion, since the statistical description of the spray is coherent with the Eulerian
method used for the liquid phase and since it leads to less costly computa-
tions, the second Lagrangian method is used here. Eqs. (8) are solved using
a third order explicit Runge-Kutta method. Moreover, as already mentioned,
the initialization process is crucial, since it defines the number of numerical
particles and has to be a realization of the initial distribution. We assume that
the droplet size spectrum of the spray is independent of the space location at
the initial time. Since the physically relevant global variable to be considered
is the droplet mass density, we take the initial mass distribution f0(x, y, S) in
the form :

f0(x, y, S) = mtot
0

S3/2fs(S)∫
[0,1]

σ3/2fs(σ)dσ

fxy(x, y)∫
[0,1]2

fxy(x′, y′)dx′dy′
(10)

where mtot
0 is the total non-dimensional mass density of the spray, fs(S) is

the size distribution function given in Figure 3 and the space distribution fxy
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is identically equal to 1 in the uniform case and is represented in Figure 8
for the non uniform configuration. The initialization can be done in several
ways : simulating a uniform distribution on the support of f0 and adjusting the
weights to obtain the correct distribution is easy but it induces particles with
a very small mass density and thus little efficiency in terms of computational
cost. A better method consists in simulating directly the mass distribution
through a reject method with numerical particles having weights representing
the same mass density. Since our global initial mass distribution f0 is bounded
by a constant C times the probability density function of the uniform law on
Ω × [0, 1], where Ω ⊂ [0, 1] × [0, 1] is the space where droplets can be found,
initial conditions can be obtained in the following way : four random numbers
(Xk, Yk, Sk, Uk) between 0 and 1 are chosen; if xk = (Xk, Yk) belongs to Ω and
if f0(xk, Si) > CUk, then the particle is accepted; if not, it is rejected. This
is done till the number N of accepted numerical particles we want is reached.
Then, each numerical particle (Xk, Yk, Sk) has the weight ωk = mtot

0 /(NS
3/2
k ).

For comparisons purposes with the Eulerian method, some averages are done
on space cells Cα and sections [Sm−1, Sm] in droplet size to find the approxima-
tion of the corresponding non-dimensional mass density mLa

α,m and velocities
uLa

α,m :

mLa
α,m =

∑
wkS

3/2
k , mLa

α,muLa
α,m =

∑
wkS

3/2
k uk (11)

where the summation is done over all k such that Sm−1 ≤ Sk < Sm and
xk ∈ Cα. The accuracy of such ensemble averages is discussed in the following.

2.2.2 Eulerian multi-fluid model

The formalism and the associated assumptions needed to derive the Eulerian
multi-fluid model are introduced in [24]. We recall briefly here the main steps.

Two steps are to be realized in order to obtain the Eulerian multi-fluid model’s
equations. In a first step we reduce the size of the phase space, considering
only the moments of order zero and one in the velocity variable at a given time,
a given position and for a given droplet size : n =

∫
fdu and ū =

∫
ufdu/n

which depend on (t,x, S). The closure of the system is obtained through the
following assumptions :

[H1] For a given droplet size, at a given point (t,x), there is only one character-
istic averaged velocity ū(t,x, S).

[H2] The velocity dispersion around the averaged velocity u(t,x, S) is zero in
each direction, whatever the point (t,x, S).

It is equivalent to presume the following NDF conditioned by droplet size :

f(t,x, S,u) = n(t,x, S)δ(u− ū(t,x, S)), (12)
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that is to reduce the support of the NDF to a one dimensional submanifold
parametrized by droplet size.

Such an assumption leads to a closed system of conservation equations called
the semi-kinetic model on the moments of order zero and one in velocity. It
is given by two partial differential equations in the variables n(t,x, S) and
ū(t,x, S) which express the conservation of the number density of droplets
and their momentum, respectively, at a given location x and for a given size
S :

∂tn+ ∂x · (nu)− Ev∂S(n) = 0. (13)

∂t(nu) + ∂x · (nu⊗ u)− Ev∂S(nu)− nF = 0, (14)

where F(t,x, S) is the Stokes’s drag force taken at u = u. It has to be noticed
that the two descriptions at the “kinetic” level and at the moment level are
equivalent as long as (i) the assumption that the NDF conditioned by droplet
size is mono-kinetic, i.e. satisfies Eq. (12) and associate one single velocity
at a fixed position and time for a given droplet size, and (ii) the solution of
the system of conservation equations remains smooth. Such a model can also
be interpreted as a one node DQMOM approach on the NDF, where n is its
weight and u its abscissa [27]. The validity of such and assumption and its
limitations are fully discussed in the following.

The second step consists in choosing a discretization 0 = S0 < S1 < · · · <
SN for the droplet size phase space and to average the obtained system of
conservation laws over each fixed size intervals [Sk−1, Sk[, called section. The
set of droplets in one section can be seen as a “fluid” for which conservation
equations are written. The sections exchange mass and momentum. To close
the system, the following assumptions are introduced :

[H3] In one section, the characteristic averaged velocity do not depend on the
size of the droplets.

[H4] The form of n as a function of S is supposed to be independent of t and x
in a given section, thus decoupling the evolution of the mass concentration
of droplets in a section from the repartition in terms of sizes.

These assumptions are equivalent to presume the NDF in size and in velocity
inside each section :∀S ∈ [Sk−1, Sk[ n(t,x, S) = m(k)(t,x)κ(k)(S)

and ū(t, x, S) = ū(k)(t,x),
(15)

where m(k) is the mass concentration of droplets in the kth section, in such a
way that ∫ Sk

Sk−1

S3/2κ(k)(S)dS = 1. (16)
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It is interesting to note that such an approach only focuses on one moment
of order 3/2 of the distribution in the size variable inside one section. This
moment corresponds to the mass density of droplets and is the only one to be
transported and conserved; it has been chosen because of its relevance to the
evaporation and combustion processes. The conservation equations for the kth

section then read :

∂tm
(k) + ∂x · (m(k)ū(k)) =−Ev (E

(k)
1 + E

(k)
2 )m(k)

+EvE
(k+1)
1 m(k+1),

∂t(m
(k)ū(k)) + ∂x · (m(k)ū(k) ⊗ ū(k)) =−Ev (E

(k)
1 + E

(k)
2 )m(k)ū(k)

+EvE
(k+1)
1 m(k+1)ū(k+1) +m(k)F̄(k),

(17)

where E
(k)
1 and E

(k)
2 are the “classical” pre-calculated evaporation coefficients :

E
(k)
1 = S

3/2
k−1κ

(k)(Sk−1), E
(k)
2 =

3

2

∫ Sk

Sk−1

S1/2κ(k)(S)dS, (18)

where F(k) is the “classical” averaged drag force [17, 24] :

F̄(k) =
U− ū(k)

St(k)
mean

,
1

St(k)
mean

=
∫ Sk

Sk−1

S3/2 κ(k)(S)

St(S)
dS. (19)

As specified in [24] the terms with E
(k)
1 and E

(k)
2 represent the exchange terms

between successive sections and exchange terms with the gaseous phase, re-
spectively. These conservation equations have, as far as physical transport is
concerned, a peculiar structure similar to those of the pressureless gas dynam-
ics. They lead to singular behaviors requiring well-adapted numerical methods,
as it will be presented in the next section.

3 Mathematical structure and development of singularities

The assumptions formulated at the kinetic and at the macroscopic level while
deriving the Eulerian model, lead to several mathematical difficulties. Indeed
we obtain a peculiar system of conservation equations without any pressure
term leading to singularities called “δ-shocks”. These singularities occur when
the mono-kinetic assumption of the multi-fluid model ceases to be valid and
introduces some artificial velocity averaging. The key issue is thus to charac-
terize the appearance of such singularities and to relate it to the physics of
droplet dynamics. This will have two consequences, first we will be able to
choose comparison configurations which are within the validity limit of the

12



multi-fluid model; second, since the configurations of interest frequently in-
volve flow location which can be a little beyond the validity limit and still
can be accurately described by the multi-fluid model, we aim at developing a
numerical method robust enough to cope with these singularities in case they
do occur.

3.1 Mathematical peculiarities of Multi-fluid modeling

This multi-fluid system of equations contains a peculiar transport term similar
to the pressureless gas system studied for example in [5]. Indeed, it is simi-
lar to an Euler gas dynamics system of equations, but without any pressure
term in the momentum equation; that is, it corresponds to the limit of zero
temperature :

∂t(ρ) + ∂x · (ρū) = 0, (20)

∂t(ρū) + ∂x · (ρū⊗ ū) = 0. (21)

This system can be found for example in astrophysics, when describing the
formation of large scale structures in the universe or in the modeling of sticky
particles [40]; it has also been presented in [11] for bubbles. It has the peculiar-
ity to be weakly hyperbolic and can generate “δ-shocks” (that is a discontinu-
ity in velocity which leads to Dirac delta function concentration in density) or
create vacuum zones. Note that it is important to be able to cope efficiently
with vacuum zones since they represent areas of the flow where no droplet is
to be found and are commonly encountered in most applications. In fact the
equation on the velocity itself is decoupled from the conservation of mass and
takes the form of the Burger’s classical equation :

∂tu + u · ∂xu = 0. (22)

A shock may then arise, leading to the concentration of density at its inter-
face. This shock occurs for example when droplets cross each-other : indeed
we have at the same space and time location two velocities. In the resolution
of the whole problem, as formulated in Eq. 17, the drag term will decrease
the occurrence of such crossings, attracting droplet velocity towards gas veloc-
ity. Nevertheless, for droplets inertial enough, influence of drag is weaker and
crossings may still occur. As we already mentioned in the assumption [H1],
section 2.2.2, we only have one averaged velocity at a given point, preventing
the description of droplet crossings. In the two-fluid model, also based on one
averaged velocity, the same problem occurs and droplet crossings can neither
be described. However, in the multi-fluid model, as presented in assumption
[H1], we have one averaged velocity at a given size. Consequently, the poly-
dispersity described in the multi-fluid model allows crossing of droplets pro-
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vided they do not belong to the same size interval. Nevertheless, equally-sized
droplet crossings are out of the limits of the multi-fluid model and can not be
described.

This observation has two consequences. First we want to be able to control
droplet dynamics for a given gaseous flow. Indeed for turbulent flows or even
for laminar flows with contra-rotative vortices or impinging jets, equally-sized
droplet crossings may occur. We would like to be able, through a limitation
on the Stokes number of the droplets, to foresee these crossings and to prevent
them to occur. Second we want to develop a numerical method robust enough
to cope with the velocity discontinuities and density concentration arising if
equally-sized droplet crossings do still occur at rare occasions in the flow.

A specific numerical method is consequently needed, requiring :

• to stand high gradients even up to the situation where all the mass density
would be concentrated in one cell;

• to preserve the positivity of mass density;
• to reproduce a discrete maximum principle on the velocity.

Furthermore, we also want an order of accuracy high enough in cases of reg-
ular distribution to limit the number of cells needed, in order to treat multi-
dimensional configurations. The development of such a numerical method is
presented in section 4.

3.2 Detailed analysis of multi-fluid limits

The peculiar structure of the multi-fluid system and the set of associated
assumptions require a precise analysis of droplet dynamics description. The
purpose of this section is to provide the key ideas of the analysis yielding
the definition of a critical Stokes number below which the assumptions of the
multi-fluid are valid. We first introduce the fundamentals of the analysis in a
typical one dimensional problem defining the critical Stokes number. We then
extend this definition to two-dimensional problems in the context of Taylor-
Green vortices for the gaseous flow. The extension to a more general framework
for more complex flow field is then considered. Finally we perform Lagrangian
numerical applications in these configurations, to study the validity of the
theoretical criterion introduced.

3.2.1 1-D model problem and critical Stokes number

The purpose of the present section is to identify the critical point for the ap-
pearance of “δ-shocks” [5, 6], that is, the eventual concentration up to infinity
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of the density field related to the creation of a discontinuous velocity field.
Such an event corresponds to the crossing of characteristic curves in the phys-
ical space [26] and to the limit of the mono-kinetic character of the NDF at
the kinetic level, i.e. the velocity distribution at given location becomes multi-
valued. These characteristic curves are defined, for both the kinetic equation
(3) and the system of conservation laws (13,14), in the case of non-evaporating
droplets, by a set of ordinary differential equations (ODE) and initial condi-
tions : 

dtXp = Vp

dtVp =
U(t,Xp)− Vp

St

,


Xp(0) = X0

p

Vp(0) = V 0
p

, (23)

with V 0
p = u0(X0

p ) since the initial distribution is mono-kinetic. It should be
noticed that the non-linear coupling between the two fields is contained in the
fact that the gaseous velocity field U is only sampled by the droplet trajectory
at Xp. Thus, the characteristic curves are the integral curves of the vector field
defined by (23), parametrized by the initial spatial coordinate so that we will
adopt the notation (Xp, Vp)

t(t,X0
p ). Under some standard conditions on the

regularity of the field U , the characteristic curves exist and are well-defined
for all time and spatial initial conditions. However, as soon as some character-
istic curves cross each other in the only spatial projection of the characteristic
diagram (x, t), the distribution ceases to be mono-kinetic and the equivalence
between the macroscopic and kinetic descriptions is not valid any more. In
fact the characteristics never cross each other in the (x, v) phase space so that
the distribution admits multiple velocities at a point where the spatial pro-
jection of the characteristics cross each-other. For the sake of simplicity the
generic example of steady gaseous flow field is given by a spatial harmonic
oscillation U(x) = sin (2π x), with periodic boundary condition on the spatial
interval [0, 1]. The initial condition for the spray is a uniform zero velocity
distribution u0 = 0, as well as a constant density distribution n0 = 1. The
characteristic first crossing point can be shown to be at x = 1/2 since this
is the point of maximal strain. In order to characterize the limit we linearize
the original system of ODEs (23) at x = 1/2 for which the eigenvalues of
the associated matrix are real, if and only if 8π St ≤ 1. The limiting value of
the Stokes number is then 1/(8π) ≈ 0.0398. Taking a look at Figure 1 will
provide the reader with the intuitive picture of two cases where there is or is
not characteristic crossing. We have represented on the left the trajectories of
the particles (that are also the characteristic curves in this pressureless config-
uration) with the usual convention that the abscissa is the spatial coordinate
and the ordinate, the time evolution. We consider thirty equidistributed initial
spatial positions and a zero initial velocity. We plotted the evolution of the
position versus time for two Stokes numbers which are below and above the
critical one. It can be clearly seen that the characteristics cross at x = 0.5
for St = 0.3 at time around t = 0.5 which corresponds to the first time when
the velocity distribution at x = 0.5 becomes multi-valued as shown in the
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position-velocity phase plane on the top-right of Figure 1. On the contrary,
such a scenario never occurs for St = 0.03 for which the characteristic curves
never cross and the velocity field as a function of position always remain
mono-kinetic as presented in Figure 1-bottom.

Fig. 1. (top) : St = 0.3, characteristic crossing in the (x, t) plane (left) and phase
plane dynamics (x, v) (right) for 30 initial conditions equally distributed in space
with zero initial velocity; (bottom) : St = 0.03, no characteristic crossing in the
(x, t) plane (left) and phase plane dynamics (x, v) (right) for 30 initial conditions
equally distributed in space with zero initial velocity.

Besides, as shown in [12] in the 1D case, the droplet velocity field is rapidly
attracted, within a non dimensional time equal to a few Stokes number, to an
invariant velocity manifold. It is smooth only if the non-dimensional Stokes
number is below the critical limit and becomes discontinuous beyond this
threshold, thus allowing the droplets to go from one half of the domain to the
other (see Figure 1-top for St = 0.3). This manifold is easily observed in the
(Xp, Vp) phase plane in Figure 1-top-right for St = 0.03 < 1/(8π).

For Stokes numbers beyond the critical limit, let us underline the fact that,
even for the Williams equation at the kinetic level, there is a singularity at the
time when the characteristics are crossing in the (x, t) diagram. At this exact
time, the zeroth order moment of the NDF, that is the number density of
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droplets, becomes infinite at x = 1/2 and the original modeling at the kinetic
level can cease to be valid if the initial droplet number density is high enough
for the collision term to become important in the neighborhood of the axis
of symmetry where the singularity occurs. Even if this singularity is spatially
integrable, the original modeling on the NDF should then involve a collision
term or a “granular pressure”. For an interesting study of the influence of the
initial number density of droplets on the influence of the collisional term in
the NDF equation in a different framework, we refer to the work of Volkov
and collaborators (see [37] and references therein).

This will prove to be symptomatic of what happens in multi-dimensional con-
figurations with more complex flows.

3.2.2 Taylor-Green vortices

In a first step toward more complex multi-dimensional configurations, we in-
vestigate a gaseous flow field which is given by the two-dimensional Taylor
Green vortices, a steady solution of the inviscid incompressible Euler equa-
tions. The reason for such a choice is related to the fact that while being
two-dimensional, such a configuration is representative of the vortical struc-
ture of turbulent flows and still allows an analytical treatment that will high-
lights the study of more complex configurations. To extend the study to a
two-dimensional version of the steady spatially oscillating gaseous flow field,
we consider a steady solution of the incompressible Euler equations with pe-
riodic boundary conditions, which reads in the non-dimensional setting U =
sin(2π x) cos(2π y) for the horizontal velocity, and V = − cos(2π x) sin(2π y)
for the vertical one, (x, y) ∈ [0, 1] × [0, 1]. The structure of the flow field is
presented in Figure 2 through the velocity vectors.
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Fig. 2. Velocity vectors of Taylor-Green gaseous vortices configuration.
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In order to analytically characterize the critical Stokes number, we focus on the
behavior of the system around the central point (1/2, 1/2). The characteristics,
in their non-dimensional form, are then linearized at this point and it yields :

dtXp = Up, dtUp =
2πXp − Up

St
,

dtYp = Vp, dtVp =
−2π Yp − Vp

St
.

(24)

The system of four ODEs can then be splitted into two decoupled system of
ODEs in each direction which can be treated separately. In the x direction,
the eigenvalues are always real, whereas, in the y direction, we recover the
same analysis as in the 1D case, with the same critical value of the Stokes
number. It can be shown that, for the considered initial mono-kinetic velocity
distribution, the first point of characterics crossing is at the center : (1/2, 1/2)
which is again the point of maximum rate of strain.

Beyond the obtained Stokes critical value, droplets are ejected from vortices
and encounter droplets coming from other vortices, since the original number
density of droplets is symmetrical. Consequently, for Stokes numbers below
this critical value, we are sure that the multi-fluid assumptions are valid in
the sense that the kinetic modeling and the fluid modeling provide identical
descriptions. For Stokes numbers beyond this critical value, the multi-fluid
model and the kinetic model provide diverging solutions and are not equiv-
alent any more. The Eulerian semi-kinetic and multi-fluid models both lead
to infinite density concentrations and discontinuous velocity fields. In fact, in
the non-dimensional gas velocity variables, the maximal value of the strain for
both 1D and 2D cases is 2π at the symmetry point.

To obtain a first numerical illustration of the previously introduced Stokes
criteria, we perform Lagrangian simulations in this Taylor-Green configura-
tion to study droplets dynamics evolution with their inertia. The analytical
velocity field allows us to compute analytically the gas velocity at the position
of the droplets. We decided to introduce in the computational domain a uni-
form distribution of droplets, equally distributed in the domain. Concerning
the distribution in the size phase space, we have a polydisperse distribution
reproducing f 0(S) represented in Figure 3. This droplet size distribution does
not depend on spatial coordinate. We choose two maximum Stokes numbers
for this distribution : a Stokes number under the critical value St = 0.03 < Stc

and one over the critical value St = 0.3 > Stc. Results are represented at four
different times in Figure 4 and Figure 5. As expected, the droplets with a
Stokes number under the critical value are ejected from the gaseous vortices,
and they accumulate at the edges of the vortices without leaving their origi-
nal vortex, see Figure 4. On the contrary, more inertial droplets with a Stokes
number over the critical value are ejected from their original vortex leading to
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Fig. 3. Initial conditions for droplets : non-dimensional polydisperse size distribu-
tion.

crossing trajectories for droplets as shown in Figure 5.

3.2.3 Extension to a general framework

The purpose of this subsection is to illustrate what happens in the framework
of a more complex gaseous velocity field and to point out the similarities with
what has just been presented in the context of Taylor-Green vortices.

In the previous study, we have considered only zero initial droplet velocity
distribution and conducted a study of the critical Stokes number in terms of
the gaseous flow field. In fact, in a general framework, there is also a condition
on the initial droplet velocity field. From [21] it can be shown that system
(13,14) is equivalent to the kinetic Williams equation for mono-kinetic initial
velocity distributions under two conditions on both the initial velocity field u0

and on the maximum amax of the derivative of the steady gaseous velocity field.
The variable amax denotes the maximal rate of strain of the gaseous flow field.
In non-dimensional variables, the conditions can be written amax St < 1/(4 d)
and |∂xu

0|∞ St < 1/(2 d), d being the number of dimension of the physical
space. Since in the preceding case, amax = 2π, one recovers the obtained
condition on the critical Stokes number in the one-dimensional setting. These
two conditions insure, from a mathematical point of view, that the kinetic
NDF will remain mono-kinetic, if it was originally so, for all times. In this
context this provides a rigorous basis to insure the validity of the semi-kinetic
and multi-fluid model.

We can thus tackle the configuration of a given non-dimensional gaseous flow
field. The point we want to make is related to the previous study, and relates
to a new set of non-dimensional values of (x0, a0) for which a typical “eddy
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Fig. 4. Lagrangian numerical parcels position at time t = 0.5, t = 1.25, t = 2.75,
and t = 4 in the non dimensional setting. Positions are plotted over velocity vectors
of the gaseous Taylor-Green vortices. The maximum Stokes number of the droplets
distribution is St = 0.03 < Stc. Computation with 10000 numerical parcels.

size” in the new space variable x+ = x/x0 and a related typical “rate of
strain” in the new velocity variable U+ = U/(x0 a0) are respectively one. In
this framework, using the previous result, we will define the critical new Stokes
number St+

c as being 1/4, which will yield the original critical Stokes Number
Stc = 1/(4 a0).

The only point remaining to be fulfilled is the choice of the couple (x0, a0). In
the Taylor Green vortices, this choice is obvious, since the typical vortex size
is x0 = 1 and the typical rate of strain is a0 = 2π, thus yielding the obtained
value Stc = 1/8π.

As long as the flow is incompressible, the two eigenvalues of the symmetric
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Fig. 5. Lagrangian numerical parcels position at time t = 0.5, t = 1.25, t = 2.75,
and t = 4 in the non dimensional setting. The positions are plotted over velocity
vectors of the gaseous Taylor-Green vortices. The maximum Stokes number of the
droplets distribution is St = 0.3 > Stc. Computation with 10000 numerical parcels.

part of the velocity tensor are of opposite sign and the positive eigenvalue is
then presented. More precisely :

∂x,y

U
V

 =

 ∂xU
∂yU + ∂xV

2
∂yU + ∂xV

2
∂yV

+
ω

2

 0 1

−1 0

 (25)

where ω = ∂yU − ∂xV is the vorticity field and ±iω/2 are the two eigenvalues
of the second matrix. The eigenvalues of the first matrix read :

λ± =
1

2

(
∂xU + ∂yV ±

√
f(U, V )

)
(26)
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with :

f(U, V ) = (∂xU − ∂yV )2 + (∂yU + ∂xV )2 (27)

For the case of study of an incompressible velocity field in 2D, the zero-
divergence of the flow imposes that there are two opposite eigenvalues. A
characteristic value of a0 can then be determined from the field of λ+, from
the distribution of this eigenvalue in the flow field. We can then determine the
corresponding critical Stokes number : Stc = 1/(4 a0). Such definition will be
used in section 4.5.3, in the case of a turbulent gaseous flow field.

4 Eulerian multi-fluid specific numerical method

The mathematical and numerical issues tackled in the previous subsection
require the development of a specific numerical method able to cope with
potentially developing singularities.

4.1 General Scheme

Phenomena involved in our problem are of two different types : transport
induces an evolution in the physical space without leading to any interaction
between the sections, whereas transport in internal coordinate space, i.e. size
and velocity through evaporation and drag, induces an evolution without any
coupling with the spatial coordinates. It is then interesting to separate them
through a splitting algorithm. We choose a Strang splitting which is second
order in time provided all the steps are second order in time, with the following
structure : (see [10])

• Evaporation and drag force during ∆t/2
• Transport during ∆t
• Evaporation and drag force during ∆t/2

This approach has the great advantage to preserve the properties of the
schemes we use for the different contributions, as for example maximum prin-
ciple or positivity. If we assume that the involved phenomena evolve at roughly
similar time scales, this Strang splitting algorithm guaranties a second order
precision in time provided that each of the elementary schemes has a second
order time precision. Furthermore, in the case of the simple modeling used for
the purpose of this paper, we can decouple evaporation and drag force and
treat them separately in the splitting algorithm.
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4.2 Drag term

To present the drag force treatment, we focus only on this term and recall the
different steps from the kinetic level to the multi-fluid model. We recall our
choice of a Stokes drag force at the kinetic level, leading to a simple relaxation
of the liquid velocity to the gas velocity with a characteristic number St :

∂tf + ∂u

(
U(t)− u

St(S)
f

)
= 0. (28)

The next step is, as before, to obtain the semi-kinetic system of equations :
dtn = 0,

dt(nu) = n
U(t)− u

St(S)
.

(29)

And, with the assumption that the velocity is constant inside a section, the
moments of order 3/2 on the surface over the kth section lead to the system :

dtm
(k) = 0,

dt(m
(k)ū(k)) = m(k)U(t)− ū(k)

St(Sk
u)

,
(30)

where the mean surface Sk
u only depends on the choice of the distribution’s

shape κ(k) in the kth section; it reads here :

Sk
u =

3

5

S
5/2
k − S

5/2
k−1

S
3/2
k − S

3/2
k−1

. (31)

The system (30) is solved exactly for a stationary gas velocity, insuring a good
accuracy in time and leading to the scheme :

m(k)(tn+1) =m(k)(tn)

ū(k)(tn+1) =U + (ū(k)(tn)−U) exp

(
− ∆t

St(Sk
u)

)
. (32)

The order of precision of the splitting step solving evaporation and drag force
will thus depend on the order of the evaporation method.

4.3 Evaporation method

To present the numerical method used to solve the evaporation term, we recall
here the system of equations focusing only on this evaporation term :
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dt(m
(k)) =−Ev (E

(k)
1 + E

(k)
2 )m(k) + EvE

(k+1)
1 m(k+1),

dt(m
(k)ū(k)) =−Ev (E

(k)
1 + E

(k)
2 )m(k)ū(k) + EvE

(k+1)
1 m(k+1)ū(k+1).

(33)

Furthermore, as presented in the assumptions to derive the multi-fluid model,
we have to choose a form κ(k)(S) of the distribution in the kth section (see
Eq. 15). Here, this function is chosen constant since it is the optimal choice

for it, as shown in [23]. The expressions of κ(k), E
(k)
1 and E

(k)
2 are given by :

κ(k) =
5

2(S
5/2
k − S

5/2
k−1)

, (34)

and

E
(k)
1 =

5S
3/2
k−1

2(S
5/2
k − S

5/2
k−1)

, E
(k)
2 =

5(S
3/2
k − S

3/2
k−1)

2(S
5/2
k − S

5/2
k−1)

. (35)

The finite volumes discretization recalled here is proved to be a first order
method in [23]. We need then to perform a time discretization to solve the
multi-fluid system of equations : we have chosen a θ-scheme, with θ = 1/2.
This scheme offers unconditional stability, preserves the positivity of the mass
density in each section and is second order accurate in time. It is a semi-implicit
scheme, but, with a constant time step, it can be written (I + ∆t

2
C)Un+1 =

(I− ∆t
2
C)Un with Un the vector of the mass densities of the sections at time

tn or the vector of momentum of the sections at time tn. Besides, I is the
identity matrix and C is a bidiagonal matrix, independent of n, which has the
coefficients E

(k)
1 + E

(k)
2 on the diagonal and −E(k)

1 on the upper-diagonal.

4.4 Kinetic transport scheme

Bouchut et al. developed in [6] a second order kinetic schemes, which is a
finite volume scheme based on the equivalence between a macroscopic and a
microscopic level of description for the pressureless gas equations :

∂tf + u∂xf = 0 ⇐⇒

 ∂t(ρ) + ∂x · (ρu) = 0

∂t(ρu) + ∂x · (ρu⊗ u) = 0
(36)

with :
f(t, x, u) = ρ(t, x)δ(u− u(t, x)). (37)

The values of ρ and u are then recovered from f by the formula : ρ
u

 (t, x) =
∫

R

 1

u

 f(t, x, u)du. (38)
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Fig. 6. Main steps of the kinetic based transport scheme

The principle of such method is illustrated in figure Fig. 6 for the 1D case.
It is a volume finite method giving approximations ρn

j and qn
j = ρn

j u
n
j of the

following averaged values on each cell [xj−1/2, xj+1/2] of ρ and ρu at each
discrete time tn :

ρn
j '

1

∆x

∫ xj+1/2

xj−1/2

ρ(tn, x)dx (39)

qn
j = ρn

j u
n
j '

1

∆x

∫ xj+1/2

xj−1/2

ρ(tn, x)u(tn, x)dx. (40)

First, at time t = tn, a distribution function fn(x, u) is reconstructed from
the averaged values ρn

j and qn
j . This comes from Eq. (37) and, for example,

a piecewise linear reconstruction of ρ(tn, x) and u(tn, x) with adequate slope
limiters. Second, the kinetic equation is solved analytically between tn and
tn+1 : f(t, x, u) = fn(x− u(t− tn), u). Finally, a projection of f(tn+1−, x, u) is
done to find ρn+1

j and qn+1
j , which corresponds to the average on each cell of

(38) at t = tn+1−. This leads to the following scheme :

ρn+1
j = ρn

j −
∆t

∆x
(F

(1)
j+1/2 − F

(1)
j−1/2) (41)

qn+1
j = qn

j −
∆t

∆x
(F

(2)
j+1/2 − F

(2)
j−1/2) (42)

with the fluxes :

Fj+1/2 =

F (1)
j+1/2

F
(2)
j+1/2

 =
1

∆t

∫ tn+1

tn

∫
R

 1

u

u fn(xtrans, u)dudt. (43)

and with

xtrans = xj+1/2 − u(t− tn). (44)

The obtained fluxes rely, through Eq. (37), on the reconstructions of ρn(x) =
ρ(tn, x) and un(x) = u(tn, x) from the discrete values ρn

j and un
j . Different

type of reconstructions are proposed in [6]. We choose the one that gives good
results without being too complex : a piecewise linear reconstruction. The
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functions ρn(x) and un(x) are then written, for x between xj−1/2 and xj+1/2 : ρ
n(x) = ρn

j +Dρn
j (x− xj),

un(x) = un
j +Dun

j (x− xj),
(45)

with

un
j = un

j −
Dρn

jDu
n
j

12ρn
j

(∆x)2, (46)

in order to conserve the momentum. The slope Dρn
j is obtain here using a MC

limiter to limit the numerical diffusion, which is different to what is done in
[6] where a minmod limiter was used :

Dρn
j =


min

(
2

ρn
j+1−ρn

j

∆x
, 2

ρn
j −ρn

j−1

∆x
,

ρn
j+1−ρn

j−1

2∆x

)
if ρn

j−1 < ρn
j < ρn

j+1

max
(
2

ρn
j+1−ρn

j

∆x
, 2

ρn
j −ρn

j−1

∆x
,

ρn
j+1−ρn

j−1

2∆x

)
if ρn

j−1 > ρn
j > ρn

j+1

0 otherwise

(47)

The slopeDun
j is chosen in order to guarantee the maximum principle property

on the velocity and also the CFL like condition :

Dun
j =

1

2

(
sgn(un

j+1 − un
j ) + sgn(un

j − un
j−1)

)
×min

{
|un

j+1 − un
j |

(1−∆xDρn
j /6ρ

n
j )∆x

,
|un

j − un
j−1|

(1 + ∆xDρn
j /6ρ

n
j )∆x

,
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∆t
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. (48)

Let us denotes ρI
j , ρ

II
j , uI

j , u
II
j the corresponding values of ρn(x) and un(x) at

the bounds xj−1/2 and xj+1/2 of the jth cell. The fluxes are then given by :

F
(1)
j−1/2 = F

+(1)
j−1/2 + F

−(1)
j−1/2, F

(2)
j−1/2 = F

+(2)
j−1/2 + F

−(2)
j−1/2 and

F
+(1)
j+1/2 =

ρII
j (uII

j )+

1 + ∆tDun
j

− ∆t

2
Dρn

j

uII
j (uII

j )+

(1 + ∆tDun
j )2

,

F
−(1)
j−1/2 =

ρI
j(u

I
j)−

1 + ∆tDun
j

− ∆t

2
Dρn

j

uI
j(u

I
j)−

(1 + ∆tDun
j )2

,

F
+(2)
j+1/2 = ρII

j u
II
j (uII

j )+

1 + ∆tDun
j /2

(1 + ∆tDun
j )2

− ∆t

6
Dρn

j

(uII
j )2(uII

j )+

(1 + ∆tDun
j )3

(3 + ∆tDun
j ),

F
−(2)
j−1/2 = ρI

ju
I
j(u

I
j)−

1 + ∆tDun
j /2

(1 + ∆tDun
j )2

− ∆t

6
Dρn

j

(uI
j)

2(uI
j)−

(1 + ∆tDun
j )3

(3 + ∆tDun
j ).

(49)

For the 2D case we are dealing with, the same type of numerical method
can be found in [6]. However, it is hard to find a good slope limiter which
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does not still induce a large numerical diffusion. That is why we rather use
a dimensional splitting of the 1D scheme previously described, with a Strang
type splitting, in order to preserve the second order of the method (see [26]).
In the 2D case, the scheme then takes the form :

• Transport in X direction during ∆t/2
• Transport in Y direction during ∆t
• Transport in X direction during ∆t/2

The corresponding scheme then offers the ability to treat the delta-shocks and
vacuum. Furthermore, it guaranties a maximum principle on the velocity as
well as the positivity of the density. Moreover, it is second order accurate in
space and in time.

4.5 Eulerian model numerical evaluation

A first step in evaluating the eulerian multi-fluid model is to evaluate its
ability to capture precisely high concentration of density in the Taylor-Green
vortices. Relevant information on the structure of the Eulerian droplet velocity
field can then be extracted from these first simulations. Finally we analyze,
in both Taylor-Green and Isotropic Homogeneous Turbulent gas flows, the
behavior of the model and associated numerical method beyond the critical
Stokes number and we evaluate the impact of the model in a such case.

4.5.1 Numerical efficiency and robustness of the multi-fluid

Computations in the Taylor-Green case allow us to study the ability to sim-
ulate high density concentration, and thus high mass density gradients, and
to analyze the validity of our analytical Stokes criterion. We have used in our
computations the uniform initial repartition in space of droplets we already
introduced in the section 3.2.2. This uniform distribution with droplets equally
distributed in the computational domain, is well adapted to study the robust-
ness of the numerical method. To satisfy the mono-kinetic condition of the
multi-fluid method, we have to make sure that the maximal Stokes number
of the droplets remains under the critical value : Stc = 1/8π previously intro-
duced. Otherwise, droplets would leave their initial vortices and would “cross
each-other”, leading to contradiction with the mono-kinetic assumption.

The point we make is related to the ability of the numerical method to capture
high concentrations of droplets due to the ejection of the spray from one vortex.
For the initial uniform mass density distribution, we consider a polydisperse
spray and conduct the computation with the Eulerian multi-fluid model in the
non-evaporating case. Since there is no evaporation, details of the droplets size
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distribution, which is taken to be uniform in space, are not needed. However,
we resolve the dynamics of the droplets for the whole range of sizes from
zero up to the one corresponding to the critical Stokes number. The results
are presented in Figure 7 for a Stokes number close to the critical one, thus
exhibiting a rather complete ejection within a time one. Two successive times
t = 0.33 and t = 1 in the non-dimensional setting are presented for droplets
whose size correspond to 0.9 time the critical Stokes number with a spatial
resolution of 100 × 100 cells. The numerical scheme does not encounter any
difficulties even if the main part of the mass is concentrated in only a few cells.
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Fig. 7. Snapshots of the droplet mass density spatial distribution at times t = 0.33
and t = 1.0 during the ejection from the center of the Taylor-Green vortices to
the edges for a section corresponding to St = 0.9 Stc. The initial mass density of
droplets is uniform with a zero initial velocity distribution.

To assess the order of precision of the Eulerian numerical method, we define a
new initial distribution non uniform in space for the droplets. This repartition
is defined thanks to the function ψ(x) = sin(x)/x, for x belonging to the
interval [−π, π]. A representation of this repartition can be done representing
iso-surfaces of the number density of the droplets as in Figure 8-left.

As a matter of fact, this distribution will allow to analyze numerical diffu-
sion of the method, and to determine the spatial refinements needed. Indeed
its gradients are important as we can see in Figure 8-right where we real-
ized a three dimensional plot to represent the droplets number density in the
domain. The detailed study of the level of refinement needed to precisely re-
produce the dynamics of the polydisperse spray will be conducted later on,
in section 5, throughout detailed comparisons with a Lagrangian solver. This
study shows the accuracy of the proposed model and numerical method within
the assumptions of the multi-fluid model.
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Fig. 8. Initial droplet spatial distribution : non uniform repartition in the domain,
(left) number density iso-contours, (right) three-dimensional plot with number den-
sity as the third coordinate.

4.5.2 Relevant information from Eulerian simulation

Besides, as found in the previous 1D case, the droplet velocity field is rapidly
attracted, within a few Stokes number, to an invariant velocity manifold, which
governs the dynamics of the ejection of the spray from the vortices and is
smooth only if the non-dimensional Stokes number is below its critical value.
The structure of this stationary velocity field can be seen in Figure 9 in one of
the Taylor Green vortex for a Stokes number beyond the critical one. In this
Figure, we have presented the gaseous velocity field as well as the invariant
velocity manifold for the droplets that reach the given Stokes number. One
can notice that gas and droplets velocities have the same directions at the
bound of the vortices. This is due to the violation of the multi-fluid mono-
kinetic assumption occurring in this case. Indeed, as this computation is done
with an uniform distribution of droplets with a Stokes number higher than the
critical value, droplets are leaving their initial vortex and cross each-other. A
mean phenomenon is thus occurring between the velocities of the droplets
leaving the vortex and the droplets coming from the neighbouring vortex.
It leads to droplets without any component normal to the gas velocity at the
edge of the vortices as shown in details in Figure 9. Another way of considering
such a manifold, keeping in mind that the main physical phenomena is the
ejection of the spray from the vortex, is to plot the normal component of the
droplet velocity in the frame associated with the gaseous velocity field. For
example if we consider the cut presented in Figure 10-top, we can plot the
normal component, that is the x-component of the droplet velocity field, for
various Stokes numbers. For Stokes number close to zero, the normal velocity is
globally very small, since the droplets almost follow the gaseous phase. When
the Stokes number increases up to the critical value, the amplitude of the
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normal component reaches a maximum while still being a continuous function
of position a x = 0 and is responsible for the ejection of droplets and their
accumulation at the edges of the vortices.

 

Symmetry axis

Examples of discontinuities in
the droplet velocity component
normal to the gas velocity

Fig. 9. (blue) Velocity vectors for a gas Taylor Green vortex, (red) velocity vectors
of droplet stationary attracting velocity field for St = 4 Stc. The fields are zoomed
in the region of one vortex.
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Fig. 10. (left) Stream lines of the Taylor-Green vortices and position of the cut
for the study of normal ejection velocity, (right) structure of the invariant droplet
velocity manifold versus Stokes number in term of the droplets velocity component
orthogonal to the gas flow.

4.5.3 Numerical behavior and physical interpretation beyond the critical Stokes

Taylor-Green case If the Stokes number is increased beyond its critical
value in the case of a uniform initial droplet mass density spatial distribution,
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the dynamics of the spray is correctly reproduced until droplets are ejected
from one vortex to the other. However, once droplets cross the lattice structure
of the vortex edges, a velocity averaging phenomena, already foreseen in [24]
leads, by a symmetry argument, to a zero normal mean velocity along the
lattice axis. Consequently, a “δ-shock” arises at this place, that is an important
concentration of droplet mass in the surrounding computational cells which
are artificially trapped. After some finite time all the mass is concentrated up
to numerical diffusion in the cells at the edges of the vortex lattice. Such a
behavior can be clearly foreseen due to the symmetrical structure of the initial
droplet mass density spatial distribution.

The non-uniform distribution (Figure 8) offers the ability to perform compu-
tations with droplets having a Stokes number greater than the critical value
of 1/8π without getting into the same type of behavior (see section 3.2.2).
Indeed the exit of the vortex does not lead in this case to frontal crossing of
droplets originating from different vortices. This distribution will then allow
us to study the behavior of more inertial droplets in a different framework.

We then performed a test case with a Stokes number St = 13 Stc, first with
a lagrangian computation. The droplets positions are presented in Figure 11,
for four times. We then present in Figure 12 the dynamics of the ejection
of the Eulerian mass density of the spray in the same conditions. In such
a case, the spray is ejected from its original vortex, as already predicted by
the analytical approach; the numerical simulation reproduces this expected
behavior. Nevertheless, there is a tendency of the droplet mass distribution of
such size to concentrate in very narrow regions, a phenomenon that is captured
by the numerical scheme we have proposed. However, it can be seen that,
during the ejection process, the artificial averaging process is already active
and leads to such a high segregation of the spray. The behavior predicted by
the Williams spray equation and discretized through a Lagrangian solver is
slightly different as we can see in Figure 11, for time t = 1.4. Thus, in the
framework of the Taylor-Green vortices, we have been able to produce a rather
clear picture of both the numerical scheme capability and modeling limits of
the transport associated with the Eulerian multi-fluid model.

Isotropic Homogeneous Turbulent case Besides, we perform computa-
tions beyond the critical Stokes in an Isotropic Homogeneous Turbulent case,
in order to test the validity of this criteria in more complex gaseous flow than
the Taylor-Green vortices. We consider a frozen isotropic homogeneous tur-
bulent gas flow field. We call this “frozen” turbulence since the gaseous flow
field is stationary. We represent the iso-vorticity lines of this field in Figure
13-left. To compute the critical Stokes in this configuration, we use the theory
presented in section 3.2.3 and we compute the positive eigenvalue λ+ to assess
the strain rate of the flow (see Figure 13-right), and exhibit regions of high
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Fig. 11. Lagrangian numerical parcels position at time t = 0, t = 0.8, t = 1 and
t = 1.4 in the non dimensional setting for St = 13Stc. Computation with 50000
numerical parcels.

strain rate of the flow. From this field we can compute the distribution of the
eigenvalue in the flow field (PDF in Figure 14). The upper value is about 5
and the corresponding critical Stokes is then St = 1/20.

For the sake of legibility, we focus on a small part of the domain, presented in
Figure 15 for the turbulent gaseous velocity field and for the normal component
of the droplet velocity with respect to the gas one. Important contra-rotating
gaseous vortices are present in the considered area which are responsible for
the maximal values of the strain rate in the domain (see Figure 16, similarly
to the central point for the previous Taylor-Green configuration).

This part of the domain is then relevant to study droplet dynamics evolution
with the Stokes number. We thus present a zoom of the gaseous vorticity field
in the zone of interest as well as the gaseous velocity field in the same zone in
Figures 16-left and 16-right.

Results are then presented for three Stokes numbers corresponding to 0.1
(Figure 17), 0.25 (Figure 18) and 0.5 (Figure 19). The droplet velocity field
relaxes, within a non dimensional time equal to a few Stokes number, towards
a velocity conditioned on the droplet Stokes number. Since we start with a zero
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Fig. 12. Eulerian droplet mass distribution evolution at time t = 0, t = 0.8, t = 1
and t = 1.4 in the non dimensional setting for St = 13 Stc. 55 iso-contours from 0
up to 1.66-time the maximum of the initial mass density.
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Fig. 13. (left) Frozen gaseous turbulent vorticity field; (rigth) associated strain rate
λ+. Grid 128× 128.

initial velocity field, we can base our study on the invariant droplet velocity
manifold at each Stokes number. Consequently, we have plotted the normal
component of the droplet invariant velocity field with respect to the gaseous
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Fig. 14. Distribution of strain rate in the frozen turbulent gaseous velocity field.
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Fig. 15. (left) Frozen turbulent gaseous vorticity field, (right) Eulerian droplet ve-
locity component orthogonal to the gas flow, for the stationary attracting field with
20 iso-contours from -0.01 to 0.015 , at time t = 3 in the non dimensional setting
and for St = 0.1.

velocity field on the left. On the right of each Figure for the three Stokes
numbers, we present the two vector fields, for both the droplets and the gas,
with a zoom in the zone of highest strain rate.

When we start with a Stokes number which is 0.1, that is twice the obtained
critical Stokes, the amplitude of the normal component of the droplet velocity
field with respect with the gaseous field can be shown to be small (see Figure
17 left and right). However, when the Stokes number is close to the critical
value, the ejection process from the vortices and the resulting discontinuity is
rather weak; such a statement can be shown precisely in the 1D and Taylor-
Green vortices cases. Even if there is an impact of this discontinuity on the
number density field dynamics, this impact will be very limited.

When the Stokes number reaches 0.25, it is clear from the graphs in Figure 18
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Fig. 16. (left) Frozen turbulent gaseous vorticity field, (right) frozen turbulent
gaseous velocity field, at time t = 3 in the non dimensional setting. The fields
are zoomed in the area of interest
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Fig. 17. (left) Eulerian droplet velocity component orthogonal to the gas flow for
the stationary attracting field, at time t = 3 in the non dimensional setting for
St = 0.1. 20 iso-contours from -0.011 up to 0.017; (right) vector representation of
both droplet (black) and gas (blue) velocities for the same time. Both fields are
zoomed in the area of interest.

that a singularity in the droplet velocity field appears; the range of values of
the normal velocity starts growing and, at the scale of the spatial resolution
provided for this example in the neighborhood of the highest strain rate point,
a discontinuity arises. This velocity discontinuity leads to crossing droplets.
Such a behavior will become even stronger for a Stokes number of 0.5, that
is ten times the critical value, for which a strong discontinuity has formed in
Figure 19-left for the normal component of the droplet velocity field. Even in
Figure 19-right, one can observe some arrows having opposite directions in the
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Fig. 18. (left) Eulerian droplet velocity component orthogonal to the gas flow for
the stationary attracting field, at time t = 3 in the non dimensional setting for
St = 0.25. 20 iso-contours from -0.08 up to 0.1; (right) vector representation of both
droplet (black) and gas (blue) velocities for the same time. Both fields are zoomed
in the area of interest.
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Fig. 19. (left) Eulerian droplet velocity component orthogonal to the gas flow for
the stationary attracting field, at time t = 3 in the non dimensional setting for
St = 0.5. 20 iso-contours from -0.14 up to 0.16; (right) vector representation of both
droplet (black) and gas (blue) velocities for the same time. Both fields are zoomed
in the area of interest.

neighborhood of the highest strain rate point.

We can then conclude that the observed behavior is still the same in this
more complex configuration and leads to the same conclusions as before. First
the numerical method is able to cope with such difficulties and can capture
the singularities appearing in the Eulerian model without leading to unstable
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solutions. We have to keep in mind that in the case of dilute sprays, the
creation of such singularities relates to a failure of the modeling to reproduce
the physical behavior of the spray. However, it seems reasonable to think
that the limitation of the multi-fluid model associated with the mono-kinetic
character of the droplet velocity field will only be of real importance when
strong discontinuities appear, that is much above the critical Stokes number.
In a such case, we will need extra modeling at the Eulerian level as well as
at the kinetic level where eventual interactions between droplets have to be
considered depending on the levels of droplet number density.

5 Lagrangian versus Eulerian spray simulations : accuracy and
computational cost

This section is divided into two parts. The first one is devoted to a detailed
comparative study of the accuracy of the two methods with one-way coupling
and various gaseous flow fields. We restrict ourselves to one-way coupling for
comparisons purposes. Such a comparison will mainly be conducted on the
Taylor-Green configuration, since it is a representative test case, for both a
non evaporating and an evaporating case. The two approaches are quite het-
erogeneous. This implies a precise definition of what should be compared in
order to draw firm conclusions from the study. Second, once we understand,
for a given level of accuracy, what should be the level of discretization for both
approaches, we can conduct a relevant comparison of the associated compu-
tational cost. This is first done in the context of the Taylor-Green vortices,
but it is, at that level, important to conduct such a study on the turbulent
configuration since the interpolation of the gas properties along the particle
trajectories have a strong impact on the computational cost of the Lagrangian
methods.

5.1 Comparison of the accuracy

We present first precise and quantitative comparisons between the Lagrangian
and the Eulerian descriptions for the Taylor-Green vortices where the analyt-
ical gaseous velocity field as well as the polydisperse spray initial condition
provide a challenging test case and are representative of the main problems we
will encounter in more complex configurations. The first ingredient is to define
a procedure to be able to compare the accuracy of both methods; we then use
it for both a non-evaporating and an evaporating case. We will then present
the results we obtained concerning comparisons in an Isotropic Homogeneous
Turbulence configuration.

37



5.1.1 Comparison procedure

To evaluate differences between the two spray solutions, given a gaseous veloc-
ity field, we need to reconstruct Eulerian fields from the statistical information
provided by the Lagrangian treatment. We thus need to define an Eulerian
grid to perform this reconstruction. Furthermore, as we want to compare the
Lagrangian results to the Multi-Fluid ones, we want to perform comparisons
for various droplet sizes to study the ability of the Eulerian method to cap-
ture dynamics of droplets of various sizes. In our two dimensional Taylor-Green
case, we need a three-dimensional grid to account for space and size discretiza-
tions. We have chosen in this case a 100× 100× 10 grid, to have a sufficiently
detailed description of the fields : 100× 100 for the space discretization, and
10 size intervals to be able to study polydispersity. Computing errors on this
grid means :

• rebuilding the Eulerian fields for the mass densities in the size intervals from
the Lagrangian statistics on this grid;

• averaging, if necessary, the Eulerian Multi-Fluid results on this very grid.

An example of such a reconstruction is to be found in Figure 20 where a zoom
is presented (we have focused on a quarter of the computational domain, which
is the zone of interest).

X

Y

0.4 0.5 0.6 0.7 0.8 0.9 1
0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

100

200

300

400

500

600

700

800

900

X

Y

0.4 0.5 0.6 0.7 0.8 0.9 1
0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

100

200

300

400

500

600

700

800

900

Fig. 20. Zoom on a quarter of the periodic computational domain of the total mass
density of droplets at time t = 1.5, projected on the comparison grid 100×100×10 :
(left) Lagrangian reference solution (right) Eulerian with a 400× 400× 10 grid.

We evaluate on this grid the global error at the time t = 1.5 (i.e. t = 1.5 τgas,
about one and a half eddy turn over time). The constant by pieces error field
for a generic quantity Q, which in the following will be mainly the droplet
mass density in one section, is defined for an Eulerian computation by:

E1.5
Q (x, y) = Q1.5

e −Q1.5
l−ref , (50)
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where the fields are taken to be constant inside a cell of the comparison grid.
The right-hand-side corresponds to the averages over the associated cell of
both the Eulerian simulation (subscript e) and the Lagrangian reference sim-
ulation with 16 Million particles (subscript l− ref), respectively.

To have an estimate of the relative error over the whole grid, we study the L1

norm of the relative error on the grid :

||E1.5
Q ||1 =

∫ 1

0

∫ 1

0
|Q1.5

e (x, y)−Q1.5
l−ref(x, y)|dxdy∫ 1

0

∫ 1

0
|Q0

l−ref(x, y)|dx dy
. (51)

The denominator is taken at the initial time, but this has no impact on the
non-evaporating case since the global mass as well as the mass in the sections
are preserved throughout the calculation. For the evaporating case, this has
however an impact and allows to quantify the error relative to the initial
amount of mass, which is the one with the main physical sense.

5.1.2 Non Evaporating spray

To illustrate comparisons between the Eulerian and the Lagrangian methods
previously described, we present a study of the error between the Lagrangian
reference case with 16 Million particles and the Eulerian cases, to show that
both methods converge towards the same results. The chosen time for the
comparison is t = 1.5, for which the total mass density is presented in Figure
20. It exhibits a high concentration of the inertial droplets around the vortex
and creates very high gradients. It is thus a really challenging test case as far
as Eulerian models are concerned, irrespective of the evaporation process. We
now discuss the error plots presented in Figures 21 to 23 where the details
of the comparisons are conducted for three representative sections illustrating
the influence of the droplets inertia on their behavior. The pictures represent
the evolution of the logarithm of the relative error between Eulerian multi-
fluid cases and the reference Lagrangian computation versus the logarithm of
the space discretization step of the Eulerian computation. For convenience, we
have presented the actual values of the error and of the space discretization
step on the two axis, but the points on these axis correspond to the logarithms
of these values. As we mentioned in Section 2, the numerical method used for
the multi-fluid model is second order in space, explaining the line with a slope
equal to two in all the pictures. The plots show three different levels of space
refinements for the Eulerian computation : 100×100, 200×200 and 400×400.
In order to see the influence of the refinement in size of the Multi-Fluid model,
we plot three curves in each Figure, showing three size discretizations : 10
sections, 20 sections and 30 sections.

Concerning the droplets of intermediate size presented in Figure 22, the Eule-
rian computation converges towards the Lagrangian reference case with almost
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Fig. 21. (top) Logarithm of L1 norm of the error between Eulerian simulation for
small droplets (second section St = 0.14 Stc) for various ∆x and the Lagrangian
reference solution at time t = 1.5, projected on the comparison grid 100×100×10 :
slope two line (blue solid line), 10 sections (solid line), 20 sections (dashed line) and
30 sections (dotted-dashed line). (bottom) Corresponding droplet mass density with
10 iso-contours from 0 up to 1.44-time the maximum of the initial mass density in the
second section : (left) Lagrangian reference solution, (right) Eulerian computation
with a 400× 400× 10 grid.

second order. Furthermore, ten sections are enough for the size discretization
since the size refinement does not have any impact on the global error. The
effect of the size discretization step refinement in this non-evaporating case is
purely a finer description of the velocity distribution as a function of droplet
size for a given location and time. Consequently, in the range of Stokes num-
ber associated to these droplets of intermediate size, the size-dependence of
the velocity field is not strong enough to require a finer discretization and the
dynamics of the droplets are correctly reproduced by the 10 sections case.

For more inertial droplets, Figure 23, the order of convergence is weaker and
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Fig. 22. (top) Logarithm of L1 norm of the error between Eulerian simulation for
medium size droplets (fifth section St = 0.41 Stc) for various ∆x and the Lagrangian
reference solution at time t = 1.5, projected on the comparison grid 100×100×10 :
slope two line (blue solid line), 10 sections (solid line), 20 sections (dashed line) and
30 sections (dotted-dashed line). (bottom) Corresponding droplet mass density with
10 iso-contours from 0 up to 1.44-time the maximum of the initial mass density in
the fifth section : (left) Lagrangian reference solution, (right) Eulerian computation
with a 400× 400× 10 grid.

it is not improved by the refinement in section. As a matter of fact, this is due
to the high gradient appearing for this class of droplets; indeed the inertial
droplets are quickly ejected from the vortex and form high concentration re-
gions and therefore very high gradients (most of the mass is concentrated in a
few cells). In this case, the numerical method reduces its order of precision to
first order to deal with such concentrations and associated gradients, thanks
to the use of a slope limiter we presented in section 4.4. When we increase the
number of points we decrease these gradients and we therefore increase the
order of the method, as represented in the Figure 23.
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Fig. 23. (top) Logarithm of L1 norm of the error between Eulerian simulation for
medium size droplets (ninth section St = 0.78 Stc) for various ∆x and the La-
grangian reference solution at time t = 1.5, projected on the comparison grid
100 × 100 × 10 : slope two line (blue solid line), 10 sections (solid line), 20 sec-
tions (dashed line) and 30 sections (dotted-dashed line). (bottom) Corresponding
droplet mass density with 10 iso-contours from 0 up to 2.43-time the maximum of
the initial mass density in the ninth section : (left) Lagrangian reference solution,
(right) Eulerian computation with a 400× 400× 10 grid.

As far as the small droplets are concerned, Figure 21, the behavior is different
from the previous ones. Indeed we notice an important influence of the droplet
size refinement in the rate of convergence. In this case with droplets of low
inertia, the build up of the overall droplet mass density spatial gradients does
not build up to strongly so that the change in order is not due to excessive
gradients created by the droplet rapid ejection from the vortices; nevertheless
the droplet velocity is close to the gas one, but the velocity difference between
spray and gas can be shown to be linear, in first approximation, with respect
to the Stokes number and, thus one can guess (see figure 10) that the velocity
conditioned by droplet size is a linear function of droplet surface around zero.
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The assumption of the multi-fluid (see section 2) imposes a velocity which is
constant as a function of size inside a section and thus it is not able to capture
this effect. Then we have to switch to 20 sections to properly predict the
dynamics of droplets with very low inertia. Once refined in size, the Eulerian
computation converges towards the Lagrangian reference with an order of
about 2.

Both descriptions are thus presenting a very good agreement as we can see
quantitatively by analyzing the error levels. The L1 norm of the error is around
a few percent for a Eulerian simulation with a 400 × 400 × 10 discretization
as summarized in Table 1. Such an error can be thought of as rather high. It
can be explained in the following way. We have chosen to present the relative
error in reference of the initial total mass introduced in the numerical simula-
tion, we have a small amount of mass concentrated in a narrow region of the
domain which gets even more concentrated due to the ejection process by the
vortex and finally, we have extreme gradients in order to test the influence
of the numerical diffusion of the second order in space numerical method. If,
however we decided to plot the absolute error only considering that the mass
density of droplets is reaching one at its maximum, we would end up with an
error of about one per a thousand. Such a statement can be observed more
qualitatively, plotting the iso-contours of the mass density for the three sec-
tions studied in Figures 21, 22 and 23. Dynamics of the droplet of various sizes
are very well predicted, even if the chosen test case is extremely challenging
and leads to the presented level of errors.

Droplet size Global error norm ||E1.5
m ||1

St = 0.14 Stc 8%

St = 0.41 Stc 5%

St = 0.78 Stc 8%
Table 1
Computation of ||E1.5

m ||1, norm of the global error at time t = 1.5, for the mass
density of three sections of droplets in size : small droplets (St = 0.14 Stc), medium
size droplets (St = 0.41 Stc) and inertial droplets (St = 0.78 Stc).

5.1.3 Evaporating case

Our interest being in combustion applications, we perform similar compar-
isons in the evaporating case, the evaporation being described by a d2 law in
both Eulerian and Lagrangian descriptions (see section 2). We still refer to a
Lagrangian computation with 16 Million particles. To do so, we have chosen
a low evaporation speed to preserve a relatively high number of particles in
our reference computation. We then chose an evaporation constant Ev = 1/15
(introduced in section 2), thus if we look at non dimensional t = 1.5, 10% of
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the mass will be evaporated. We present in this case the errors already defined
for the non evaporating case between Lagrangian and Eulerian descriptions.
We study the same mesh refinements for the Eulerian method, in space as well
as in size, and we study the behavior of various droplet sizes.
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Fig. 24. Logarithm of L1 norm of the error between Eulerian simulation for small
droplets (second section St = 0.14 Stc) for various ∆x and the Lagrangian reference
solution at time t = 1.5, projected on the comparison grid 100 × 100 × 10 in the
evaporating case : slope two line (blue solid line), 10 sections (solid line), 20 sections
(dashed line) and 30 sections (dotted-dashed line).
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Fig. 25. Logarithm of L1 norm of the error between Eulerian simulation for medium
size droplets (fifth section St = 0.41 Stc) for various ∆x and the Lagrangian reference
solution at time t = 1.5, projected on the comparison grid 100 × 100 × 10 in the
evaporating case : slope two line (blue solid line), 10 sections (solid line), 20 sections
(dashed line) and 30 sections (dotted-dashed line).
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We see in the Figures 24 and 25 that the behavior of small and intermediate
droplets is the same as in the non evaporating case : the Eulerian method
converges towards the Lagrangian reference solution with the expected second
order. On the other hand, for the inertial droplets, the refinement in space
nearly do not change the error value, only modified by the refinement in sizes,
as we can see in Table 2.

Error Error Error

1/∆x 10 Sections 20 Sections 30 Sections

100 25% 14% 10.5%

200 25% 15% 11%

400 25% 15% 11%
Table 2
Evolution of L1 norm of the relative error between the reference Lagrangian solution
and Eulerian multi-fluid for various refinements in space and size, projected on the
comparison grid 100×100×10, and for inertial droplets (St = 0.78 Stc). The results
are presented at time t = 1.5

As we introduced in section 2, the multi-fluid model for evaporation is only
first order accurate in the size discretization step [23]. This explain why we
do not see the effect of the space refinement, hidden by the need to increase
the number of cells/sections in the size phase space. This first order of the
evaporation model can be illustrated by the same type of log/log Figure as
we presented so far, but taking the logarithm of the size refinement, at fixed
space disretization varying between ∆x = 1/100 and ∆x = 1/400. This is
done in Figure 26.

This drawback of the multi-fluid method was already noticed in [25] and can
be partially avoided by using a second order method to describe the evapora-
tion as described in [23] and [13]. These techniques are not presented in this
paper because new methods based on a breakthrough from classical multi-fluid
are in the process of being developed [28] and yield a very efficient descrip-
tion of the evaporation process. As a conclusion, we have shown in both the
evaporating and non-evaporating cases the ability of the multi-fluid model to
accurately approximate the Lagrangian reference solution, and thus the dy-
namics of droplets of various sizes coupled to the evaporation process. Even if
some improvement of the description of the evaporation process is to come, we
can still define an equivalent level of accuracy for both descriptions and thus
come up with a relevant information as far as computational cost is concerned.
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Fig. 26. Logarithm of L1 norm of the error between Eulerian simulation for inertial
droplets (ninth section St = 0.78 Stc) for various ∆S at fixed ∆x and the Lagrangian
reference solution at time t = 1.5 projected on the comparison grid 100× 100× 10
in the evaporating case : slope one line (blue solid line), ∆x = 1/100 (solid line),
∆x = 1/200 (dashed line) and ∆x = 1/400 (dotted-dashed line).

5.1.4 Turbulent case

The Taylor-Green configuration can be considered to be a challenging test
in the sense that it involves very high gradients of the number density func-
tion. Thus the results obtained in the previous part of this section can be
considered as reliable in terms of accuracy of the methods. However, to show
the ability of the Eulerian model to capture turbulent configurations, we also
provide some more qualitative comparisons in the case of a frozen Isotropic
Homogeneous Turbulence. This second configuration will prove to be useful
in terms of computational cost comparisons. The vorticity of the selected gas
field is represented in Figure 27-left.

We performed Lagrangian and Eulerian computations with a polydisperse
spray and an initial uniformly distributed NDF as far as space is concerned
(as described in section 3.2.2). We present in Figure 28 the Eulerian and La-
grangian total mass distribution at the non dimensional time t = 1.5. Compu-
tations are done with 4 Million particles for the Lagrangian and a 256×256×10
grid for the Eulerian. We represent, in this figure, the total mass distribution,
i.e sum over all the size intervals.

These first results show a very good qualitative agreement between the La-
grangian and Eulerian descriptions. We can observe the segregation effect of
the vortices on the spray mass density distribution, the structure of which cor-
responds clearly to the iso-vorticity lines of the gaseous phase. The ejection of
the droplet mass density from the vortical structures generates region of high
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Fig. 27. (left) Frozen turbulent gaseous vorticity field; (right) Eulerian total mass
density of the spray at time t = 1.5 with 50 iso-contours between 0 and 25-times
the initial uniform level.
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Fig. 28. Total mass density spatial distribution at t = 1.5, projected on a
128 × 128 × 10 comparison grid with 50 iso-contours between 0 and 25-times the
initial uniform level which is the same for both computations: (left) Eulerian with
a 256× 256× 10 grid; (right) Lagrangian with 4 Million particles.

density and creates very large density gradients, which are both described pre-
cisely by the two methods. This is not the purpose to reproduce the same kind
of analysis as before for this second case. It is shown for illustration purposes
in terms of precision since it is not as challenging as the Taylor-Green configu-
ration, however it will prove a very useful test case in terms of computational
evaluation of the two methods in the next section.
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5.2 Computational efficiency

In fact, the question of the computational efficiency has to cover many topics.
The first key question is the cost of both Lagrangian and Eulerian models
of unsteady configurations (a common question for one-way or two-way cou-
pling) as well as the choice of numerical methods and algorithms to perform
such a comparison. This issue is at the heart of the present paper; with the
information brought in the previous part, we can now tackle the question of
the computational cost comparison within the framework of the Taylor-Green
configuration in a first paragraph. However, a second issue is the cost of the
coupling of the two phases and the associated numerical methods. It also in-
volves two subquestions; the first one is based on the exchange of information
from the gas to the disperse liquid phase in order to predict its dynamics
in the phase space and an interesting study is conducted in a second para-
graph within the framework of the frozen turbulent flow. The final question
is related to the two-way coupling of the phases and its impact on the global
computational cost. We come to this issue in the last paragraph.

5.2.1 Taylor Green case

One should notice that the Taylor-Green configuration studied so far, though
very adequate to perform the quantitative comparisons we presented in the
previous section, only partially allows a comprehensive study of the compu-
tational cost. However we will compare the costs associated to the different
descriptions in this configuration and then discuss the results before switching
to a more representative configuration.

We take the Lagrangian computation with 16 Million particles as a reference
and we find, as summarized in Table 3 that we have a comparable precision
to that reference with a Lagrangian computation with 2 Million particles and
with an Eulerian Multi-Fluid computation on a 400×400×10 grid. The com-
putational costs of these two computations are rather the same (see Table 3),
the Eulerian being almost 10% faster. The computation costs given in Table
3 are obtained on a slot of a AMD64 opteron dual core 275 (2.19GHz) with
a 8Go memory. Nevertheless these first results have to be analyzed before
concluding. First of all we have to recall that the configuration we study is,
for modeling purpose, a simple one compared to a more realistic configura-
tion. Consequently the refinement we used, for both the Lagrangian and the
Eulerian computations, would be far too expensive for a realistic application.
Indeed we are describing a single gas vortical structure with 2 Million particles
in the Lagrangian case and 200× 200 points, (a quarter of 400× 400) in the
Eulerian case. These refinements have been used for the study of the conver-
gence of both methods but they could no longer be used in a realistic case.
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Error Error Error CPU

0.14 Stc 0.41 Stc 0.78 Stc Time(s)

Lagrangian 7.8% 4.5% 5.5% 5470

Eulerian 7% 5% 12% 4670
Table 3
L1 norm of the relative error between Lagrangian with 2 Million particles and
Eulerian Multi-Fluid on a 400 × 400 × 10 grid, both compared to the Lagrangian
16 Million particles reference on the comparison grid 100× 100× 10. Three sections
are studied : small droplets (St = 0.14 Stc), intermediate droplets (St = 0.41 Stc)
and inertial droplets (St = 0.78 Stc). The results are presented at time t = 1.5.
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Fig. 29. Mass density of droplets of small size (second section St = 0.14 Stc) at time
t=1.5, projected on the comparison grid 100 × 100 × 10 : (left) coarse Lagrangian
simulation with 105 particles; (right) coarse Eulerian simulation with a 100×100×10
grid.

We can then reduce the level of refinement and take for example a refinement
around 16 times coarser : a Lagrangian simulation with 100000 particles and
an Eulerian Multi-Fluid computation with a 100 × 100 × 10 grid, to see the
behavior of the methods with a coarser discretization.

We notice the outbreak of oscillations in the Lagrangian computations, for the
extreme sizes of the distribution as well as for the intermediate sizes. Small
droplet case is showed in Figure 29 through an iso-contour of mass, and inertial
droplets in Figure 30 through a three dimensional plot with the mass level as
the third dimension of the graph. These oscillations could bring in difficulties
in term of the phase coupling for combustion applications, for example when
trying to describe as precisely as possible the fuel mass fraction in the gaseous
phase issued from the evaporation process. On the other side, the coarse Eu-
lerian computation induces more numerical diffusion, less prejudicial than the
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Fig. 30. Mass density 3D plots of inertial droplets (ninth section St = 0.78 Stc) at
time t=1.5, projected on the comparison grid 100×100×10 : (left) coarse Lagrangian
simulation with 105 particles; (right) coarse Eulerian simulation with a 100×100×10
grid.

Lagrangian oscillations, but still observed in Figure 30.

Nevertheless, even if a finer discretization is used, the comparison we have
conducted is in fact restricted to one part of the computational cost, that
is the one purely related to the transport in phase space of the spray, once
the coupling terms with the gaseous phase are known (drag, evaporation,...).
However, another source of computational cost is to be found in the interpo-
lation of the gaseous velocity, mass fraction, temperature fields either along
the droplet trajectories, or at the Eulerian cells. In this context, we switch to
the frozen turbulent case.

5.2.2 Turbulent case

Indeed, as we already said, the gaseous phase is analytically known for the
Taylor-Green configuration so that in the Lagrangian computation, there is
no need to interpolate in order to compute the velocity of the gas at the drop
location. In the frozen turbulent case, however, the gaseous field comes from
a numerical simulation and only discrete values are known thus interpolation
is necessary. Consequently, we have decided to realize an evaluation of the
computational costs of both description in the case of Homogeneous Isotropic
Turbulence. The first cost evaluation we made is presented in Tables 4 for the
Lagrangian method and 5 for the Eulerian one. Therefore for a refined Eule-
rian computation (grid 5122×10) the cost is six times lower to the Lagrangian
computation with 4 Million particles, that still presents some oscillations as
seen in Figure 28. Nevertheless, one has to notice that if the gas phase is
solved on a coarser grid than the Eulerian multi-fluid computation, it will be
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Lagrangian 1 Million 2 Million 4 Million

refinement parcels parcels parcels

CPU cost (s) 1.68e4 3.21e4 6.40e4
Table 4
Computational cost for the frozen Isotropic Homogeneous Turbulence case for the
Lagrangian method as a function of the number of numerical parcels introduced
and for t ∈ [0, 3].

Space refinement 256× 256 512× 512

Size refinement

10 sections 6e2 5.0e3

20 sections 1.3e3 1.00e4
Table 5
Computational cost for the frozen Isotropic Homogeneous Turbulence case for the
Eulerian multi-fluid method as a function of the grid refinement in space and time
and for t ∈ [0, 3].

necessary to interpolate the gas velocity. Yet, as the grid do not evolve during
the computation, the cost of this operation is not going to be prohibitive.

Furthermore we can notice that the structure of the Eulerian multi-fluid model
will allow us to parallelize efficiently the computation, for example distribut-
ing the transport resolution of the various sections to multiple processors.
This will increase very significantly the efficiency of the Eulerian computation
and authorize to refine consistently still having a low cost compared to the
Lagrangian solver.

5.2.3 Two-way coupling and further investigations

In the present paper, since we only tackle the problem of the comparison
of the two methods for the same one-way configuration and a given velocity
field, we do not cover the topic of the evaluation of the computational cost
purely devoted to the two-way coupling of the phases. It is clear that such
a topic would be necessary, and we can envision that such a coupling will
be very advantageous for the Eulerian method since the exchange of mass,
momentum and heat for the Lagrangian approach have to be distributed to the
various Eulerian nodes of the gaseous phase, due to heterogeneous descriptions.
Besides, such a problem also results in a kind of numerical “diffusion” related
to the Lagrangian approach. Even if speculative, such a statement allows to
predict that in such a context, for two-way coupling, the Eulerian description
will be far cheaper in terms of computational cost without leading to any level
of oscillation once the mesh is coarsened. Such a statement is consistent with
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the conclusions from [11].

6 Conclusion

In the present paper, we have presented the Eulerian multi-fluid modeling
for the description of polydisperse evaporating spray in large vortical gaseous
structures with its precise set of assumptions and related limitations.

We have proposed a clear physical interpretation of the mathematical assump-
tions underlying the modeling and, more specifically, of the mono-kinetic as-
sumption on which the semi-kinetic model relies and which leads to the pres-
sureless gas dynamics system of conservation equations for the transport in
physical space in the multi-fluid model. Starting from simple 1D configura-
tions, we have been able to clarify the physical origin of the singularities.
Besides, it was shown that such a behavior is also associated with a singular
behavior as far as the Williams spray equation is concerned at the kinetic level
of description; it will require taking into account droplet collisions in situa-
tion when the global droplet density is high enough. Thus we have been able
to characterize the range of Stokes numbers for which the multi-fluid model
provides an accurate solution. Yet the proposed study has to be completed in
the framework of unsteady gaseous velocity fields and two-way coupling. This
work is in progress.

We have highlighted the origin of the formation of singularities in both velocity
and droplet mass density in the multi-fluid model and, thus, we have been able
to propose a robust numerical method which can cope with such singularities.
Strictly speaking, the multi-fluid model should only be used in configuration
where such singularities do not form. However, in many configurations, we
still have high levels of droplet concentration and droplet mass density gra-
dients and even at some isolated locations, some singularity can appear and
the resulting model and simulations still be relevant at a global level. Such a
statement is illustrated through the detailed study we have proposed for the
Taylor-Green configuration and the frozen turbulent gaseous flow fields. Con-
sequently it is important to be able to use a very robust numerical method
such as the one proposed in this paper which can cope with the singularities
and extreme droplet mass density and velocity gradients. Let us notice that
the observed singularities are the same as the one appearing in the transport
in physical space for the DQMOM approach (see [16] and references therein)
and that the proposed method apply to the resulting systems of equations.

Then the Eulerian multi-fluid model has been validated and thoroughly com-
pared to a finely discretized Lagrangian solver and second order convergence
(except in the presence of too high density gradients) has been observed as
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far as transport in physical space is concerned. For evaporating case, we have
retrieved the first order in size phase space; new high order multi-fluid based
techniques are here required and are being developed [28]. The key issue
demonstrated in this paper is the ability of the Eulerian multi-fluid model to
capture the size-conditioned dynamics of the spray. Such a property, proven
in various test-cases, will be important for more complex configuration and
combustion applications [9].

Finally, the two gas configurations allowed us to present a precise discussion
about the computational efficiency of both descriptions for a given level of
compared accuracy. The Taylor-Green configuration did not exhibit very dif-
ferent computational costs, due to the important simplifications arising from
the analytical gas velocity field. Nevertheless it has been the occasion to de-
velop a systematic procedure in order to compare two heterogeneous types of
solvers and define comparable levels of precision on one Eulerian grid asso-
ciated to the gaseous discretization. We have been able to conduct a precise
study of the computational efficiency of the two methods at given accuracy.
We have shown the reduced cost of the Eulerian solver as well as its abil-
ity to still provide non-oscillating solutions at low levels of accuracy even
if the numerical diffusion can start to play a role in such a case. Further-
more, the Eulerian multi-fluid model can be parallelized, for example treating
the different sections of the method with different processors, thus foreseeing
significant improvement of the computational efficiency of the method. This
accurate comparison between Eulerian and Lagrangian solvers has now to be
extended to more complex configurations as 2D-axisymmetrical or 3D jets and
is currently in progress.
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