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ABSTRACT

This paper presents two watermarking schemes that are se-
cure when considering the Watermarked content Only At-
tack (WOA) framework. The definition of watermark secu-
rity is first recalled and the distinction between key-security
and subspace-security classes for Spread Spectrum (SS) wa-
termarking schemes is presented afterwards. Blind source
separation techniques are also recalled as a tool to assess the
security of a SS watermarking scheme and prove that clas-
sical SS and Improved SS are not secure within the WOA
framework. To further illustrate these security issues, we
next build on a new watermarking scheme called Natural
Watermarking (NW). We prove it to be subspace-secure
under specific hypotheses. Natural watermarking does not
change the Gaussian natural distributions of the projection
of each carriers. Furthermore NW prevents estimations both
of the watermark subspace (subspace-security) and the dif-
ferent carriers (key-security). We then extend the nice prop-
erties of NW to derive the more general family of Circular
Watermarking schemes which are key-secure and may offer a
better robustness to AWGN attack than NW. An implemen-
tation of CW based on ISS is next proposed and comparison
of bit error rates for NW, CW, SS and ISS finally draws some
conclusions on the robustness cost to achieve security.

Categories and Subject Descriptors
K.4.4 [Computers and society]: Electronic CommerceSe-
curity

General Terms
Security, Algorithms, Theory

Keywords
Watermarking, key-security, subspace-security, natural wa-
termarking, circular watermarking, WOA.
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1. INTRODUCTION

Beside robustness, imperceptibility and capacity, the some-
what new constraint of security shall be considered as one
important requirement for watermarking schemes. The no-
tions of security and robustness are close but still very differ-
ent in essence. They can be better understood when consid-
ering the attacker point of view. We would like to emphasize
on the accurate definitions proposed in [1]:

• ”attacks to robustness are those whose target is to in-
crease the probability of error of the data-hiding chan-
nel.”

• “attacks to security are those aimed at gaining knowl-
edge about the secrets of the system (e.g. the embedding
and/or the detection keys).”

This last definition is coherent with the definition pro-
posed in [2]: ”watermark security refers to the inability by
unauthorised users to have access to the raw watermarking
channel”. It implies that it is not possible to either modify
the embedded information or to copy it to another content
if the watermarking scheme is secure. Performing an attack
that estimates the secret key used for embedding and then
copy the embedded message to another content using the
estimated key is a threat on the security of a watermarking
scheme. On the other hand, robustness is concerned by spe-
cific processes that prevent the detection of a watermark or
alter randomly the embedded message. For example, noise
addition or JPEG compression are processes that affect the
robustness of a watermarking scheme: they may forbid the
detection of the watermark or increase the bit error rate,
possibly to a given level.
Additionally, it is a common mistake to claim that a water-
marking technique is secure because it relies on the use of
a secret key during the message embedding process. When
several contents are watermarked using the same secret key,
it is important to guarantee that it does not exist a way to
estimate this secret key. Exhaustive search is not the only
solution to perform such an estimation. Several works [3, 4,
5, 1] recently showed how to disclose keys based on obser-
vations of watermarked contents. It gave rise to the notion
of watermarking security levels: the number of observations
required for improving the estimation of the secret by an
order of magnitude.

This paper deals with the two aspects presented above.
Section 2 focusses on the security of Spread-Spectrum water-



marking schemes and emphasizes on the difference between
the notions of key-security and subspace-security. Section
3 and 4 present the principles of Natural Watermarking
(NW) and Circular Watermarking (CW) that are respec-
tively subspace-secure and key-secure. Implementations of
NW and CW are also presented and the robustness of each
scheme is compared with the robustness of classical SS and
ISS.

2. SECURITY OF SPREAD SPECTRUM
WATERMARKING SCHEMES

2.1 Notations

Vectors are denoted in bold face (v) and coefficients of
vectors with parenthesis (v(i) is the coefficient number i in
vector v). Matrices are denoted in capital bold face and
are generally composed of several realizations of vectors of
the same name, column-wise: the columns of V are several
realizations v1 . . .vN of a “template” vector v.

Let us denote x the host vector of Nv coefficients into
which we want to hide a binary message vector m of Nc

bits. The resulting watermarked vector is denoted y. To
this aim, we use ui orthogonal carriers, 1 ≤ i ≤ Nc. The
decoded message is denoted m̂. It is to be estimated from y′,
a potentially degraded version of y. Let us further denote
zv,ui

the correlation between a vector v and a carrier ui:

zv,ui
=< v|ui >=

1

Nv

Nv
X

k=1

v(k)ui(k) (1)

Moreover, we define the different matrices:

• Y is the matrix of observed watermarked signals. Its
size is Nv No. Each column yi of Y represents one
observed signal,

• X is the matrix of host signals. Its size is Nv No. Each
column xi of X represents one host signal,

• U is the matrix of secret carriers. Its size is Nv Nc.
Each column ui of U represents one secret carrier,

• S is the matrix of carriers modulation. Its size is
Nc No. Each row si of S represents the modulation
of the ith bit for each watermarked content.

Because all the schemes that are presented in this paper be-
long to the class of SS watermarking schemes, the decoding
rule is given by:

m̂(i) = 1 if zy′,ui
> 0 (2)

m̂(i) = 0 if zy′,ui
< 0 (3)

2.2 Security classes: subspace-secure,
key-secure, insecure

In this paper, we shall emphasise on security classes: a
watermarking scheme either belongs to the subspace-secure,
the key-secure or the insecure class (by decreasing security
order). Security is to be assessed within a framework (WOA,

KMA or KOA [3]). If, within the given framework, the wa-
termarking scheme belongs to the unsecure class, one may
then compute its security level. WOA (Watermark Only
Attack) is when the pirate has only access to watermarked
contents, KMA (Known Message Attack) is when the pirate
has access to watermarked contents and the corresponding
hidden message, and finally KOA (Known Original Attack)
is when the pirate has access to pairs of watermarked and
corresponding original contents.

In the sequel, we assume that the attacker have access
to a set of contents that have been watermarked using the
same key but different messages. This framework has been
called WOA (Watermarked content Only Attack) [3].

For SS schemes the secret key is defined by the set of
carriers that are used to convey the secret message. Conse-
quently, breaking the security of such schemes implies the
estimation of the different carriers that are used to modulate
each bit1. Note that, because of the embedding equiproba-
bility and unknown a-priori bit ordering, the estimation of
the set of carrier may lead to the estimation of any matrices
Uπ = π({±ui}) and Sπ = π({±si}) where π() is a permu-
tation function.
An important question naturally arise: whether a scheme
can be considered secure if it is not possible to estimate a
matrix Uπ, but if it is still possible to estimate the secret
subspace which corresponds to the span of all vectors ui?
To answer this question we need to distinguish between sev-
eral classes of security for Spread Spectrum watermarking
schemes: subspace-security, key-security and insecurity as
defined below:

• Definition of subspace-security:
A watermarking scheme is subspace-secure if it is im-
possible to estimate, from the observations Y, the se-
cret subspace, of which one orthogonal basis is repre-
sented by the columns of the matrix B .

Corollary:
A watermarking scheme is not subspace-secure if it is
possible to decompose Y into:

Y = X̂ + B̂Ŵ (4)

where the estimated matrices satisfy: limNo→+∞ X̂ =
X, limNo→+∞ B̂ = B. The estimated matrix Ŵ rep-
resents the projections of the watermark signals on the
basis associated to B̂. The true carriers ui therefore
lie somewhere in span(ui) = span(bi).

• Definition of key-security:
A watermarking scheme is key-secure if it is impossi-
ble to estimate the secret key, e.g. the set of carriers
represented by a matrix Uπ, from the observations Y.

Corollary:
A watermarking scheme is not key-secure if it is pos-
sible to decompose Y into:

1Each carrier ui is supposed to be associated with the bit bi

that is transmitted. In particular, informed coding strate-
gies are not considered in this paper.



Y = X̂ + ÛπŜπ (5)

where the estimated matrices satisfy: limNo→+∞ X̂ =
X, limNo→+∞ Ûπ = Uπ, limNo→+∞ Ŝπ = Sπ.

• Definition of insecurity:
A watermarking scheme is insecure if it is not key-
secure.

Note that subspace-secure schemes are also key-secure.
Subspace-security differs from key-security in the way that
if only key-security is achieved, it can still be possible to
estimate basis vectors that span the subspace in which are
included the secret carriers. If a scheme satisfies subspace-
security, it implies that the watermarking algorithm is to-
tally secure: according to the definition of security, it is not
possible to obtain information on the secret key. If an algo-
rithm is key-secure but not subspace-secure, it means that
it is possible to copy or erase the watermark, but that it is
not possible to decode the embedded message or to modify
targeted bits. Note that the identification of the watermark
subspace can also be used to improve the efficiency of a spe-
cific attack affecting the robustness of the algorithm by fo-
cusing only on the most useful information. The definitions
of key-security, subspace-security and insecurity classes are
illustrated on Fig. 1.

Subspace-secure watermarking.

Key-secure watermarking.

Insecure watermarking.

Figure 1: Representations of the possible observa-
tions for the three different classes of security.

2.3 Using BSS techniques for subspace and
key estimation

In the case of spread spectrum watermarking, the secret
key is equivalent to the set of secret sequences {ui}. Each
secret sequence is added to the host signal (after a bit-wise
modulation) to convey a message. Eventually, the secret key
is only hidden by the host signal which suggests that denois-
ing algorithms may be used to estimate the watermark.
Techniques that are used to prove that an algorithm is not
key-secure are usually very similar to techniques proving
that a scheme is not subspace-secure. Key-security of SS
schemes was addressed in [6] and subspace-security was ad-
dressed in [4]. A general methodology to estimate both key
and subspace security is described below.
Decomposition (5), that relates to key-security, and decom-
position (4), that relates to subspace-security, can be per-
formed using Blind Source Separation (BSS) techniques if
we assume some statistical properties of the watermark sig-
nal. In the latter case, we will be able to estimate the true
carriers, while in the former, we will only be able to disclose
a basis of the secret subspace.

We first present techniques that can achieve decomposi-
tion (5). Because si of S represents the modulation of the ith

bit for each watermarked content, and because in the WOA
setup each embedded bit is supposed to be independent from
others, {si}i∈[1,...,Nc] can be considered as independent sig-
nals. In this case, Independent Component Analysis (ICA)

techniques can be used to estimate both Ûπ and Ŝπ . The
principle of ICA techniques is to find directions in the ob-
served data space whose projections give singular distribu-
tions [7]. Based on the fact that the sum of independent
variables tends to a Gaussian law, independent components
are defined as the most “non-Gaussian” components. In the
ICA setup, Ûπ is called the mixing matrix and Ŝπ the ma-
trix of independent sources. X is considered as noise.

To assess the key-security of a SS-based technique, we
have decided to adopt the following methodology which is
generally used in BSS benchmarks:

1. We generate No observations of watermarked contents
and generate the matrix of observations Y.

2. We whiten the observed signals using Principal Com-
ponent Analysis. A reduction of dimension is therefore
performed to reduce the searching time. If we consider
that each host signal is generated from an i.i.d. pro-
cess, the subspace containing the watermark generated
by Nc carriers will be included into a Nc-dimensional
space of different variance [4]. We consequently se-
lect the subspace generated by eigenvectors presenting
singular (lower or higher) eigenvalues.

3. We run the FastICA algorithm [8] on this subspace to
estimate the independent components and the inde-
pendent basis vectors (e.g. the secret carriers).

4. We compute the normalized correlation c between each
original and estimated carriers. A value of c close to
1 means that the estimation of the component is ac-
curate. An estimation close to 0 means that the es-
timation is erroneous. For Nc = 2, we may evaluate
the estimation accuracy by plotting a 2D constellation



of points of coordinates (c1, c2). A successful estima-
tion will then provide a point close to one of the four
cardinal points (0, 1), (0,−1), (1, 0), (−1, 0)2.

ICA techniques will not be efficient if {si}i∈[1,...,Nc] are
dependent signals. In this case Principal Component Anal-
ysis can be used to estimate the watermark subspace. We
can for example use the reduction of dimension of the initial
observed space as presented in the second step to estimate
the watermark subspace and one of its basis B̂.

2.4 Examples of insecure SS schemes

In this section we briefly describe two popular watermark-
ing schemes (classical SS and improved SS) and test the pro-
posed methodology to perform estimation of secret carriers.
In the case of classical SS, the embedding is given for each
vector by:

y = x +

Nc
X

i=1

b(i)ui (6)

where b ∈ {−1;+1}Nc is the BPSK modulation of the em-
bedded message m.
For ISS, proposed in [10], which can be considered as an
informed-embedding variation of classical SS, the embed-
ding is given by:

y = x +

Nc
X

i=1

(αb(i) − λ
zx,ui

||ui|| )ui (7)

where α and λ are respectively computed to minimise both
the targeted average distortion and the error probability af-
ter addition of white Gaussian noise of a given variance.

Eq. 6 and Eq. 7 can be easily transposed in the multi-
dimensional case to obtain a formulation similar to Eq. 5:
the matrix U still contains the carriers and the matrix Sm

contains the modulation signals for each carrier.

We have applied the ICA-based carrier estimation method
described in the previous section. Fig. 2 depicts the nor-
malized correlation between the original and estimated car-
riers for 100 experiments considering each time 1000 wa-
termarked vectors. We can notice that the estimations are
globally more accurate for SS than for ISS. In this case, this
is mainly due to the fact that the variance of the embedding
for ISS is lower than for SS and consequently the estimation
of the subspace relative to the watermark is less accurate in
the second case. Both SS and ISS were experimented at the
level of distorsion: the Watermark-to-Content Ratio (WCR)
was set to −21dB.

3. NATURAL WATERMARKING

Natural Watermarking is a spread-spectrum watermark-
ing scheme that is designed to ensure subspace-security against
WOA attacks for 0-centered i.i.d symmetric distributions.

2We use Nc = 2 for illustration purposes, dealing with more
bits would require to use the Hungarian method [9] to assign
original and estimated carriers prior to the computation of
the normalized correlation c.
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for definition of Document-to-Noise Ratio)

Figure 2: Normalised correlations between the two
estimated carriers and ui ∼ N (0, 1) the real ones.
For both schemes, No = 1000, WCR = −21dB and
Nv = 512.

We consider here i.i.d. Nv-dimensional Gaussian host sig-
nals [11].
The principles that are the key concepts of NW are the fol-
lowing:

1. The fact that that the projection a each secret carrier
on different host signals follows a Gaussian distribution
(this is due to the Central Limit Theorem).

2. The proposed scheme is denoted “Natural” because
the Nv-dimensional distributions of host and water-
marked signals remain the same in the WOA context:
embedding keeps the natural distribution of the host
signal.

3. Point (1) (Gaussianity) prevents the estimation of each
carrier and point (2) prevents the estimation of the
watermark subspace.

Note that, in [11], the theoretical assessment of the secu-
rity class of NW is done and it is proved that there is no
information leakage after embedding for NW: I(Y;U) = 0.
NW can be seen as the Spread Spectrum equivalent of the
Scalar Costa’s Scheme [12] of a uniform host signal and a
distortion parameter α = 0.5 [5] because both schemes pro-
vide no information leakage about the secret key.



3.1 Embedding

For the sake of simplicity we consider Nc orthogonal carri-
ers that are generated using a Gaussian generator following
the law N (0, σ2

u) for each sample. Note that the distribution
of each sample of the different carriers does not modify the
properties of natural watermarking and that other distribu-
tions can be considered.
The host signals are also generated according to a Gaussian
law: each sample of each observation follows ∼ N (0, σ2

x).
Consequenlty the random vector x follows a Nv-dimensional
Gaussian law. The random variable zx,ui

follows a Gaussian

law of parameters zx,ui
∼ N (0,

σ2
ui

σ2
x

Nv
). This property is true

because of the Central Limit Theorem as far as Nv is im-
portant. Moreover, this property is still valid if the various
x are 0-centered and i.i.d.. The goal of NW is to design the
embedding in such a way that the distribution of zy,ui

will
keep the same as the distribution of zx,ui

.
The watermarked vector y is:

y = x + w (8)

where the watermark signal w is computed as follows:

w = −
Nc
X

i=1

“

1 + (−1)m(i)sign(zx,ui
)
” zx,ui

‖ui‖2
ui (9)

which means that the watermark wi associated to each car-
rier ui follows this simple embedding rule:

wi = 0 if m(i) = 1 ; zx,ui
> 0 (10)

or m(i) = 0 ; zx,ui
< 0 (11)

wi = −2
zx,ui

‖ui‖2
ui if m(i) = 1 ; zx,ui

< 0 (12)

or m(i) = 0 ; zx,ui
> 0 (13)

Eq. 9 states that x is symmetrically modified iff sign(zx,ui
) 6=

(−1)m(i). This embedding rule is depicted on Fig. 3.
Note that the embedding rule used for NW is quite sim-

ilar to the rule used for ISS. In both cases, each carrier ui

is modulated according to the correlation zx,ui
. For ISS,

zx,ui
is used to increase the distance between the different

codewords and increase the robustness. For NW, zx,ui
is

used to not modify the natural distribution of the carriers
and consequently to increase the security.

zx,u0

Pzx,u

zx1,u = zy1,ub

zx2,u = zy2,ub

zy3,u
b

zx3,u
b

Figure 3: Natural watermarking for embedding of
one bit equal to 1 on three different contents. Only
the third bit calls for a model-based symmetry.

3.2 Advantages and drawbacks of NW

NW presents interesting properties:

• It is not possible to estimate the secret keys because
the joint distribution of the carriers in the watermarked
contents is circular. Fig. 4 presents the joint distribu-
tion of two carriers. As we can see, it is not possible to
find the directions that are associated to each carrier.

• The host distribution is not modified after embedding
and there is no information leakage. The ICA-based
estimation attack described in Sec. 2.3 is not efficient
to estimate the secret carriers. Fig. 5 presents the
normalised correlation between the estimated carriers
and the real ones after NW embedding for 100 experi-
ments. The concentration of points close to the origin
illustrates the fact that the estimation is not possible.
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Figure 4: Joint distributions of two carriers for NW.
No = 10000, WCR = −21dB, Nv = 512, σ2

x = 1. The di-
rection of the original carriers (horizontal and ver-
tical axis) cannot be estimated on a multivariate
Gaussian distribution.
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Figure 5: Normalised correlations between the two
estimated carriers and the original ones. For both
schemes: No = 1000 and Nv = 512, WCR = −21dB.



Beside these theoretical advantages, NW also unfortu-
nately leads to several drawbacks:

• The robustness of NW to Additive White Gaussian
Noise (AWGN) addition attack is poor for low Water-
mark-to-Noise ratios (WNR). Fig. 6 depicts the bit
error rate (BER) for ISS, NW and SS with respect to
σ2

N for WCR = −21dB and the same Nc and Nv . In
this case, NW is the less robust scheme for σ2

N > 0.06.
For low noise addition however, NW is less sensitive to
noise than SS. This is due to the fact that NW is built
is such a way that the interference with the host signal
is taken into account within the embedding function.

• The embedding for NW cannot guarantee that the
power of the added carrier is in a given range. If the
distortion is null for half of the bits; for the other half
the distribution of the embedding strength for differ-
ent watermarked contents follows a half-Gaussian dis-
tribution. Consequently, it is possible to have very
important distortion due to the embedding on several
contents (with very low probability however).

• The major drawback of NW is the fact that subspace-
security class can only be achieved if we assume that
the host signal is i.i.d. with Gaussian distribution. If it
is not the case, ICA techniques will enable to estimate
a Nc-dimensional subspace with multivariate Gaussian
distribution which represents the watermark subspace.
Consequently, if the host signal is not i.i.d. with Nc-
dimensional Gaussian distributions, NW is only key-
secure.
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Figure 6: Comparison of BER for NW, classical SS
ISS. Nv = 512, WCR = −21dB.

4. CIRCULAR WATERMARKING

4.1 Motivations

In this section, we present a new family of spread-spectrum
watermarking schemes called Circular Watermarking (CW),
of which NW is a special case. Looking back at NW with

Nc = 2, it can be considered that the joint-distributions
of the projection of the secret carriers considering water-
maked contents are circular. The main characteristic of
CW is that the joint-distributions of the secret carriers for
CW keep the same property of circularity than the Gaus-
sian joint-distributions for NW. Moreover the shape of the
joint-distribution for CW has been designed to improve the
robustness to AWGN addition and also to reduce the max-
imum possible distortion after embedding.
Another property of CW is the fact that CW schemes are no
longer subspace-secure even for i.i.d. Gaussian host signals.
The circular joint-distribution of the carriers after embed-
ding offers a possibility to estimate the watermark subspace.
However CW still offers key-security (the estimation of the
secret carriers is not possible).

4.2 Definition of Circular Watermarking

The family of Circular Watermarking schemes is defined
by the fact that the joint-distribution f(z1, . . . , zNc) of the
secret carriers u1, . . . , uNc is circular, which means that the
distribution can be reduced to a distribution that depends
only on one variable ρ:

f(z1, . . . , zNc ) = f(ρ) (14)

where ρ =
q

z2
1 + z2

2 + . . . + z2
Nc

.

We can see that Natural Watermarking belongs to the
family of Circular Watermarking schemes because the marginal
densities of its carriers is Gaussian and then the joint-density
can be written as:

f(z1, . . . , zNc) = 1

(σ
√

2π)Nc
exp

„

−(z2
1+...+z2

Nc
)

2σ2

«

=

1

(σ
√

2π)Nc
exp

“

−ρ2

2σ2

”
(15)

It can be shown that NW is the only scheme that provides a
circular joint distribution while keeping independent mod-
ulations between carriers [13]. This means that, except for
the case of NW, other CW schemes have to introduce depen-
dency among modulation coefficients to achieve circularity.

4.3 A practical implementation based on ISS

We present here a possible solution to obtain one CW
scheme which is based on Improved Spread Spectrum. The
Nv-dimensional distribution of the projection of the carri-
ers after ISS corresponds to sums of multivariate Gaussian
distributions centred on cardinal points ( α, . . . , α). One
solution to “circularise” this distribution after ISS is to ran-
domly move each cardinal point on a specific region of a
Nc-dimensional sphere.

To perform this, we construct a random vector d which is
uniformly distributed on a Nc-dimensional sphere of unitary
radius. One possible way to generate d is to first generate
a Nc-dimensional Gaussian vector and to normalise it as
proposed in [14]:

d = (d1, . . . , dNc) = (
g1

||g|| , . . . ,
gNc

||g|| ) (16)

where gi ∼ N (0, 1). We construct d+ = (|d1|, . . . , |dNc |)



which is a unitary random vector that is uniformly dis-
tributed on the portion of the Nc-sphere presenting positive
coordinates. The embedding formula to achieve a circular
implementation of ISS watermarking is:

y = x +
√

Ncα
`

b(1)d+
1 u1 + . . . + (b(Nc)d

+
Nc

uNc

´

−λ(
zx,u1
||u1||u1 + . . . +

zx,uNc

||uNc
||uNc)

(17)

Note that by analogy with dither modulation watermarking
[15], vector d+ can be seen as a dither vector for the family
of SS watermarking schemes : the modulation of each carrier
ui with d+

i hides the singularities of the initial distribution
of the projections of the carriers as the dither vector in DM
hides the location of the quantisation cells.

4.4 BER comparison

Fig. 7 depicts the joint-distributions for ISS and the cir-
cular extension of ISS for a 2-bit embedding scheme. As
expected, the CW-ISS scheme produces a “ring-shaped” 2D
circular distribution. Each codeword is associated with one
quarter of the distribution and the shape of such a distribu-
tion enables to achieve a better robustness to AWGN than
NW: it is due to the fact that there are statistically less
codewords which are close to the decoding borders (X and
Y axis) for CW-ISS than for NW (see Fig. 4).

Fig. 8 compares the robustness of the various proposed
watermarking schemes to AWGN addition for the same hid-
den channel rate (same Nc and same Nv). Formulas for NW
and CW-ISS are given in the appendices and those for SS
and ISS are taken from [10]. For CW-ISS both practical
and theoretical values are plotted. We can see in this fig-
ure that the improvement of CW-ISS over NW for Nc = 2
is significant. Moreover, if the performance CW-ISS is still
far from the performance of ISS for low noise power, CW-
ISS enables to have a key-secure watermarking scheme that
equals or outperform classical SS. Also note that for the case
of CW-ISS we used the same parameters α and λ than for
ISS. No specific optimisation of these two parameters taking
into account the specific shape of the distribution has been
done.

Fig. 9 illustrates the behaviour of the robustness for CW
according to the number of carriers when the distortion per
carrier remains constant. We can notice that our implemen-
tation of natural watermarking has a drawback: contrary
to other SS watermarking schemes, the robustness of CW
decreases with the number of used carriers. Practically the
BER seems to converge toward a limit when the dimension
goes toward infinity (BER=9.4% for Nc = 500) which is still
smaller than the BER achieved using NW.

5. CONCLUSION AND PERSPECTIVES

We have presented in this paper a classification of secu-
rity as well as different ways to achieve key or subspace
security for SS-based watermarking schemes. Natural Wa-
termarking enables to obtain subspace security if the host
signal is considered i.i.d. Gaussian. One very interesting
property of NW is the fact that after embedding, the secret
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Figure 7: Joint distributions of two carriers for ISS
and Circular implementation of ISS. No = 10000,
WCR = −21dB, σ2

N = 1, Nv = 512, Nc = 2.
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Figure 8: Comparison of BER for NW, classical SS
ISS and CW-ISS. Nv = 512, WCR = −21dB and Nc =
2.

carriers have circular distributions which prevent their esti-
mations. To obtain more robust watermarking scheme we
have proposed to extend the property of circularity to other
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Figure 9: Evolution of BER according to the num-
ber of carriers for NW, classical SS, ISS and CW-
ISS. Nv = 512, the distortion per carrier is constant
(WCR = −24dB for Nc = 1).

SS embedding schemes. It is important to notice that in this
case, CW schemes are generally only key-secure. Our future
works will focus on finding optimal embedding strategy for
the family of CW schemes with respect to distortion and ro-
bustness criteria. We would like also to define the conditions
to achieve security for more sophisticated SS-based water-
marking schemes which use informed coding [16]. Finally,
in this paper, we also wanted to outline what is the possible
cost of watermarking security in terms of robustness.
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APPENDIX

A. BER FOR NW

Let the noise being Gaussian with law N (0, σ2
N ) and cor-

responding pdf:

f(x) =
1√

2πσN

exp

„−x2

2σ2
N

«

(18)

If a 0 is coded, the correlation value z has a pdf of a
half-Gaussian function:

g(x) =
2√

2πσW

exp

„−x2

2σ2
W

«

if x ≤ 0 (19)



g(x) = 0 if x > 0 (20)

We have the following relations (that are not used in the
equations for the sake of clarity): σ2

N = σ2
uσ2

n et σ2
W = σ2

uσ2
x.

The pdf of the watermarked signal which undergoes noise
is:

(g ∗ f)(t) =

Z +∞

−∞
g(x)f(t− x)dx (21)

which can be expressed as:

(g ∗ f)(t) = A

Z 0

−∞
exp−

“

x − σ2
W t

σ2
N

+σ2
W

”2

2

„

σW σN√
σ2

W
+σ2

N

«2 dx (22)

with A = 2
exp

 

−t2

2σ2
N

+
σ2

W
t2

2σ2
N

(σ2
N

+σ2
W

)

!

2πσW σN

after a variable substitution we can compute the integral
part I(t) as:

I(t) =

√
2σW σN

p

σ2
W + σ2

N

√
π

2
erfc

 

σW t√
2σN

p

σ2
W + σ2

N

!

(23)

and finally :

Pe =

Z +∞

0

Gσ2
W

+σ2
N

(t) erfc

 

σW t√
2σN

p

σ2
W + σ2

N

!

dt (24)

with Gσ2
W

+σ2
N

(t) = 1√
2π(σ2

W
+σ2

N
)
exp

“

−x2

2(σ2
W

+σ2
N

)

”

B. DISTORTION FOR NW

The pdf of the watermark (on each sample) is the follow-
ing:

if x < 0 f(x) ∼ N (0, 4σ2
xσ2

u/Nv) (25)

if x ≥ 0 f(x) = δ(x)/2 (26)

Then:

σ2
b =

2σ2
xσ2

u

Nv

(27)

and the Watermark-to-Content-Ratio is expressed as fol-
lows:

WCR = 10 log σ2
b/σ2

x = 10 log
2σ2

u

Nv

(28)

C. DISTORTION FOR CW (ISS BASED
IMPLEMENTATION - 2 CARRIERS)

The distortion for this implementation is the same than
the distortion for classical ISS [10].

D. BER FOR CW (ISS BASED IMPLEMEN-
TATION - 2 CARRIERS)

Let’s suppose Gaussian noise with a 2D corresponding
pdf:

f(x, y) =
1

2πσ2
Niss

exp

„−(x2 + y2)

2σ2
Niss

«

(29)

with σ2
Niss = σ2

N/(Nvσ2
u).

The marginal pdf f(y) is:

f(y) =
1√

2πσNiss

exp

„ −y2

2σ2
Niss

«

(30)

After the Circular implementation of ISS we can assume
that the pdf of the carriers for watermarked contents if the
first coded bit corresponds to 0 is given by:

g(x, y) = 2
4π

√
πσissαiss

exp

 

−
“√

x2+y2−
√

2αiss

”2

2σ2
iss

!

if x ≤ 0

(31)

g(x, y) = 0 if x > 0 (32)

with αiss calculated from [10] and:

σ2
iss = (1 − λiss)

2σ2
X/(Nvσ2

U ).

The marginal pdf g(y) is given by:

g(y) =

Z +∞

−∞
g(x, y)dx (33)

and must be computed numerically.

The pdf of the watermarked signal which undergoes noise
is:

(g ∗ f)(t) =

Z +∞

−∞
g(y)f(t− y)dy (34)

and the probability of error Pe is expressed as :

Pe =

Z +∞

0

(g ∗ f)(t)dt (35)

Also note that these last two expressions have to be com-
puted numerically.


