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#### Abstract

Neutrality of some boolean parity fitness landscapes is investigated in this paper. Compared with some well known contributions on the same issue, we define some new measures that help characterizing neutral landscapes, we use a new sampling methodology, which captures some features that are disregarded by uniform random sampling, and we introduce new genetic operators to define the neighborhood of tree structures. We compare the fitness landscape induced by two different sets of functional operators (\{NAND\} and \{XOR; NOT\}). The different characteristics of the neutral networks seem to justify the different difficulties of these landscapes for genetic programming.
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## 1. INTRODUCTION

The role played by neutrality in determining the ability of evolutionary algorithms to find good quality solutions for a given problem has been a controversial issue in the last few years. A good introduction on the role of neutrality has been done by Reidys and Stadler in [10]. In [13], Toussaint and Igel claim the necessity of a certain degree of neutrality in fitness landscapes for self-adaption. In [5], Geard compared the neutrality of some binary landscapes claiming a relationship between neutrality and performance of genetic algorithms (GAs). In [2], Collard et al. studied synthetic neutrality and its effects on the evolvability of GAs. The study of neutrality for genetic programming (GP) is mainly due to the work of Yu et al.: in [19], they showed that artificially introducing neutrality can help Cartesian GP to navigate some restricted fitness landscapes. These results have been recently criticized by Collins in [4]. Some other contributions on the importance of artificially introducing neutrality into fitness landscapes can be found in [17, 18, 20]. In this paper, we take up a different point of view. First of all, we study even parity fitness landscapes for standard tree based GP [7] instead of Cartesian GP. Secondly, instead of artificially introducing neutrality into the landscapes, we study them without modifying them, trying to infer some conclusions on the impact of neutrality on GP performance. Third, we introduce some new neutrality measures, such as the average neutrality ratio, the average $\Delta$-fitness of neutral networks and the ratio of some particular solutions contained into the neutral networks (see section 4 for the definitions of these measures). Fourth, we introduce some new genetic operators to define neighborhood between trees. Finally, instead of using a fixed set of functions to build solutions, we compare the landscapes induced by two different set of boolean operators (\{NAND\} and \{XOR; NOT\}). Boolean spaces have already been studied, among others, in $[3,8]$. In those contributions, either landscapes of small size have been studied exhaustively (i.e. taking into account all the possible solutions) or larger fitness landscapes have been studied by means of uniform random samplings. The shape and features of the boolean parity fitness landscapes
make them hard to study by means of uniform random samplings and thus more sophisticated sampling methodologies are needed. The first attempt to study them by means of some well known importance sampling techniques can be found in [14]. In this paper we define a new, and more elaborate, sampling methodology to study even parity fitness landscapes, but the techniques are general and can be used for any GP program space.

This paper is structured as follows: in section 2, we give some definitions that will be useful in the continuation of the paper. In section 3, we discuss some features of the even parity fitness landscapes. Section 4 contains an exhaustive investigation of a reduced size even parity landscape. Our new sampling technique is described in section 5 . In section 6 , we present some results on large even parity landscapes. Finally, in section 7, we offer our conclusions and ideas for future research.

## 2. PRELIMINARY DEFINITIONS

Using a landscape metaphor to develop insight about the workings of a complex system originates with [16]. A simple definition of fitness landscape in EAs is a plot where the points in the horizontal plane represent the different individual genotypes in a search space (ordered according to a particular neighborhood relationship) and the points in the vertical direction represent the fitness of each one of these individuals [8]. Generally, the neighborhood relationship is defined in terms of the genetic operators used to traverse the search space $[15,8,14]$. This can be done easily for unary genetic operators like mutation, but it is clearly more difficult if binary or multi-parent operators, like crossover, are considered. Many formal definitions of fitness landscape have been given so far (see for instance [12]). In this work, a fitness landscape is a triple $\mathcal{L}=(\mathcal{S}, \mathcal{V}, f)$ where $\mathcal{S}$ is the set of all possible solutions, $\mathcal{V}: \mathcal{S} \rightarrow 2^{\mathcal{S}}$ is a neighborhood function specifying, for each $s \in \mathcal{S}$, the set of its neighbors $\mathcal{V}(s)$, and $f: \mathcal{S} \rightarrow \mathbb{R}$ is the fitness function. Given the set of variation operators, $\mathcal{V}$ can be defined as $\mathcal{V}(s)=\left\{s^{\prime} \in \mathcal{S} \mid s^{\prime}\right.$ can be obtained from $s$ by a single variation $\}$. In some cases, as for the even parity problems, even though the size of the search space $\mathcal{S}$ is huge, $f$ can only assume a limited set of values. Thus, a large number of solutions have the same fitness. In this case, we say that the landscape has a high degree of neutrality [10]. Given a solution $s$, the subset of $\mathcal{V}(s)$ composed by neighbor solutions that are also neutral can be defined. Formally, the neutral neighborhood of $s$ is the set $\mathcal{N}(s)=\left\{s^{\prime} \in \mathcal{V}(s) \mid f\left(s^{\prime}\right)=f(s)\right\}$. The number of neutral neighbors of $s$ is called the neutrality degree of $s$ and the ratio between neutrality degree and cardinality of $\mathcal{V}(s)$ is the neutrality ratio of $s$. Given these definitions, we can imagine a fitness landscape as being composed by a set of (possibly large) plateaus. More formally, a neutral network [11] can be defined as a graph connected component $\left(\mathcal{S}, E_{\mathcal{N}}\right)$ where $E_{\mathcal{N}}=\left\{\left(s_{1}, s_{2}\right) \in \mathcal{S}^{2} \mid s_{2} \in \mathcal{N}\left(s_{1}\right)\right\}$. The set of all neutral networks in the fitness landscape will be denoted by $N N$ from now on. Replacing each solution with its neutral network, we can define a fitness landscape by means of its neutrality graph $G_{N N}=\left(N N, E_{N N}\right)$, where $E_{N N}$ is a relation such that, given two neutral networks $N_{1}$ and $N_{2}$ : $\left(N_{1}, N_{2}\right) \in E_{N N} \Leftrightarrow \exists s_{1} \in N_{1}, s_{2} \in N_{2}: s_{2} \in \mathcal{V}\left(s_{1}\right) \backslash \mathcal{N}\left(s_{1}\right)$. Finally, we define the fitness of a network (or network fitness) as the fitness value shared by all its individuals. A neutral net with fitness $\varphi$ will be indicated as $\varphi$-network.

## 3. THE EVEN PARITY PROBLEM

The goal of the even- $k$ parity problem [7] is to find a boolean function of $k$ variables that returns True if an even number of inputs is True and False otherwise. Fitness is computed as $2^{k}$ minus the number of hits over the $2^{k}$ fitness cases represented by all the possible combinations of the $k$ input values. Here, all the fitness values will be normalized dividing them by $2^{k}$. Thus a perfect individual has fitness 0 , while the worst individual has fitness 1 . The set of all possible solutions is composed by all the well-formed trees that can be built using a function set $\mathcal{F}$ and a terminal symbols set $\mathcal{T}$ and having a depth smaller or equal than a given limit. The set $\mathcal{T}$ is composed by $k$ variables (where $k$ is the order of the problem). Two different function sets are studied in this work: $\{\mathrm{XOR} ; \mathrm{NOT}\}$ and \{NAND\}. The first one is not a generator set (i.e. it is impossible to generate all the different boolean functions using only this set), but it easily enables to obtain a perfect solution for the even parity problem. The second one is a minimal generator set, but it is difficult (even though not impossible) to build an optimal solution using it (see [9] for a more detailed discussion). We have chosen to use these function sets because they are small enough to limit the cardinality of the search space but also rich enough to represent some perfect solutions. Furthermore, these function sets induce two fitness landscapes with different difficulties for GP [14]: the landscape induced by $\{$ XOR; NOT $\}$ is easy to search, while the one induced by \{Nand\} is generally hard. Thus, we can compare the two landscapes (indicated with $\mathcal{L}_{(k, h)}^{\{\mathrm{XOR} ; \text { NOT }\}}$ and $\mathcal{L}_{(k, h)}^{\{\mathrm{NAND}\}}$ from now on, where $k$ is the problem order and $h$ is the prefixed tree depth limit) to find some interpretations of their different difficulties.

To define a neighborhood structure based on variation operators, we have to choose a suitable set of these operators. Standard crossover or subtree mutation [7] generate neighborhoods which are too wide and complex to be studied. In this paper, we consider a simplified version of the inflate and deflate mutation operators first introduced in $[14,15]$ (also called structural mutation operators in those works): (1) Strict deflate mutation, which transforms a subtree of depth 1 into a randomly selected leaf chosen among its children. (2) Strict inflate mutation, which transforms a leaf into a tree of depth 1 , rooted in a random operator and whose children are a random list of variables containing also the original leaf. (3) Point terminal mutation, that replaces a leaf with another random terminal symbol. This set of genetic operators (that will be called Strict-Structural, or StSt, mutation operators from now on) is easy enough to study and provides enough exploration power to GP. For instance, StSt mutations present two important properties: (i) each mutation has an inverse and, (ii) for each pair of solutions, a sequence of mutations which transforms the first one into the second exists (see [9] for the formal proof). Thus, the associated graph $(\mathcal{S}, \mathcal{V})$ of fitness landscape is undirected (given the (i) property) and connected (given the (ii) property) graph.

Some other interesting properties of the even parity fitness landscapes have been discussed, among others, in [8, 3]. First of all, supposing that all fitness values have been normalized into the range $[0,1]$, if an expression does not contain at least an occurrence of each variable, then its fitness value is exactly equal to 0.5 . For this reason, the wide
majority of individuals in the even parity landscapes have fitness 0.5 [14]. Secondly, an expression in the $\mathcal{L}^{\{\text {XOR; NoT }\}}$ landscape can only have a fitness value equal to $0,0.5$ or 1 . (see for instance $[8,9]$ for the formal proofs of these properties). The choice of the StSt mutation operators permits to define some other properties of the $\mathcal{L}^{\{\mathrm{XOR} ; \text { пот }\}}$ landscape: (a) there is only one neutral network at fitness 0.5 (we call it the central network), (b) all the other networks are composed by one single individual (we call them the peripheral networks) and (c) all the peripheral networks are connected with the central one by one mutation. The proofs of these properties are omitted for lack of space; they can be found in [9].

## 4. EXHAUSTIVE ANALYSIS OF A 'SMALL" EVEN-PARITY FITNESS LANDSCAPE

The first step of our study is to investigate a fitness landscape of small size, in order to be able to exhaustively generate all the possible individuals contained in it. We have built it by considering the even-2 parity problem and trees with a maximum depth equal to 3 . The resulting $\mathcal{L}_{(2,3)}^{\{\text {XOR; Not }\}}$ and $\mathcal{L}_{(2,3)}^{\{\mathrm{NAND}\}}$ landscapes both contain at least one perfect solution. In table 1 some characteristics of these fitness landscapes are reported. In agreement with the theoreti-

Table 1: Some characteristics of the "small" fitness landscapes that we have exhaustively studied

|  | $\mathcal{L}_{(2,3)}^{\{\text {XOR } ; \text { NOT }\}}$ | $\mathcal{L}_{(2,3)}^{\{\text {NAND }\}}$ |
| :--- | :---: | :---: |
| No. of individuals | 5552 | 1446 |
| No. of optimal solutions | 660 | 8 |
| No. of neutral networks | 1389 | 31 |
| Average network size | 3.99 | 46.64 |

cal observations presented in section $3, \mathcal{L}_{(2,3)}^{\{\text {хог; Nот }\}}$ has a large number (1388) of neutral networks at fitness 0 and 1 composed by only one individual and one large (4164 individuals) central network at fitness 0.5 . On the other hand, $\mathcal{L}_{(2,3)}^{\{\mathrm{NAND}\}}$ has smaller size and it has few networks, all of them medium-sized. Figures 1 and 2 report a graphical representation of the neutrality graphs of $\mathcal{L}_{(2,3)}^{\{\mathrm{NAD}\}}$ and $\mathcal{L}_{(2,3)}^{\{\text {XOR } ; \text { NOT }\}}$ respectively. Each square represents a neutral network, and


Figure 1: Graphical representation of the neutrality graph of $\mathcal{L}_{(2,3)}^{\{\text {NAND }\}}$.
its size is proportional to the logarithm of the network size. The node colour indicates the fitness value of the network (from 1, black, to 0 , white).


Figure 2: Graphical representation of the neutrality graph of $\mathcal{L}_{(2,3)}^{\{\text {XOR } ; \text { NOT }\}}$.

### 4.1 Experimental Results

The first parameter that we study is the average neutrality ratio, $\bar{r}$. It is defined as the mean of the neutrality ratios (as defined in section 2) of all the individuals included into a network. High values $\bar{r}$ (near to 1 ) correspond to a large amount of neutral mutations. Figure 3 presents the scatterplot of $\bar{r}$ against fitness in the two landscapes. In this figure,


Figure 3: Scatterplot of the average neutrality ratio in $\mathcal{L}_{(2,3)}^{\{\text {NAND }\}}$ (left part) and $\mathcal{L}_{(2,3)}^{\{\mathrm{XOR} ; \text { NoT }\}}$ (right part).
as in all the subsequent ones, a gray line is drawn, joining all the average points for each considered fitness value. This line should help readability. Furthermore, points at the same coordinates have been slightly displaced, so that they can be distinguished. In $\mathcal{L}_{(2,3)}^{\{\text {ХоR; мот }\}}$, the central network (fitness equal to 0.5 ) has high values of $\bar{r}$, while for the other networks $\bar{r}=0$. Furthermore, the scatterplot is nearly symmetrical around fitness equal to 0.5 . In $\mathcal{L}_{(2,3)}^{\{\text {NAND }\}} \bar{r}$ values are, on average, larger than 0.2 for some bad fitness values (fitness equal to 0.75 ) and smaller than 0.2 for good ones (fitness equal to 0 and 0.25 ): in general, in $\mathcal{L}_{(2,3)}^{\{\text {NAND }\}}$ networks with bad fitness seem to be "more neutral" than networks with good fitness.

The second measure that we study is the average $\Delta$-fitness of the neutral networks. This measure is the average fitness gain (positive or negative) achieved after a mutation of the individuals belonging to the network. Formally, let $N$ be a neutral network, then its average $\Delta$-fitness can be defined as:

$$
\Delta \bar{f}(N):=\frac{1}{|N|} \cdot \sum_{s \in N}\left[\frac{\sum_{v \in \mathcal{V}(s)}(f(v)-f(s))}{|\mathcal{V}(s)|}\right]
$$

This measure is clearly related to the notions of evolvability
[1] and innovation rate [6]. It also helps to statistically describe the graph $(\mathcal{S}, \mathcal{V})$. A negative value of $\Delta \bar{f}$ corresponds to a fitness improvement (because it reduces the error) while a positive one corresponds to a worsening (because it increases the error). As figure 4 shows, in $\mathcal{L}_{(2,3)}^{\{\text {NAND }\}}$ the possible values of $\Delta \bar{f}$ are included into a narrower range than in $\mathcal{L}_{(2,3)}^{\{\text {XOR } ; \text { NOT }\}}$. We deduce that in $\mathcal{L}_{(2,3)}^{\{\text {NAND }\}}$ mutations cannot


Figure 4: Scatterplot of the average $\Delta$-fitness in $\mathcal{L}_{(2,3)}^{\text {\{NAND }\}}$ (left part) and $\mathcal{L}_{(2,3)}^{\{\text {XOR; NOT }\}}$ (right part).
produce large fitness improvements (on average). Thus, to solve the problem, GP has to find individuals with many different fitness values. This is not the case for $\mathcal{L}_{(2,3)}^{\{\text {Хог; лот }\}}$, where a mutation of an individual contained into the central network can produce an individual with a fitness equal to 0 (global optimum). Furthermore, in $\mathcal{L}_{(2,3)}^{\{\mathrm{NAND}\}}$ good fitness networks (fitness equal to 0.25 or 0.5 ) have positive values of $\Delta \bar{f}$. In other words, in $\mathcal{L}_{(2,3)}^{\{\text {NaND }\}}$, it is unlikely that mutations of good individuals generate better offspring.

Now, we present two measures that we have called Non Improvable (NI) Solutions ratio ( $r_{n i}$ ) and Non Worsenable ${ }^{1}$ ( $N W$ ) Solutions ratio $\left(r_{n w}\right)$. The first one is defined as the number of non-improvable solutions, or non-strict local optima (i.e. individuals $i$ which cannot generate offspring $j$ by applying a StSt mutation such that the fitness of $j$ is better than the fitness of $i$ ) that are contained into a network divided by the size of the network. The second one is the ratio of the individuals $i$ which cannot generate offspring $j$ (by applying a $S t S t$ mutation) such that the fitness of $j$ is worse than the fitness of $i$. Figures 5 and 6 present the scatterplots of $r_{n i}$ and $r_{n w}$ for each fitness value, respectively.
$N I$ solutions ratio is 1 in 0 -networks (they are composed of optimal solutions, so they cannot further improve) and it is 0 in 1-networks. Analogously, $N W$ solutions ratio is 1 in 1 -networks and it is 0 in 0-networks. In $\mathcal{L}_{(2,3)}^{\{\mathrm{NAND}\}}$, there are some good networks (low fitness) with high $r_{n i}$ values. At fitness 0.25 , all the networks have an high value of $r_{n i}$ (larger than 0.6 ) and 5 of them (over a total of 9 networks) have a value of $r_{n i}$ equal to 1 and thus they are plateaus of nonstrict local optima. We call these networks trap networks, since their individuals cannot generate better offspring and thus once GP has reached these networks, it cannot escape from them by means of a StSt mutation improving fitness. Trap networks do not exist in $\mathcal{L}_{(2,3)}^{\{\text {Xor } ; \text { Not }\}}$.

[^0]

Figure 5: Scatterplot of $N I$ solutions ratio in $\mathcal{L}_{(2,3)}^{\{\text {NAND }\}}$ (left part) and $\mathcal{L}_{(2,3)}^{\{\text {XOR; NOT }\}}$ (right part).


Figure 6: Scatterplot of the $N W$ solutions ratio in $\mathcal{L}_{(2,3)}^{\{\mathrm{NAND}\}}$ (left part) and $\mathcal{L}_{(2,3)}^{\{\mathrm{XOR} ; \mathrm{NOT}\}}$ (right part).

Finally, we study the $N W$ solutions ratio against $N I$ for relevant ${ }^{2}$ fitness values in $\mathcal{L}_{(2,3)}^{\{\text {NAND }\}}$ (figure 7) and for all the possible fitness values in $\mathcal{L}_{(2,3)}^{\{\text {XOR; Nот }\}}$ (figure 8$)$. In $\mathcal{L}_{(2,3)}^{\text {\{XOR; Nот }\}}$,


Figure 7: Scatterplot of the $N W$ solutions ratio vs. the $N I$ solutions ratio in $\mathcal{L}_{(2,3)}^{\{\mathrm{NAND}\}}$.
all the points are disposed along the segment $((1,0),(0,1))$. In $\mathcal{L}_{(2,3)}^{\{\mathrm{NAND}\}}$, the scatterplots are approximately parallel to the Cartesian axis and networks located at good fitness values have a large number of $N I$ solutions. Thus, it is unlikely to mutate their individuals generating better offspring. This is not the case for $\mathcal{L}_{(2,3)}^{\{\mathrm{XOR} ; \text { NOT }\}}$. This may help explain why the $\mathcal{L}_{(2,3)}^{\{\text {Nand }\}}$ landscape is hard for GP, while $\mathcal{L}_{(2,3)}^{\{\text {Xor } ; \text { Nor }\}}$ is easy.

[^1]

Figure 8: Scatterplot of the $N W$ solutions ratio vs. the $N I$ solutions ratio in $\mathcal{L}_{(2,3)}^{\{\text {रоR; от }\}}$.

## 5. SAMPLING METHODOLOGY

The even parity fitness landscape is a very hard one to sample. In fact, as the order $k$ of the problem increases, the percentage of individuals with a fitness equal to 0.5 increases too. In $[3,8]$ some uniform random samplings for these spaces have been presented. In [14] some well known importance sampling techniques such as Metropolis and Metropolis-Hastings have been used. Even though the resuls obtained were satisfactory for the purposes of those works, still the large majority of the individuals had fitness equal to 0.5 and too few ones with different fitness were considered. Thus, those samples did not capture some important characteristics of the fitness landscape, such as the number and size of the neutral networks at fitness values different from 0.5 , the connectivity of optimal solutions to these networks, etc. In other words, those samplings did not offer a useful "view" of the fitness landscapes and did not allow us to completely understand the behavior of GP on them. In this paper, we present a new methodology to generate samples containing trees of many (possibly all the) different fitness values and forming connected neutral networks, if possible. This technique is composed by three steps: we have called them modified Metropolis, vertical expansion and horizontal expansion. Modified Metropolis generates a sample $S$ of individuals. The vertical expansion tries to enrich $S$ by adding to it some non-neutral neighbors of its individuals. Finally, the horizontal expansion tries to enrich $S$ by adding to it some neutral neighbors of its individuals.

### 5.1 Modified Metropolis Sampling

Our sampling methodology has been inspired by the Metropolis technique. According to that technique, a solution is generated at random at the beginning and considered as the current solution $P$. Successively, a loop is executed. At each iteration of that loop, a new solution $T$ is generated at random and accepted (and thus inserted into the sample and considered as the new current solution $P$ ) or rejected according to a certain probability distribution. In the Metropolis technique, the distribution for accepting or rejecting individuals is equal to $\alpha_{M}(f(P), f(T))=\min \left(1, \frac{f(P)}{f(T)}\right)$, where $f$ is the fitness function. In this way, the Metropolis technique favors fitter solutions but it does not penalize solutions at fitness 0.5. In our methodology, we define a probability distribution $\alpha$ that rewards solutions with a different fitness than the previously accepted one. In this way, we intend to reward solutions with a different fitness than 0.5 . Let $p_{m}$ be the minimum probability of accepting a solution, then our
definition of the $\alpha$ function is:
$\alpha(f(P), f(T))=\left(1-p_{m}\right) \cdot \log _{10}\left(\frac{9 \cdot|f(P)-f(T)|}{\max (f(P), 1-f(P))}+1\right)+p_{m}$
In this way, if $|f(P)-f(T)|$ is equal to 0 , the new solution $T$ gets a small probability (equal to $p_{m}$ ) of being accepted ${ }^{3}$. On the other hand, the larger the value of $\mid f(P)-$ $f(T) \mid$, the higher the probability. In particular, if $T$ has the most different possible fitness value from $P$, then $\mid f(P)$ $f(T) \mid=\max (f(P), 1-f(P))$. In that case, the logarithmic term becomes $\log _{10}(9+1)=1$, and thus $\alpha(f(P), f(T))=1$. We have chosen a logarithmic function because it increases very quickly for small differences and thus it also rewards solutions $T$ with a slightly different fitness from $P$.

### 5.2 Vertical Expansion

The vertical expansion of our methodology takes as input the sample $S$ generated by the modified Metropolis algorithm and enriches it by adding some new individuals. In synthesis, it works as follows: for each individual $i \in S, L$ different neighbors of $i$ are generated by means of $L S t S t$ mutations. Each one of these neighbors can be accepted or rejected according to the probability distribution expressed by equation (1). All accepted neighbors are finally inserted in $S$ which is returned as output of the vertical expansion phase. Since the value of $p_{m}$ is "small", there is a "small" probability of having neutral neighbors in $S$ at the end of the vertical phase. The goal of the horizontal phase is basically to add some neutral neighbors to the individuals in $S$. The neighbors which have been generated by the vertical expansion phase will represent the "links" (or "bridges") between these neutral networks.

### 5.3 Horizontal Expansion

Let an incomplete neutral network be a sample $I_{N}$ of a neutral network $N$ such that at least one neutral neighbor $j$ of an individual $i \in I_{N}$ exists such that $j \notin I_{N}$. The horizontal expansion phase of our sampling technique takes as arguments the sample $S$ returned by the vertical expansion phase, the minimum admitted size of an incomplete neutral network $I_{\max }$ and the maximum size of the sample that has to be generated $S_{\max }$. These last two measures are parameters of our sampling technique and have to be manually defined. The horizontal phase returns a new sample $S$, possibly enriched by some individuals that form some neutral networks. It can be defined by the pseudo-code in figure 9 , where $\mathrm{rnd}(0,1)$ is a random number generated with uniform probability from the range $(0,1)$, iter is a variable containing the number of iterations that have been executed and $\beta(f(i), f(j), i t e r)$ is defined as follows:

$$
\beta(f(i), f(j), \text { iter })= \begin{cases}1 & \text { if } f(i)=f(j) \\ k^{-i t e r} & \text { otherwise }\end{cases}
$$

where $k$ is a constant that has to be chosen in such a way that probability $\beta$ decreases "quickly enough" with iterations (in this work, $k=4$ ). Horizontal expansion stops when the sample reaches the maximum size $S_{\text {max }}$ or when an iteration does not add any new individual. This phase

[^2]```
iter }\leftarrow1\mathrm{ ;
while (at least one incomplete neutral network exists
    in S) and ( }|S|<\mp@subsup{S}{\operatorname{max}}{\mathrm{ ) do}
    N}\leftarrow\mathrm{ set of incomplete networks in S of size
        less than Imax;
    forall }N\in\mathcal{N}\mathrm{ do
        forall }i\inN\mathrm{ do
            forall }j\in\mathcal{V}(i)\mathrm{ do
                    if (rnd(0,1) < \beta(f(i),f(j),iter)) and
                    ( }|S|<\mp@subsup{S}{\mathrm{ max }}{})\mathrm{ then
                        S\leftarrowS\cup{j};
            endif
        endforall
        endforall
    endforall
    iter }\leftarrow\mathrm{ iter + 1;
endwhile
return(S);
```

Figure 9: The pseudo-code describing the horizontal expansion of our sampling methodology.
expands the size of neutral networks contained in the sample, by adding some new neutral neighbors to them. This is very useful to study neutrality, but it has some bias: for instance, a large neutral network could be represented in our sample by many smaller ones. It is the case, for instance, of the central network for the $\mathcal{L}^{\{\mathrm{XOR} ; ~ N O T\}}$ landscape. However, in this particular case, this is not a problem, since we are aware about the unicity of the central network because of the theoretical results presented in section 3 (property (a)). Those theoretical results should contribute to understand the real shapes of the fitness landscapes under study.

## 6. ANALYSIS OF A "REALISTIC" FITNESS LANDSCAPE BY MEANS OF SAMPLING

The largest search spaces that we have been able to study using our computational resources ${ }^{4}$ correspond to the even-4 parity problems using trees of a maximum depth equal to 8 . We indicate with $\mathcal{L}_{(4,8)}^{\{\mathrm{XOR} ; \mathrm{NOT}\}}$ and $\mathcal{L}_{(4,8)}^{\{\mathrm{NAND}\}}$ the landscapes using \{XOR; NOT\} and \{NAND\} as function sets respectively. Both these spaces contain optimal solutions for the even-4 parity. Nevertheless, for $\mathcal{L}_{(4,8)}^{\{\mathrm{NAND}\}}$ they are difficult to automatically generate (either by a Metropolis algorithm or by GP). Thus, in order to sample all the possible fitness values, one of them has been manually added to the $S$ sample that has been given as input to the vertical expansion phase. For the same reason, we have manually added to $S$ an individual with the worst possible fitness (fitness equal to 1 ). Table 2 summarizes the parameters used to generate the samples of the two landscapes. Figure 10 monitors the fitness distributions and shows that our samples have covered the whole range of possible fitness values for the two landscapes.

In figure 11, we present the average neutrality ratios $(\bar{r})$. The ratios calculated over the sample of $\mathcal{L}_{(4,8)}^{\{\text {ХоR; лот }\}}$ are not affected by the presence of multiple 0.5 -networks (caused by the bias of our sampling methodology) instead of having only one central network: all the ratios of these networks are close to the "large" single one observed for the even- 2 parity

[^3]

Figure 10: Fitness distribution of the sampled $\mathcal{L}_{(4,8)}^{\{\text {NAND }\}}$ (left part) and $\mathcal{L}_{(4,8)}^{\text {\{XOR; NOT }\}}$ (right part).


Figure 11: Scatterplot of the average neutrality ratio in the sampled $\mathcal{L}_{(4,8)}^{\{\text {NaND }\}}$ (left part) and $\mathcal{L}_{(4,8)}^{\{\text {XOR } \text { Noт }\}}$ (right part).
(figure 3). Furthermore, as for $\mathcal{L}_{(2,3)}^{\{\text {Nand }\}}$ (figure 3), also in $\mathcal{L}_{(4,8)}^{\{\mathrm{NAND}\}}$ the networks with good fitness values have a lower $\bar{r}$ than ones with bad fitness values. The networks with good fitness in $\mathcal{L}_{(4,8)}^{\{\text {Nand }\}}$ seem to be "less neutral" than ones with bad fitness.

The scatterplot of the average $\Delta$-fitness is shown in figure 12. In $\mathcal{L}_{(4,8)}^{\{\text {XOR; NOT }\}}$ this scatterplot reflects the behaviour


Figure 12: Scatterplot of average $\Delta$-fitness in the sampled $\mathcal{L}_{(4,8)}^{\{\mathrm{NAND}\}}$ (left part) and $\mathcal{L}_{(4,8)}^{\{\mathrm{XOR} ; \text { NOT }\}}$ (right part).
observed for the even- 2 parity (figure 4 ), whereas in $\mathcal{L}_{(4,8)}^{\{\mathrm{NaND}\}}$ it varies over a more limited range of values. Our interpretation is that to significantly improve a solution is more difficult in $\mathcal{L}_{(4,8)}^{\{\mathrm{NaND}\}}$ than in $\mathcal{L}_{(4,8)}^{\text {\{XoR; NOT }\}}$ because the majority of the mutations generate solutions with similar fitness. Thus the optimum in $\mathcal{L}_{(4,8)}^{\{\text {Nand }\}}$ can be found by GP only generating individuals of many different fitness values, i.e. GP cannot perform "large jumps" as in $\mathcal{L}_{(4,8)}^{\text {\{XOR; NOT }\}}$.

|  | \{XOR ; NOT $\}$ | \{NAND $\}$ |
| :--- | :---: | :---: |
| $p_{m}$ for Modified Metropolis | 0.005 |  |
| $p_{m}$ for vertical expansion | 0.00005 |  |
| $k$ for horizontal expansion | 4 |  |
| Minimal size of an incomplete network | 2 |  |
| Sample size of Modified Metropolis | 10 | 3 |
| $L$ of vertical expansion | 100 | 10 |
| Size of generated sample | 14589 | 30238 |
| No. of networks contained into the sample | 898 | 492 |

Table 2: Parameters used to sample the $\mathcal{L}_{(4,8)}^{\{\mathrm{Xor} ; \text { Nот }\}}$ and $\mathcal{L}_{(4,8)}^{\{\mathrm{NAND}\}}$ landscapes for the even-4 parity problem.

The scatterplot of $N I$ and $N W$ solutions (figures 13 and 14 respectively) present some differences with respect to the ones observed for the landscape studied exhaustively (figures 5 and 6 ), expecially for $\mathcal{L}_{(4,8)}^{\{\mathrm{NAND}\}}$. Nevertheless, as in


Figure 13: Scatterplot of NI solutions ratio in the sampled $\mathcal{L}_{(4,8)}^{\{\mathrm{NAND}\}}$ (left part) and $\mathcal{L}_{(4,8)}^{\{\mathrm{XOR} ; \mathrm{NOT}\}}$ (right part).


Figure 14: Scatterplot of $N W$ solutions ratio in the sampled $\mathcal{L}_{(4,8)}^{\{\mathrm{NAND}\}}$ (left part) and $\mathcal{L}_{(4,8)}^{\{\mathrm{XOR} ; \text { NOT }\}}$ (right part).
$\mathcal{L}_{(2,3)}^{\{\text {Nand }\}}$, networks with good fitness contain a large number of $N I$ solutions, which confirms that, in $\mathcal{L}_{(4,8)}^{\{\mathrm{NAND}\}}$, it is unlikely to mutate individuals belonging to good fitness neutral networks generating better offspring.

Figures 15 and 16 show the mutual correlation between $N W$ and $N I$ solutions ratios for $\mathcal{L}_{(4,8)}^{\{\mathrm{XOR} ; \text { Nor }\}}$ and $\mathcal{L}_{(4,8)}^{\{\text {NaND }\}}$ respectively. In the sample of $\mathcal{L}_{(4,8)}^{\{\text {XOR } ; \text { NOT }\}}$, as in $\mathcal{L}_{(2,3)}^{\{\text {XOR } ; \text { NOT }\}}$, the 0.5 -networks are approximately disposed over the segment $((0,1),(1,0))$. In the sample of $\mathcal{L}_{(4,8)}^{\{\text {NaND }\}}$, as in $\mathcal{L}_{(2,3)}^{\{\text {NaND }\}}$, the scatterplots of networks with fitness values smaller than 0.5 are approximately parallel to the $y$-axis and the ones of networks with larger fitness values are approximately parallel to the $x$-axis. As for $\mathcal{L}_{(2,3)}^{\{\text {NAND }\}}$ (section 4$)$, also in $\mathcal{L}_{(4,8)}^{\{\text {NAND }\}}$


Figure 15: Scatterplot of $N W$ vs. $N I$ solutions ratio in the sampled $\mathcal{L}_{(4,8)}^{\{\mathrm{XOR} ; \mathrm{NOT}\}}$.


Figure 16: Scatterplot of $N W$ vs. NI ratio in the sampled $\mathcal{L}_{(4,8)}^{\{\mathrm{NaND}\}}$.
networks with good fitness values have a large number of $N I$ solutions and thus it is unlikely to escape from them mutating its individuals, which is not the case for $\mathcal{L}_{(4,8)}^{\text {\{Xor; Noт }\}}$.

## 7. CONCLUSIONS AND FUTURE WORK

Some new characteristics of fitness landscapes related to neutrality have been defined in this paper and studied for different versions of the boolean parity problem. In particular, we have defined: (1) the average neutrality ratio of a neutral network, which quantifies the amount of possible neutral mutations of its individuals; (2) the average $\Delta$ fitness of a neutral network, which quantifies the average fitness gain achieved by mutating its individuals; (3) the nonimprovable solutions ratio, which quantifies the amount of solutions that cannot generate better offspring in a neutral network; (4) the "non-worsenable" solutions ratio, which quantifies the amount of solutions that cannot generate worse offspring in a neutral network. Studying measure (1), we have observed that networks with bad fitness values seem to be "more neutral" than networks with good fitness values if \{NAND\} is used as the set of operators, while this is not the case if $\{$ xOR ; NOT $\}$ is used. Studying measures (2), (3) and (4), we have observed that it is unlikely to improve fitness mutating individuals of neutral networks with good fitness values if \{NAND\} is used, which is not the case if we use \{XOR; NOT\}. These results may help explain why the even parity problem is easy for GP if we use \{XOR; NOT\} and hard if we use \{NAND\}. These results hold both for a "small" fitness landscape that we have been able to study exhaustively and for a "large" fitness landscape that we have sampled using a new methodology defined in this paper. This fact may suggest the suitability of our sampling methodology for the boolean parity problems. Since our techniques are general and can be used for any GP program space, future work includes extending this kind of study to other problems and possibly defining new measures of problem hardness based on neutrality. Finally, studying neutrality induced by inflate and deflate mutations separately may provide some useful information about bloat.
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[^0]:    ${ }^{1}$ We are aware that the word "worsenable" does not exist in the English dictionary. Nevertheless we use it here as a contrary of "improvable", i.e. as something that cannot be worsened.

[^1]:    ${ }^{2}$ The scatterplot at fitness values equal to 1 and 0 are not reported for lack of space. However, they are obviously identical to the case of $\mathcal{L}_{(2,3)}^{\{\mathrm{XOR} ; \text { Nот }\}}$ reported in figure 8.

[^2]:    ${ }^{3}$ If we set $p_{m}=0$ and $f(P)$ is equal to 0.5 , then the algorithm is likely to never terminate. Thus, a value of $p_{m}$ larger than zero, even though "as small as possible", has to be used.

[^3]:    ${ }^{4}$ A PC 2.6 GHz with Pentium ${ }^{T M}$ IV Processor, with 512 MB central memory and 30GB hard disk.

