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POINCARÉ INEQUALITIES FOR NON EUCLIDEAN METRICS AND

TRANSPORTATION COST INEQUALITIES ON R
d.

NATHAEL GOZLAN

Université Paris-Est,
Laboratoire Analyse et Mathématiques Appliquées,

UMR CNRS 8050,
5 bd Descartes, 77454 Marne la Vallée Cedex 2, France

Abstract. In this paper, we consider Poincaré inequalities for non euclidean metrics on
R

d. These inequalities enable us to derive precise dimension free concentration inequalities
for product measures. This technique is appropriate for a large scope of concentration rate:
between exponential and gaussian and beyond. We give different equivalent functional forms
of these Poincaré type inequalities in terms of transportation-cost inequalities and infimum
convolution inequalities. Workable sufficient conditions are given and a comparison is made
with generalized Beckner-Latala-Oleszkiewicz inequalities.

1. Introduction

1.1. Poincaré inequality and concentration of measure. One says that a probability
measure on a metric space (X , d) satisfies a Poincaré inequality also called spectral gap
inequality with the constant C, if for all locally Lipschitz function f , one has

(1) Varµ(f) ≤ C

∫

|∇f |2 dµ,

where the length of the gradient is defined by

(2) |∇f |(x) := lim sup
y→x

|f(x) − f(y)|
d(x, y)

.

(when x is not an accumulation point of X , one defines |∇f |(x) = 0).

It is well known since the works [13], [1],[2] and [8] that the inequality (1) implies dimension
free concentration inequalities for the product measures µn, n ≥ 1. For example, in [8], M.
Ledoux and S.G. Bobkov proved the following theorem (see [8, Corollary 3.2])

Theorem 1 (Bobkov-Ledoux). If µ satisfies (1), then for every bounded function f on X n

such that

n
∑

i=1

|∇if |2 ≤ a2 and max
i=1,...,n

|∇if | ≤ b, µn a.e. (where |∇if | denotes the length of
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2 NATHAEL GOZLAN

the gradient with respect to ith the coordinate) one has
(3)

∀t ≥ 0, µn

(

f ≥
∫

f dµn + t

)

≤ exp

(

−min

(

t2

Cκ2a2
,

t√
Cκb

))

, with κ =
√

18e
√

5.

Another way to express the concentration of the product measure µn is the following:

Corollary 2 (Bobkov-Ledoux). Let µ be a probability measure on X satisfying the Poincaré
inequality (1) on (X , d) with the constant C > 0. Define K(C) = α( 1√

Cκ
)/16, where as before

κ =
√

18e
√

5, then for all subset A of X n with µn(A) ≥ 1/2,

(4) ∀h ≥ 0, µn
(

Ah
)

≥ 1 − e−K(C)h,

where the set Ah is the enlargement of A defined by

Ah =

{

y ∈ X n : inf
x∈A

n
∑

i=1

α(d(xi, yi)) ≤ h

}

,

where α(u) = min(|u|, u2) for all u ∈ R.

The inequality (4) can be easily derived from Theorem 1 (see [8] or Section 2.2 of the present
paper). Inequalities such as (4) were first obtained by M. Talagrand in different articles using
completely different techniques (see e.g. [24]).

If µ satisfies (1) on R
d equipped with its standard euclidean norm | · |2, then (4) can be

rewritten in a more pleasant way: for all subset A of
(

R
d
)n

with µn(A) ≥ 1/2,

(5) ∀h ≥ 0, µn
(

A +
√

hB2 + hB1

)

≥ 1 − e−hK(C)

with the same constant K(C) as above. The archetypic example of a measure satisfying (1)

is the exponential measure on R
d νd

1 , where dν1(x) = 1
2e−|x| dx. For this probability, (5)

cannot be improved (a version of (5) with sharp constants has been established by Talagrand
in [23] see also Maurey [19, Corollary 1]). Thus (5) expresses that the probability measures
µn concentrate at least as fast as the exponential measure on

(

R
d
)n

.

Some probability measures concentrate faster than the exponential measure. For example,
the standard gaussian measure γm on R

m verifies for all A ⊂ R
m with γm(A) ≥ 1/2,

(6) ∀h ≥ 0, γm(A + hB2) ≥ 1 − e−h2/2.

There is absolutely no hope to derive such a bound from the classical Poincaré inequality
(1) on R

m equipped with the euclidean norm. The inequality (6) requires other tools. For
example (6) follows from the Logarithmic Sobolev inequality, introduced by L. Gross in [14],
which is strictly stronger than (1) (see [16, Chapter 5]).

1.2. Changing the metric improves the concentration. The aim of this paper is to
show that replacing in (1) and (2) the standard euclidean norm | . |2 by another metric makes
possible to reach a large scope of concentration properties including gaussian or even stronger
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behaviors. The metrics we are going to equip R
d with are of the form:

(7) ∀x, y ∈ R
d, dω(x, y) =

[

d
∑

i=1

|ω(xi) − ω(yi)|2
]1/2

,

where, in all the paper, we will assume that ω : R → R verifies:

• ω is such that x 7→ ω(x)/x is non decreasing on (0,+∞),
• ω is non negative on R

+,
• ω is such that ω(−x) = −ω(x), for all x ∈ R.

Note that the first assumption is verified as soon as ω is convex on R
+ with ω(0) = 0.

Definition 3. One says that a probability measure µ on R
d satisfies the inequality SG(ω,C)

(resp. SG(C)) if µ satisfies the Poincaré inequality (1) for the distance dω( . , . ) defined by
(7) (resp. for the standard euclidean metric) with the constant C > 0.

Let us give a first example:

Proposition 4. Let ωp(x) = max(x, xp) on R
+ with ωp(−x) = −ωp(x) for all x ∈ R.

Suppose that µ satisfies the inequality SG(ωp, C) on R
d for some C > 0.

If p ∈ [1, 2], then for all n ≥ 1 and all A ⊂
(

R
d
)n

,

∀h ≥ 0, µn
(

A + 2
√

hB2 + 2h1/pBp

)

≥ 1 − e−K(C)h/d.

If p ≥ 2, then for all n ≥ 1 and all A ⊂
(

R
d
)n

,

∀h ≥ 0, µn
(

A + 2
√

hB2

)

≥ 1 − e−K(C)h/d,

and ∀h ≥ 0, µn
(

A + 2h1/pBp

)

≥ 1 − e−K(C)h/d.

(where K(C) is defined in Corollary 2)

This result will be easily deduced from Corollary 2 and from an elementary comparison
between the metric dωp( . , . ) and the norms | . |p. In particular, it will follow from our general

sufficient conditions that, for all p ∈ [1,+∞), the probability measure dνp(x) = 1
Zp

e−|x|p dx

verifies SG(ωp, C) for some C. The interest of our approach is to give a somewhat unified
picture of the concentration of measure phenomenon.

1.3. Presentation of the results. Before going into further details in the presentation of
our results, let us introduce some notations and conventions.

1.3.1. Notations. The map ω is defined on R but we will also denote by ω the map defined
on R

m (for every m ≥ 1) by (x1, . . . , xm) 7→ (ω(x1), . . . , ω(xn)). The image of a probability
measure µ on a space X under a measurable map T : X → Y will be denoted by T ♯µ. We
recall that is is defined by

∀A ⊂ Y, T ♯µ(B) = µ
(

T−1(A)
)

.



4 NATHAEL GOZLAN

1.3.2. Links with the classical Poincaré inequality. In Section 2, we prove the concentration
results and we relate the exotic Poincaré inequalities SG(ω,C) to (weighted) forms of the
classical Poincaré inequality:

Proposition 5. Let µ be a probability measure on R
d and C a positive number. The following

properties are equivalent.

(i) The probability measure µ verifies SG(ω,C).
(ii) The probability measure ω♯µ verifies SG(C).
(iii) The probability measure µ satisfies the following weighted Poincaré inequality:

(8) ∀f, Varµ(f) ≤ C

∫ d
∑

i=1

1

ω′(xi)2

(

∂f

∂xi
(x)

)2

dµ(x),

for all f : R
d → R such that f ◦ ω−1 is of class C1.

Observe that this proposition furnishes a huge collection of examples. Indeed, with a slight
abuse of notations, one has

(

ω−1
)♯

SG(C) ⊂ SG(ω,C).

1.3.3. Sufficient conditions for SG(ω,C). In Section 3 we addressed the problem of finding
workable sufficient conditions for Poincaré inequalities SG(ω,C). The strategy is dictated
by Proposition 5. Namely, a probability µ satisfies SG(ω,C), if and only if the measure ω♯µ
satisfies SG(C). So all we have to do is to apply to the measure ω♯µ one of the known criteria
for the classical Poincaré inequality.

In dimension one, one has a necessary and sufficient condition for SG(ω,C):

Proposition 6. A probability measure µ on R absolutely continuous with density h > 0
satisfies the inequality SG(ω,C) for some C > 0 if and only if
(9)

D−
ω = sup

x≤m
µ(−∞, x]

∫ m

x

ω′(u)2

h(u)
du < +∞ and D+

ω = sup
x≥m

µ[x,+∞)

∫ x

m

ω′(u)2

h(u)
du < +∞,

where m denotes the median of µ. Moreover the optimal constant C in (1) denoted by Copt

verifies
max(D−

ω ,D+
ω ) ≤ Copt ≤ 4max(D−

ω ,D+
ω )

This proposition follows at once from the celebrated Muckenhoupt criteria for the classical
Poincaré inequality (see [21]). The following result completes the picture giving a large class
of examples:

Proposition 7. Let µ be an absolutely continuous probability measure on R with density
dµ(x) = e−V (x) dx. Assume that the potential V is of class C1 and that ω verifies the
following regularity condition:

ω′′(x)

ω′2(x)
−−−−→
x→+∞

0.

If V is such that

(10) lim inf
x→±∞

sgn(x)V ′(x)

ω′(x)
> 0,
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then the probability measure µ verifies the Poincaré inequality SG(ω,C) for some C > 0.

In dimension d, one gets:

Proposition 8. Let µ be a probability measure on R
d absolutely continuous with respect to

the Lebesgues measure, with dµ(x) = e−V (x) dx with V a function of class C2. Suppose that
ω is of class C3 on R and such that ω′(0) > 0 and

∀x ∈ R,

∣

∣

∣

∣

∣

ω(3)

(ω′)3
(x)

∣

∣

∣

∣

∣

≤ M,

for some M > 0. If there is some constant u > 0 such that

lim inf
|x|→+∞

1

u2

d
∑

i=1

[

1

4

(

∂V

∂xi

)2 (x

u

)

− ∂2V

∂x2
i

(x

u

)

]

1

ω′(xi)2
> dM,

then the probability measure µ satisfies SG(ω̃, C) for some C, where ω̃(x) = ω(ux), for all
x ∈ R.

This condition will be easily derived from the condition lim inf |x|→+∞ |∇V |(x)2−∆V (x) > 0,
which is known to imply the classical Poincaré inequality.

1.3.4. Links with Transportation-Cost inequalities. In Section 4, we show the equivalence
between the Poincaré inequalities for the metric dω and certain transportation-cost inequal-
ities. Transportation-cost inequalities were first introduced by K. Marton and M. Talagrand
in [17, 18] and [25]. For recent advances in the understanding of these inequalities consult [9],
[10], [11], [28, 27]. In these inequalities one tries to bound an optimal transportation cost in
the sens of Kantorovich by the relative entropy functional. More precisely, if c : X ×X → R

+

is a measurable map on some metric space X , the optimal transportation cost between ν and
µ ∈ P(X ) (the set of probability measures on X ) is defined by

Tc(ν, µ) = inf
π∈P (ν,µ)

∫

c(x, y) dπ,

where P (ν, µ) is the set of probability measures π on X ×X such that π(dx,Y) = ν(dx) and
π(X , dy) = µ(dy). One says that µ satisfies the transportation cost inequality with the cost
function c(x, y) if

(11) ∀ν ∈ P(X ), Tc(ν, µ) ≤ H(ν | µ),

where H(ν | µ) denotes the relative entropy of ν with respect to µ and is defined by H(ν |
µ) =

∫

log
(

dν
dµ

)

dν if ν is absolutely continuous with respect to µ and H(ν | µ) = +∞
otherwise.

Transportation cost inequalities are known to have good tensorization properties and to yield
concentration results independent of the dimension (all these facts are recalled in section 4).
For example, the celebrated T2 inequality which corresponds to cost functions of the form
(x, y) 7→ a|x−y|22 gives gaussian concentration (see e.g [25]). A celebrated result of Otto and
Villani shows that the Lograithmic Sobolev inequality implies T2 (see [22]).

Let us say that µ ∈ P(Rd) satisfies the inequality T(ω, a) if it satisfies the transportation
cost inequality (11) with the cost function (x, y) 7→ α (adω(x, y))
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One proves the following

Theorem 9. Let µ be a probability measure on R
d absolutely continuous with respect to

Lebesgues measure with a positive density. Then µ satisfies the Poincaré inequality SG(ω,C)
for some C > 0 if and only if it satisfies the transportation-cost inequality T(ω, a) for some
a > 0.
More precisely,

• if µ satisfies SG(ω,C) then it satisfies T(ω, 1√
Cκ

), with κ =
√

18e
√

5.

• if µ satisfies the inequality T(ω, a), then µ satisfies the inequality SG(ω, 1
2a2 ).

This theorem is an easy extension of a result by Bobkov, Gentil and Ledoux concerning the
classical Poincaré inequality (see [6, Corollary 5.1]). This extension is performed using a very
simple contraction principle for transportation cost inequalities. The author previously used
this technique in [11] to characterize a large class of transportation cost inequalities on the
real line.

1.3.5. Comparison with Latala-Oleszkiewicz inequalities. In Section 5, we compare the in-
equalities SG(ω,C) to other functional inequalities including the ones introduced by R.
Latala and K. Oleszkiewicz in [15]. Let r ∈ [1, 2], one says that a probability measure µ
on R

d satisfies the inequality LO(r, C) if

(12) sup
p∈(1,2)

∫

f2 dµ −
(∫

fp dµ
)2/p

(2 − p)2(1−1/r)
≤ C

∫

|∇f |2 dµ.

It is well known that these inequalities interpolate between Poincaré and Log-Sobolev. For
r = 1, the inequality (12) is Poincaré inequality SG(C) and for r = 2 it is equivalent to the
Logarithmic-Sobolev inequality (see [15, Corollary 1]). The LO(r, C) inequalities on R were
completely characterized by Barthe and Roberto in [5].

Recall that a probability measure µ on R
d verifies the Logarithmic-Sobolev inequality with

constant C, if for all smooth f ,

(13) Entµ(f2) ≤ C

∫

|∇f |2 dµ

where Entµ(f2) :=
∫

f2 log f2 dµ −
∫

f2 dµ log
(∫

f2 dµ
)

.

If µ verifies LO(r, C) then a concentration inequality of the same order as the one given in
Proposition 4 holds (see [15, Theorem 1]). In fact, one has the following

Theorem 10. Let r ∈ [1, 2] ; if µ verifies the Latala-Oleszkiewicz inequality LO(r, C) for

some C > 0 then it satisfies the Poincaré inequality SG(ωr, C̃) for some constant C̃, where
ωr(x) = xr on R

+.

Moreover, a counter example of Cattiaux and Guillin shows that the Logarithmic-Sobolev
inequality is strictly stronger than the inequality SG(ω2, C) (see Remark 17).
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2. Weighted forms of the Poincaré inequality

2.1. Links with the classical Poincaré inequality.

Proof of Proposition 5. Let us denote |∇f |ω (resp. |∇f |2) the length of the gradient com-
puted with respect to the metric dω( . , . ) (see (2)). If f : R

d → R is locally Lipschitz for the
euclidean metric, then according to Rademacher theorem, one has

lim sup
y→x

|f(x) − f(y)|
|x − y|2

=

[

d
∑

i=1

(

∂f

∂xi

)2
]1/2

= |∇f |2(x),

for µ a.e. x ∈ R
d, and so the length of the gradient equals the norm of the vector ∇f µ a.e.

Locally lipschitz function for dω( . , . ) and | . |2 are related in the following way. A function
g : R

d → R is locally Lipschitz for dω( . , . ) if and only if g ◦ ω−1 is locally Lipschitz for | . |2.
[(i)⇒(ii)] Define µ̃ = ω♯µ. Let f : R

d → R be locally Lipschitz for | . |2, then f ◦ ω is locally
Lipschitz for dω( . , . ), and

Varµ̃(f) = Varµ(f ◦ ω) ≤
∫

|∇(f ◦ ω)|2ω dµ
(∗)
=

∫

|∇f |22 ◦ ω =

∫

|∇f |22 dµ,

where (∗) follows from the easy to check identity: |∇(f ◦ ω)|ω = |∇f |2 ◦ ω.

[(ii)⇒(i)] The proof is the same.

[(ii)⇒(iii)] Take f : R
d → R such that f ◦ ω−1 is of class C1. Then

Varµ(f) = Varµ̃(f ◦ ω−1) ≤
∫

|∇(f ◦ ω−1)|22 ◦ ω dµ =

∫ d
∑

i=1

1

ω′(xi)2

(

∂f

∂xi
(x)

)2

dµ(x)

[(iii)⇒(ii)] Apply the weighted Poincaré inequality to the function f◦ω with f of class C1. �

2.2. Poincaré inequalities and concentration - the abstract case. In order to recall
how concentration estimates can be derived from the Poincaré inequality, let us briefly sketch
the proof of Theorem 1.

Sketch of proof of Theorem 1.

[First step] According to [8, Theorem 3.1] (which is the main result of [8]), µ enjoys a modified
Logarithmic-Sobolev inequality: for all 0 < s < 2√

C
and for all locally Lipschitz f : X → R

such that |∇f | ≤ s µ a.e. one has

(14) Entµ(ef ) ≤ L(s)

∫

|∇f |2ef dµ,

where L(s) = C
2

(

2+
√

Cs
2−

√
Cs

)2
es

√
5C .

[Second step] Tensorization. Thanks to the tensorization property of the entropy functional,

Entµn(ef ) ≤
∫ n
∑

i=1

Entµ(efi) dµn,
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for all f : X n → R.

Applying this inequality together with (14) yields

(15) Entµn(ef ) ≤ L(s)

∫ n
∑

i=1

|∇if |2ef dµ,

for all 0 < s < 2√
C

and f : X n → R such that max1≤i≤n |∇if | ≤ s µn a.e.

[Third step] Herbst argument. Thanks to the homogeneity one can suppose that f : X n → R

is such that max1≤i≤n |∇if | ≤ 1 (b = 1) and
∑n

i=1 |∇if |2 ≤ a2. Define Z(λ) =
∫

eλf dµn.
Then, applying (15) to λf , one easily obtains the following differential inequality

∀0 < λ ≤ s <
2√
C

,
d

dλ

(

log(Z(λ))

λ

)

≤ L(s)a2,

and since log(Z(λ))
λ −−−→

λ→0

∫

f dµn, one gets

∀0 < λ ≤ s <
2√
C

,

∫

eλf dµn ≤ eλ2L(s)a2+λ
∫

f dµn

[Fourth step] Chebischev argument. This latter inequality on the Laplace transform yields
via Chebischev argument:

∀t ≥ 0, µn

(

f ≥
∫

f dµn + t

)

≤ e−hs(t),

where

hs(t) = sup
λ∈[0,s]

{λt − L(s)a2λ2} =

{

t2

4L(s)a2 if 0 ≤ t ≤ 2L(s)a2s

st − L(s)a2s2 if t ≥ 2L(s)a2s

Now it easy to see that, hs(t) ≥ min
(

t2

4L(s)a2 , st
2

)

. For s = 1/
√

C one obtains after some

computations,

hs(t) ≥ min

(

t2

Cκ2a2
,

t√
Cκ

)

with κ =
√

18e
√

5.

�

Sketch of proof of Corollary 2. Take A ⊂ X n, such that µn(A) ≥ 1/2 and define F (x) =
infa∈A

∑n
i=1 α(d(xi, ai)), where α(u) = min(|u|, u2). Then for all r ≥ 0, the function f =

min(F, r) verifies (see the details in [8]): max1≤i≤n |∇if | ≤ 2 and
∑n

i=1 |∇if |2 ≤ 4r. Moreover
since µn(A) ≥ 1/2, one has

∫

f dµn =
∫

f1IAc dµn ≤ r(1 − µn(A)) ≤ r/2. Consequently,
applying (3) to f yields:

µn(F ≥ r) = µn(f ≥ r) ≤ µn

(

f ≥
∫

f dµn + r/2

)

≤ e−rK(C),

with K(C) = 1
16 min

(

1
Cκ2 , 1√

Cκ

)

= 1
16α( 1√

Cκ
). This achieves the proof of (4). �
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2.3. The SG(ω,C) inequality and concentration.

Proposition 11. Suppose that µ ∈ P(Rd) satisfies SG(ω,C) for some C > 0. Then for all
n ≥ 1 and all A ⊂

(

R
d
)n

, one has

∀h ≥ 0, µn
(

Ah
ω

)

≥ 1 − e−K(C)h/d,

where K(C) = α
(

1√
Cκ

)

/16 and Ah
ω is defined by

Ah
ω =







(x1, . . . , xn) ∈
(

R
d
)n

: inf
a∈A

n
∑

i=1

d
∑

j=1

α ◦ ω

( |xi,j − ai,j|
2

)

≤ h







.

(For all 1 ≤ i ≤ n, xi,j, 1 ≤ j ≤ d are the coordinates of the vector xi ∈ R
d.)

Remark 12. The fact that the dimension d appears in the preceding result is not important.
The important thing is that the constants do not depend on the dimension n.

We need the following elementary lemmas:

Lemma 13. If f : R
+ → R is such that x 7→ f(x)/x is non decreasing then f is super

additive, that is to say: f(x + y) ≥ f(x) + f(y) for all x, y ≥ 0.

Proof. Let 0 < x ≤ y ; f(x + y) = f(y(1 + x/y)) ≥ (1 + x/y)f(y) = f(y) + xf(y)/y ≥
f(y) + xf(x)/x = f(y) + f(x). �

Lemma 14. For all x, y ∈ R, |ω(x) − ω(y)| ≥ ω
(

|x−y|
2

)

.

Proof. According to the Lemma 13, the function ω is super additive on R
+. Let x ≥ y. If x ≥

y ≥ 0, then using the super additivity of ω, one gets ω(x) = ω((x−y)+y) ≥ ω(x−y)+ω(y),
so ω(x) − ω(y) ≥ ω(x − y) ≥ ω((x − y)/2). If 0 ≥ x ≥ y, then, according to the preceding
case, ω(x) − ω(y) = ω(−y) − ω(−x) ≥ ω((−y + x)/2) = ω((x − y)/2). If x ≥ 0 ≥ y, then
ω(x) − ω(y) = ω(x) + ω(−y) ≥ ω(max(x,−y)) ≥ ω((x − y)/2). �

Lemma 15. The function α(u) = min(|u|, u2) is such that α(au) ≥ α(a)α(u), for all a, u ≥ 0.

Proof. If 0 < a ≤ 1, then α(au)/a = u2 if u ≤ 1/a and α(au)/a = u/a if u ≥ 1/a. If u ≤ 1,
one has α(au)/a = α(u). If u ∈ [1, 1/a], then u2 ≥ u and so α(au)/a ≥ α(u). If u ≥ 1/a,
then u/a ≥ a and so α(au)/a ≥ α(u). The case a ≥ 1 can be handled in a similar way. �

Proof of Proposition 11. First, dω(x, y) ≥ 1√
d

∑d
i=1 |ω(xi) − ω(yi)|, for all x, y ∈ R

d.

Now,

α(dω(x, y)) ≥ α

(

d
∑

i=1

1√
d
|ω(xi) − ω(yi)|

)

(i)

≥
d
∑

i=1

α

(

1√
d
|ω(xi) − ω(yi)|

)

(ii)

≥
d
∑

i=1

α

(

1√
d
ω

( |xi − yi|
2

))

(iii)

≥ 1

d

d
∑

i=1

α ◦ ω

( |xi − yi|
2

)

where (i) comes from the super additivity of the function α, (ii) from Lemma 14 and (iii)
from Lemma 15.
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Consequently,

inf
a∈A

n
∑

i=1

α(dω(xi, ai)) ≥
1

d
inf
a∈A

n
∑

i=1

α ◦ ω

( |xi − yi|
2

)

.

Applying (4) yields immediately the desired result. �

Proof of Proposition 4. Suppose p ∈ [1, 2] ; in view of Theorem 11, it is enough to prove that

nd
∑

k=1

α ◦ ωp(uk) ≤ h ⇒ u = (u1, . . . , und) ∈
√

hB2 + h1/pBp.

Let v = (v1, . . . , vnd) and w = (w1, . . . , wnd) be defined by vk = uk if uk ∈ [−1, 1] and vk = 0
if |uk| > 1 and w = u − v. Then,

nd
∑

k=1

α ◦ ωp(uk) = |v|22 + |w|pp ≤ h.

So, |v|2 ≤
√

h and |w|p ≤ h1/p. Since u = v + w, one concludes that u ∈
√

hB2 + h1/pBp.

Now, if p ≥ 2, then ∀x ≥ 0, α ◦ ω(x) ≥ x2 and ∀x ≥ 0, α ◦ ω(x) ≥ xp. This observation
together with Theorem 11 easily implies the result. �

3. Workable sufficient conditions for SG(ω,C).

3.1. Dimension one.

Proof of Proposition 6. According to Muckenhoupt criterion, a probability measure dν =
hdx having a positive continuous density with respect to Lebesgues measure, satisfies the
classical Poincaré inequality if and only if

D− = sup
x≤m

ν(−∞, x]

∫ m

x

1

h(u)
du < +∞ and D+ = sup

x≥m
ν[x,+∞)

∫ x

m

1

h(u)
du < +∞,

and the optimal constant Copt verifies max(D−,D+) ≤ Copt ≤ 4max(D−,D+). Now, accord-

ing to Proposition (5) µ satisfies SG(ω,C) if and only if µ̃ = ω♯µ satisfies SG(C). The density

of µ̃ is h̃ = h◦ω−1

ω′◦ω−1 . Plugging h̃ in Muckenhoupt conditions gives immediately the announced
result. �

Proof of Proposition 7. Let µ̃ = ω♯µ and let ν be the symmetric exponential probability
measure on R, that is the probability measure with density dν(x) = 1

2e−|x| dx. It is well
known that it verifies the following Poincaré inequality:

(16) Varν(g) ≤ 4

∫

g′2(x) dν(x),

for all smooth g (see for example [8, Lemma 2.1]). Let T : R → R be the map defined by
T (x) = F−1

µ̃ ◦Fν(x), with Fν(x) = ν(−∞, x] and Fµ̃(x) = µ̃(−∞, x]. It is well known that T
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is increasing and transports ν on µ̃ which means that T ♯ν = µ̃. Let us apply inequality (16)
to a function g = f ◦ T . It yields immediately:

Varµ̃(f) ≤ 4

∫

f ′2 (T ′ ◦ T−1
)2

dµ̃ ≤ 4

(

sup
x∈R

T ′(x)

)2 ∫

f ′2 dµ̃

As a conclusion, if the map T is L Lipschtitz then µ̃ verifies Poincaré inequality SG(4L2).

The probability µ̃ has density dµ̃(x) = e−Ṽ (x) dx, with Ṽ (x) = V (ω−1(x))+log ω′◦ω−1(x). It
is proved in [11] (see Proposition 34) that a sufficient condition for T to be Lipschitz is that

lim infx→±∞ sgn(x)Ṽ ′(x) > 0. But Ṽ ′(ω(x)) = V ′(x)
ω′(x) + ω′′(x)

ω′2(x) and by assumption ω′′(x)
ω′2(x) → 0

when x goes to ∞. Thus lim infx→±∞ sgn(x)Ṽ ′(x) = lim infx→±∞
sgn(x)V ′(x)

ω′(x) , which achieves

the proof. �

Remark 16. The condition lim infx→±∞
sgn(x)V ′(x)

ω′(x) > 0 can also be derived from Proposition

6 using the same techniques as in e.g [3, Theorem 6.4.3]. But this method has the disadvantage
of introducing useless technical assumptions such as lim±∞ V ′′/(V ′2) = 0.

Remark 17. According to Theorem 10, the Logarithmic Sobolev inequality is stronger than
the Poincaré inequality SG(ω2, C). In [9], P. Cattiaux and A. Guillin were able to construct
a potential V on R satisfying V (−x) = V (x) and lim infx→+∞ V ′(x)/x > 0 but such that

the probability measure dµ = e−V (x) dx does not satisfy the Bobkov-Gtze necessary and suf-
ficient condition for the Logarithmic Sobolev inequality (see [7]). According to Proposition
7, this shows that the Logarithmic Sobolev inequality is strictly stronger than the inequality
SG(ω2, C).

3.2. Dimension d.

Proof of Proposition 8. It is well known that a probability dν(x) = e−W (x) dx on R
d satisfies

the classical Poincaré inequality if W verifies the following condition:

(17) lim inf
|x|→+∞

|∇W |2(x) − ∆W (x) > 0

Suppose that µ is an absolutely continuous probability measure on R
d with density dµ(x) =

e−V (x) dx with V of class C2. Then µ̃ = ω♯µ has density dµ̃(x) = e−Ṽ (x) dx, with

∀x ∈ R
d, Ṽ (x) = V (ω−1(x)) +

d
∑

i=1

log ω′ ◦ ω−1(xi).

According to Proposition 5, to show that µ satisfies the inequality SG(ω,C) for some C > 0
it is enough to show that µ̃ satisfies the inequality SG(C) and a sufficient condition for this

is that Ṽ fulfills condition (17).

Elementary computations yield

∂Ṽ

∂xi
(ω(x)) =

1

ω′(xi)

∂V

∂xi
(x) +

ω′′(xi)

ω′2(xi)

∂2Ṽ

∂x2
i

(ω(x)) = − ω′′(xi)

ω′3(xi)

∂V

∂xi
(x) +

1

ω′2(xi)

∂2V

∂x2
i

(x) +
ω(3)(xi)

ω′3(xi)
− 2

ω′′2(xi)

ω′4(xi)
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Let I(x) = |∇Ṽ |2(ω(x)) − ∆Ṽ (ω(x)) ; one has:

I(x) =

d
∑

i=1

1

ω′2(xi)

[

(

∂V

∂xi

)2

(x) − ∂2V

∂x2
i

(x)

]

+3

d
∑

i=1

ω′′(xi)

ω′3(xi)

∂V

∂xi
(x)+3

d
∑

i=1

ω′′2(xi)

ω′4(xi)
−

d
∑

i=1

ω(3)(xi)

ω′3(xi)
.

Using the inequality uv ≥ −u2 − v2/4, one has

3

d
∑

i=1

ω′′(xi)

ω′3(xi)

∂V

∂xi
(x) = 3

d
∑

i=1

(

ω′′(xi)

ω′2(xi)

)

·
(

1

ω′(xi)

∂V

∂xi
(x)

)

≥ −3
d
∑

i=1

ω′′2(xi)

ω′4(xi)
− 3

4

d
∑

i=1

1

ω′2(xi)

(

∂V

∂xi

)2

(x),

and so

I(x) ≥
d
∑

i=1

1

ω′2(xi)

[

1

4

(

∂V

∂xi

)2

(x) − ∂2V

∂x2
i

(x)

]

−
d
∑

i=1

ω(3)(xi)

ω′3(xi)
.

Since, lim inf |x|→+∞ I(x) = lim infy→+∞ |∇Ṽ |2(y) − ∆Ṽ (y) and
∑d

i=1
ω(3)(xi)
ω′3(xi)

≤ dM , one

concludes that Ṽ satisfies (17) as soon as

lim inf
|x|→+∞

d
∑

i=1

1

ω′2(xi)

[

1

4

(

∂V

∂xi

)2

(x) − ∂2V

∂x2
i

(x)

]

> dM.

Applying this latter condition to the probability measure µu = (u Id)♯µ, (where Id is the iden-

tity function) which has density dµu(x) = 1
ud e−V (x/u) dx gives the condition of Proposition

8. �

4. Transportation-cost inequalities

4.1. Basic properties.

Proposition 18 (Tensorization). Suppose that µ ∈ P(X ) satisfies the transportation cost in-
equality (11) with the cost function c(x, y), then µn satisfies the transportation cost inequality
on X n with the cost function c⊕n(x, y) =

∑n
i=1 c(xi, yi). In other words,

∀ν ∈ P(X n), inf
π∈P (ν,µn)

∫ n
∑

i=1

c(xi, yi) dπ ≤ H(ν | µn),

where P (ν, µn) is the set of probability measures on X n × X n such that π(dx,X n) = ν(dx)
and π(X n, dy) = µn(dy).

This result goes back to the first works of K. Marton on the subject (see [17, 18]). A proof
can be found in [12].

Let us explain how to derive concentration inequalities from the inequality T(ω, a).

Proposition 19. If µ satisfies the transportation cost inequality T(ω, a), then for all n ≥ 1
and all A ⊂ R

nd,

∀h ≥ 0, µn
(

Ah
ω

)

≥ 1 − 1

µn(A)
e−hα(a/

√
d)/2,
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where the enlargement is defined by

Ah
ω =







y = (y1, . . . , yn) ∈
(

R
d
)n

: inf
x∈A

n
∑

i=1

n
∑

j=1

α ◦ ω

(

xi,j − yi,j

2

)

≤ h







.

Remark 20. According to Theorem 9, if µ satisfies the inequality SG(ω,C) then it satisfies
T(ω, a) with a = 1√

Cκ
. With this value of a the concentration inequality given by Proposition

19 is almost the same as the one derived in Proposition 11.

We will need the following lemma:

Lemma 21. The function α(u) = min(|u|, u2) is such that α(x + y) ≤ 2(α(x) + α(y)), for
all x, y ≥ 0.

Proof. If x + y ≤ 1, then α(x + y) = (x + y)2 ≤ 2(x2 + y2) = 2(α(x) + α(y)).
Now, suppose that x + y ≥ 1.
If x ≤ 1 and y ≤ 1, then α(x + y) = x + y ≤ (x + y)2 ≤ 2(x2 + y2) = 2(α(x) + α(y)).
If x ≤ 1 and y ≥ 1, then x ≤ y ⇒ x−2x2 ≤ y ⇒ x+y ≤ 2(x2+y) ⇒ α(x+y) ≤ 2(α(x)+α(y)).
If x ≥ 1 and y ≥ 1, then α(x + y) = x + y = α(x) + α(y) ≤ 2(α(x) + α(y)). �

Proof of Proposition 19. If µ satisfies T(ω, a) on R
d then according to Theorem (18), µn

satisfies the transportation cost inequality on
(

R
d
)n

with the cost function c defined by

c : ((x1, . . . , xn), (y1, . . . , yn)) ∈
(

R
d
)n

×
(

R
d
)n

7→
n
∑

i=1

α(adω(xi, yi)).

Using the triangle inequality for the metric dω( . , . ) and Lemma 21, one has

∀x, y, z ∈
(

R
d
)n

, c(x, z) ≤ 2c(x, y) + 2c(y, z).

Now, let ν1 and ν2 be two probability measures on R
nd. Take π1 ∈ P (ν1, µ

n) and π2 ∈
P (µn, ν2), then one can construct three random variables X,Y,Z such that L(X,Y ) = π1

and L(Y,Z) = π2 (see for instance the Gluing Lemma of [26] p. 208). Then, one has

Tc(ν1, ν2) ≤ E [c(X,Z)] ≤ 2E [c(X,Y )] + 2E [c(Y,Z)]

= 2

∫

c(x, y) dπ1(x, y) + 2

∫

c(y, z) dπ2(y, z).

Optimizing on π1 and π2 gives

Tc(ν1, ν2) ≤ 2Tc(ν1, µ
n) + 2Tc(ν2, µ

n)

Consequently, µn satisfies the following symmetrized transportation cost inequality:

∀ν1, ν2 ∈ P(Rnd), Tc(ν1, ν2) ≤ 2H(ν1 | µn) + 2H(ν2 | µn).

Take dν1 = 1IAdµn and dν2 = 1IB dµn, then

inf
x∈A,y∈B

c(x, y) ≤ Tc(ν1, ν2) ≤ 2H(ν1 | µn) + 2H(ν2 | µn)

= 2 log(1/µn(A)) + 2 log(1/µn(B))
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Letting c(A,B) = infx∈A,y∈B c(x, y), one gets

µ(n)(A)µ(n)(B) ≤ e−c(A,B)/2.

Defining B = {y : infx∈A c(x, y) > h} one gets µn(B) ≤ 1
µn(A)e

−h/2. To obtain the announced

inequality it is thus enough to compare Ah
ω and B. Take x = (x1, . . . , xn) ∈

(

R
d
)n

and

y = (y1, . . . , yn) ∈
(

R
d
)n

; then for all i ∈ 1, . . . , n, one has

α (adω(xi, yi))
(a)

≥ α





a√
d

d
∑

j=1

|ω(xi,j) − ω(yi,j)|





(b)

≥
d
∑

j=1

α

(

a√
d
|ω(xi,j) − ω(yi,j)|

)

(c)

≥
d
∑

j=1

α

(

a√
d
ω

(

xi,j − yi,j

2

))

(d)

≥ α
(

a/
√

d
)

d
∑

j=1

α ◦ ω

(

xi,j − yi,j

2

)

where (a) follows from the comparison between the norms | . |2 and | . |1 in R
d, (b) from

Lemma 13, (c) from Lemma 14 and (d) from Lemma 15.

Consequently, if infx∈A
∑n

i=1

∑d
j=1 α◦ω

(

xi,j−yi,j

2
√

d

)

≥ h/α(a/
√

d), then y belongs to B. From

this follows that µn(Ah
ω) ≥ 1 − 1

µn(A)e
−α(a/

√
d)h/2, which achieves the proof. �

Remark 22. The idea of deriving concentration estimates from transportation cost inequal-
ities goes back to Marton seminal work [17]. The above proof is essentially due to Talagrand
(see the proof of [25, Corollary 1.3]).

4.2. Links with Poincaré inequality. The proof of Theorem 9 relies on two ingredients.
The first one is the following result by Bobkov, Gentil and Ledoux:

Theorem 23 (Bobkov,Gentil, Ledoux). If a probability measure µ on R
d satisfies SG(C)

then it satisfies the transportation cost inequality for the cost function (x, y) 7→ αs(|x − y|2)
for all s < 2√

C
, where

αs(t) =

{

t2

4L(s) if |t| ≤ 2L(s)s

s|t| − L(s)s2 otherwise
with L(s) =

C

2

(

2 +
√

Cs

2 −
√

Cs

)2

es
√

5C .

In particular, if one takes s = 1√
C

, then it is easy to check that αs(t) ≥ α
(

t√
Cκ

)

, where

α(u) = min(|u|, u2) and κ =
√

18e
√

5. Thus if µ satisfies SG(C) it satisfies the transportation

cost inequality with the cost function (x, y) 7→ α
(

|x−y|2√
Cκ

)

. In other words, with the definition

of the transportation cost inequality T (ω, a), the preceding result can be restated as follows

Corollary 24. If µ is a probability measure on R
d satisfying the classical Poincaré inequality

SG(C) for some C > 0, then it satisfies the transportation-cost inequality T

(

Id, 1√
Cκ

)

.

(where Id : R → R : x 7→ x is the identity function.)

The converse is also true:

Proposition 25. If µ satisfies T (Id, a) , for some a > 0, then µ satisfies the inequality
SG( 1

2a2 ).
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The proof of Proposition 25 is classical and can be found in various places (see e.g the proofs
of [6, Corollary 5.1] or [19, Corollary 3]).

The second argument is a very simple contraction principle:

Proposition 26. Let µ be a probability measure on a metric space X ; if µ satisfies the
transportation cost inequality with the cost function c : X × X → R

+, and if T : X → Y
is a measurable bijection then, T ♯µ satisfies the transportation cost inequality with the cost
function (x, y) 7→ c(T−1(x), T−1(y)).

This contraction principle goes back to Maurey’s work on infimum convolution inequalities
(see [19]). A proof can also be found in [11], where this simple property was intensively used
to derive necessary and sufficient conditions for transportation cost inequalities on the real
line.

Now let us apply the contraction principle together with Theorem 23 to prove that Poincaré
inequalities SG(ω,C) and transportation-cost inequalities T(ω, a) are qualitatively equivalent.

Proof of Theorem 9. If µ satisfies SG(ω,C), then according to Proposition 5, ω♯µ satisfies
the classical Poincaré inequality SG(C), and according to Theorem 23, this implies that ω♯µ
satisfies T(Id, a), with a = 1√

Cκ
. According to the contraction principle, µ (which is the

image of ω♯µ under the map ω−1) satisfies the transportation cost inequality with the cost
function (x, y) 7→ α (a|ω(x) − ω(y)|2) = α (adω(x, y)) by definition of the metric dω( . , . ) (see
(7)).

Now suppose that µ satisfies T(ω, a) for some a > 0. According to the contraction principle,
ω♯µ satisfies T(Id, a), and according to Proposition 25, this implies that ω♯µ satisfies SG( 1

2a2 ).

Using Proposition 5, one concludes that µ satisfies SG(ω, 1
2a2 ). This achieves the proof. �

Remark 27. If µ satisfies the inequality T(ω, a), it is easy to show that it verifies the trans-
portation cost inequality with the cost function

R
d × R

d → R
+ : (x, y) 7→ α(a/

√
d)

d
∑

i=1

α ◦ ω

(

xi − yi

2

)

.

In particular, the inequality SG(ω2, C) implies Talagrand’s T2 inequality, that is to say the
transportation cost inequality with a cost function of the form (x, y) 7→ a|x − y|22 for some
a > 0. We do not know if the converse is true.

5. Comparison with other functional inequalities

In this section we will perform a comparison between the inequalities SG(ω,C) and general-
ized Beckner-Latala-Oleszkiewicz inequalities introduced in [29] and [4].

Definition 28. Let T : [0, 1] → R
+ be a non decreasing function and µ be a probability mea-

sure on R
d. One says that µ satisfies the generalized Beckner-Latala-Oleszkiewicz inequality

with the function T and the constant C > 0, if for all smooth f , one has

(18) sup
p∈(1,2)

∫

f2 dµ −
(∫

|f |p dµ
)2/p

T (2 − p)
≤ C

∫

|∇f |2 dµ.
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If µ verifies (18) one will say for short that µ satisfies the inequality BLO(T,C).

The LO(r, C) inequality corresponds to the function T (u) = u2(1−1/r).

Dimension free concentration results can be deduced from the inequality BLO(T,C). The
following result follows easily from Proposition 29 and Corollary 30 of [4].

Theorem 29. Let T : [0, 1] → R
+ be a non decreasing function. Define T (x) = T (1) for all

x ≥ 1 and let ωT : R → R be such that ωT (−x) = −ω(x) for all x ∈ R and

(19) ∀t ≥ 0, ω−1
T (t) =

∫ t

0

√
T (1/u) du.

If µ satisfies the inequality BLO(T,C), then for all n ≥ 1 and for all 1-Lipschitz function f :

∀t ∈ R
+ \

[

√

T (1), 2
√

T (1)
]

, µn

(

f ≥
∫

f dµ + r

)

≤ e−α◦ωT (t/(3
√

C)).

We are going to prove the following result:

Theorem 30. Let T : [0, 1] → R
+ be a non-decreasing function such that x 7→ T (x)/x is

non-increasing. If the measure µ verifies the inequality BLO(T,C) for some constant C then

it satisfies the inequality SG(ωT , C̃).

Let us admit Theorem 30 and let us prove Theorem 10.

Proof of Theorem 10. As noticed above, the inequality LO(r, C) is the same as BLO(T,C)

with T (u) = u2(1−1/r). According to Theorem 30, µ verifies the inequality SG(ωT , C) for
some C, where ωT is given by (19). A simple computation gives ωT (t) = t if t ∈ [0, 1] and
ωT (t) = tr/r + 1 − 1/r, if t ≥ 1. Thus, ω′

T (t) = max(1, tr−1). On the other hand, ω′
r(t) = 1,

if t ∈ [0, 1] and ω′
r(t) = rtr−1. Thus, 1

r ω′
r(t) ≤ ω′

T (t) ≤ ω′
r(t), for all t ≥ 0. Using (8), one

concludes that µ verifies SG(ωT , C) for some C if and only if µ verifies SG(ωr, C̃) for some

C̃. This achieves the proof. �

The proof of this theorem relies on the capacity-measure formulation of the generalized
Beckner-Latala-Oleszkiewicz inequalities due to Barthe, Cattiaux and Roberto [4].

Let us recall the definition of a capacity-measure inequality (a good reference for this type
of inequalities is the book of Maz’ja [20]).

Definition 31. Let µ be a probability measure on R
d. Let A ⊂ Ω be Borel sets. One defines

Capµ(A,Ω) = inf

{∫

|∇f |2 dµ; 1IA ≤ f ≤ 1IΩ

}

.

The capacity of a set A with µ(A) ≤ 1/2 is defined by

Capµ(A) = inf
{

Capµ(A,Ω) : A ⊂ Ω and µ(Ω) ≤ 1/2
}

= inf

{∫

|∇f |2 dµ; f : R
d → [0, 1], f|A = 1 and µ(f = 0) ≥ 1/2

}
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One says that µ satisfies a capacity-measure inequality if there is a function Θ : [0, 1] → R
+

and a constant D > 0 such that for all A with µ(A) ≤ 1/2,

Θ(µ(A)) ≤ D Capµ(A).

The following theorem due to Barthe, Cattiaux and Roberto (see Theorem 18 and Lemma
19 of [4]) gives a capacity-measure transcription of the inequality BLO(T,C).

Theorem 32. Let T : [0, 1] → R
+ be a non-decreasing function such that x 7→ T (x)/x is non-

increasing. Let C > 0 be the optimal constant such that µ verifies the inequality BLO(T,C).
Then 1/6D ≤ C ≤ 20D, where D is the optimal constant such that for all A ⊂ R

d with
µ(A) ≤ 1/2, one has

Θ(µ(A)) ≤ D Capµ(A),

where Θ : R
+ → R

+ is defined by:

(20) ∀x ∈ R
+, Θ(x) = x

1

T

(

1
log(1+ 1

x)

) ,

with the convention that T (x) = T (1) for x ≥ 1.

Remark 33. In fact we will only use the fact that the inequality BLO(T,C) implies the
measure-capacity inequality Θ(µ(A)) ≤ 6C Capµ(A), for all A such that µ(A) ≤ 1/2. This is
the easiest part of Theorem 32.

To prove Theorem 30, one needs the following basic properties:

Lemma 34. If T : [0, 1] → R
+ is a non-decreasing function such that x 7→ T (x)/x is non-

increasing then the function Θ defined by (20) is non-decreasing and verifies Θ(x + y) ≤
Θ(x) + Θ(y) for all x, y ∈ R

+.

Proof. Let us write:

Θ(x) =
x

h(x)
· h(x)

T (h(x))
with h(x) =

1

log(1 + 1/x)
.

The function h is non-decreasing, and since u 7→ u
T (u) is non-decreasing, one concludes

that x 7→ h(x)
T (h(x)) is non decreasing. On the other hand, it is easy to see that the function

x 7→ x
h(x) = x log(1+1/x) is non-decreasing. As a product of non-decreasing and non-negative

functions, the function Θ is itself non-decreasing.

Take x ≥ y > 0 ; using the fact that the function x 7→ Θ(x)/x is non-increasing, one gets

Θ(x + y) = Θ(x(1 + y/x)) ≤ (1 + y/x)Θ(x) = Θ(x) + yΘ(x)/x ≤ Θ(x) + Θ(y).

This achieves the proof. �

Another ingredient of the proof is the following lemma which explains how behave capacity-
measure inequalities under push-forward:
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Lemma 35. Suppose that µ satisfies the capacity-measure inequality

∀A with µ(A) ≤ 1/2, Ψ(µ(A)) ≤ D Capµ(A).

Then µ̃ = ω♯µ verifies the inequality

∀A with µ̃(A) ≤ 1/2, Ψ(µ̃(A)) ≤ DCapµ̃(A),

where

Capµ̃ = inf

{

∫ d
∑

i=1

(

ω′ ◦ ω−1(xi)
)2
(

∂f

∂xi

)2

(x) dµ̃; f : R
d → [0, 1], f|A = 1 and µ̃(f = 0) ≥ 1/2

}

.

Proof. Let A be such that µ̃(A) ≤ 1/2, and f be such that f = 1 on A and µ̃(f = 0) ≥ 1/2.
Define B = ω−1(A) and g = f ◦ ω. Then µ(B) = µ̃(A) ≤ 1/2, g ≥ 1 on B and {g = 0} =
ω−1 {f = 0} and so µ(g = 0) = µ̃(g = 0) ≥ 1/2. Applying the capacity-measure inequality
verified by µ to B and g yields

µ̃(A) = µ(B) ≤ D

∫

|∇g|2 dµ = D

∫ d
∑

i=1

(

ω′ ◦ ω−1(xi)
)2
(

∂f

∂xi

)2

(x) dµ̃.

Optimizing over such functions f gives the announced inequality for µ̃. �

The next lemma explains how to compare the capacity Capµ̃ to the usual capacity Capµ:

Lemma 36. Let B∞(r) =
{

x ∈ R
d : max1≤i≤d |xi| ≤ r

}

, for all r ≥ 0. If A ⊂ B∞(r) and
µ(A) ≤ 1/2, then

Capµ̃(A) ≤ 2
(

ω′ ◦ ω−1(r + 1)
)2

Capµ̃(A) + 8dµ̃(B∞(r)c).

Proof. Let

Capr
µ̃(A) = inf

{
∫

|∇f |2 dµ̃; 1IA ≤ f ≤ 1IB∞(r+1) and µ̃(f = 0) ≥ 1/2

}

.

Using the fact that the function ω′ ◦ ω−1 is increasing on R
+, one clearly has:

Capµ̃(A) ≤
(

ω′ ◦ ω−1(r + 1)
)2

Capr
µ̃(A).

Now let f : R
d → [0, 1] be such that f|A = 1 and µ̃(f = 0) ≥ 1/2. One can easily construct

a cut-off function ϕ such that: 1IB∞(r) ≤ ϕ ≤ 1IB∞(r+1), and such that
∣

∣

∣

∂ϕ
∂xi

(x)
∣

∣

∣ ≤ 2 for all

x ∈ R
d and all i. Let g = fϕ; one has 1IA ≤ g ≤ 1IB∞(r+1), µ̃(g = 0) ≥ µ̃(f = 0) ≥ 1/2 and

Capr
µ̃(A) ≤

∫

|∇g|2 dµ̃ =

∫

|∇fϕ + f∇ϕ|2 dµ̃

≤ 2

∫

|∇f |2ϕ2 dµ̃ + 2

∫

f2|∇ϕ|2 dµ̃

≤ 2

∫

|∇f |2 dµ̃ + 8dµ̃(B∞(r)c).

Optimizing over f yields:

Capr
µ̃(A) ≤ 2Capµ̃ +8dµ̃(B∞(r)c).
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�

Proof of Theorem 30. Define µ̃ = ω♯
T µ. One wants to prove that µ̃ verifies the classical

Poincaré inequality. According to Theorem 32, the probability measure µ satisfies the
capacity-measure inequality

(21) ∀A with µ(A) ≤ 1/2, Θ(µ(A)) ≤ 6C Capµ(A).

According to Lemma 35, µ̃ satisfies the capacity-measure type inequality:

∀A with µ̃(A) ≤ 1/2, Θ(µ̃(A)) ≤ 6CCapµ̃(A),

where Capµ̃ is defined in the lemma.

Let B∞(r) =
{

x ∈ R
d : max1≤i≤d(|xi|) ≤ r

}

, for all r ≥ 0. Let A ⊂ R
d with µ̃(A) ≤ 1/2; one

has

Θ(µ̃(A))
(i)

≤ Θ (µ̃ (A ∩ B∞(r))) + Θ (µ̃ (B∞(r)c))

(ii)

≤ 6CCapµ̃(A ∩ B∞(r)) + Θ (µ̃ (B∞(r)c)) .

(iii)

≤ 12C
(

ω′
T ◦ ω−1

T (r + 1)
)2

Capµ̃(A ∩ B∞(r)) + 48dCµ̃(B∞(r)c) + Θ (µ̃ (B∞(r)c)) .

(iv)

≤ 12C
(

ω′
T ◦ ω−1

T (r + 1)
)2

Capµ̃(A) + (48dCT (1) + 1) Θ (µ̃ (B∞(r)c)) ,

where (i) follows from the sub-additivity and the monotonicity of Θ, (ii) from Lemma 35, (iii)
from Lemma 36 and (iv) from the fact that the function A 7→ Capµ̃(A) is non decreasing and
from the immediate inequality x ≤ T (1)Θ(x) which holds for all x ≤ 1. Using Theorem 29, it
is not difficult to see that one can find K ≥ 1 and 1 ≥ u0 > 0 such that µ̃ (B∞(r)c) ≤ Ke−u0r

for all r ≥ 0. Thus Θ (µ̃ (B∞(r)c)) ≤ Θ(Ke−u0r) ≤ KΘ(e−u0r) , where the last inequality
follows from the sub-additivity of Θ. So, letting a1 = 12C Capµ̃(A), a2 = (48dCT (1) + 1)K
and t = µ̃(A) and using the definitions of Θ and ωT , one has:

t
1

T
(

1
log(1+1/t)

) ≤ a1
1

T
(

1
1+r

) + a2e
−u0r 1

T
(

1
log(1+eu0r)

) .

Using the inequality 1 + u0r ≥ u0(1 + r) together with the sub-additivity property of the
function T , one sees that 1

T( 1
1+r )

≤ 1

u0T
(

1
1+u0r

) . Thus the preceding inequality implies:

∀v ≥ 0, t
1

T
(

1
log(1+1/t)

) ≤ a1

u0

1

T
(

1
1+v

) + a2e
−v 1

T
(

1
log(1+ev)

) .

Now, observe that (1 + ev)3 ≥ 3ev, so 3 log(1 + ev) ≥ log(3) + v ≥ 1 + v, and so 1
T( 1

1+v )
≤

1

T
(

1
3 log(1+ev)

) ≤ 3

T
(

1
log(1+ev)

) where the last step follows from the sub-additivity property of T .

So,

∀v ≥ 0, t
1

T
(

1
log(1+1/t)

) ≤
(

3a1

u0
+ a2e

−v

)

1

T
(

1
log(1+ev)

) .
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Let n ∈ N
∗ ; taking v = −n log(t) in the preceding inequality gives:

t
1

T
(

1
log(1+1/t)

) ≤
(

3a1

u0
+ a2t

n

)

1

T
(

1
log(1+(1/t)n)

) .

Now, (1 + (1/t)n) ≤ (1 + 1/t)n, thus 1

T
(

1
log(1+(1/t)n)

) ≤ 1

T
(

1
n log(1+1/t)

) ≤ n

T
(

1
log(1+1/t)

) and

consequently,
t

n
≤
(

3a1

u0
+ a2t

n

)

.

It is easy to check that if n is sufficiently large, there is m > 0 such that for all t ∈ [0, 1/2],
one has t

n − a2t
n ≥ mt. So mt ≤ 3a1

u0
, that is to say

µ̃(A) ≤ 36C

u0m
Capµ̃(A).

A Capacity-measure inequality of this form is well known to imply the Poincaré inequality
(see e.g [4, Proposition 13 and Remark 20]). �
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Lect. Notes Math., 1745:147–168, 2000.
[16] M. Ledoux. The concentration of measure phenomenon, volume 89 of Mathematical Surveys and Mono-

graphs. American Mathematical Society, Providence, RI, 2001.
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