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## 1 Introduction

Strassen's algorithm [8] was the first sub-cubic algorithm for matrix multiplication. Its improvement by Winograd led to a highly practicable algorithm. Former studies on this algorithm can be found in [4, 5, 1] and references therein for numerical computation and in [7, 2] for computations over a finite field. We do not consider here stability issues, just the number of arithmetic operations and memory allocations. Further studies have thus to be made in order to use these schedules in a numerical environment. They can nonetheless be used as is in an exact setting for instance for integer/rational or finite field applications [3].

In this report, we propose new schedules of the algorithm, that reduce of the extra memory allocation, by two differents means : either by introducing a few pre-additions, or by overwritting the input matrices.

## 2 Algorithm and notations

We first recall the principle of the algorithm, and setup the notations that will be used throughout the paper.

Let $m, n$ and $k$ be powers of 2 . Let $A$ and $B$ be two matrices of dimension $m \times k$ and $k \times n$ and let $C=A \times B$.

Consider the natural block decomposition

$$
\left[\begin{array}{ll}
C_{11} & C_{12} \\
C_{21} & C_{22}
\end{array}\right]=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right],
$$

where $A_{11}$ and $B_{11}$ have respectively dimension $m / 2 \times k / 2$ and $k / 2 \times n / 2$.
Winograd's algorithm computes the $m \times n$ matrix $C=A \times B$ with the following 22 block operations:

- 8 additions:

$$
\begin{array}{ll}
S_{1} \leftarrow A_{21}+A_{22} & T_{1} \leftarrow B_{12}-B_{11} \\
S_{2} \leftarrow S_{1}-A_{11} & T_{2} \leftarrow B_{22}-T_{1} \\
S_{3} \leftarrow A_{11}-A_{21} & T_{3} \leftarrow B_{22}-B_{12} \\
S_{4} \leftarrow A_{12}-S_{2} & T_{4} \leftarrow T_{2}-B_{21}
\end{array}
$$

- 7 recursive multiplications:

$$
\begin{array}{ll}
P_{1} \leftarrow A_{11} \times B_{11} & P_{5} \leftarrow S_{1} \times T_{1} \\
P_{2} \leftarrow A_{12} \times B_{21} & P_{6} \leftarrow S_{2} \times T_{2} \\
P_{3} \leftarrow S_{4} \times B_{22} & P_{7} \leftarrow S_{3} \times T_{3} \\
P_{4} \leftarrow A_{22} \times T_{4} &
\end{array}
$$

- 7 final additions:

$$
\begin{array}{ll}
U_{1} \leftarrow P_{1}+P_{2} & U_{5} \leftarrow U_{4}+P_{3} \\
U_{2} \leftarrow P_{1}+P_{6} & U_{6} \leftarrow U_{3}-P_{4} \\
U_{3} \leftarrow U_{2}+P_{7} & U_{7} \leftarrow U_{3}+P_{5} \\
U_{4} \leftarrow U_{2}+P_{5} &
\end{array}
$$

- The result is the matrix: $C=\left[\begin{array}{cc}U 1 & U 5 \\ U 6 & U 7\end{array}\right]$

Figure 1 illustrates the dependencies between these tasks.

## 3 Memory efficient scheduling

Unlike the classic multiplication algorithm, Winograd's algorithm requires some extra temporary memory allocations to perform its 22 block operations. We present in this section several scheduling minimizing the number of temporary space allocated. Section 3.2 deals with the usual situation where the input matrices $A$ and $B$ are constant. In section 3.3, we allow to overwrite the input matrices $A$ and $B$, leading to better memory efficiency.

### 3.1 Exhaustive search algorithm

We used a classical brute force search algorithm to get some of the new schedules that will be presented in the following sections. It has two components a Tester and an Explorer. The Tester is a variant of the pebble game of [5] with the following rules applied in this order:

Rule 1 A pebble is removed of any vertex having all its immediate succesors completed except for non-overwritable initial inputs.


Figure 1: Task dependency graph of Winograd's algorithm

Rule 2 If all the immediate predecessors of a vertex have pebbles on them, if the computation to be performed at that vertex is of type $\alpha A \times B+\beta C$, and if all the other immediate succesors of $C$ are already computed, then $C$ 's pebble can be moved onto that vertex.

Rule 3 If all the immediate predecessors of a vertex have pebbles on them, if the computation to be performed at that vertex is an addition, and if all the other immediate succesors of a predecessor are already computed, then this predecessor's pebble can be moved onto that vertex.

Rule 4 If all the immediate predecessors of a vertex are either initial inputs or have pebbles on them, a pebble may be placed on that vertex.

Then, the Explorer follows the dependency graph depth-first as in game theory: possible moves are ready (all the immediate predecessors are already computed) and not yet computed tasks ; the possible moves are tried recursively in turns.

### 3.2 With constant input matrices

### 3.2.1 Standard product

We first consider the basic operation $C \leftarrow A \times B$. The best known schedule for this case was given by [1]. We reproduce a similar schedule in table 1. It requires

| $\#$ | operation | loc. | $\#$ | operation | loc. |
| :--- | :--- | ---: | :--- | :--- | ---: |
| 1 | $S_{3}=A_{11}-A_{21}$ | $X_{1}$ | 12 | $P_{1}=A_{11} B_{11}$ | $X_{1}$ |
| 2 | $T_{3}=B_{22}-B_{12}$ | $X_{2}$ | 13 | $U_{2}=P_{1}+P_{6}$ | $C_{12}$ |
| 3 | $P_{7}=S_{3} T_{3}$ | $C_{21}$ | 14 | $U_{3}=U_{2}+P_{7}$ | $C_{21}$ |
| 4 | $S_{1}=A_{21}+A_{22}$ | $X_{1}$ | 15 | $U_{4}=U_{2}+P_{5}$ | $C_{12}$ |
| 5 | $T_{1}=B_{12}-B_{11}$ | $X_{2}$ | 16 | $U_{7}=U_{3}+P_{5}$ | $C_{22}$ |
| 6 | $P_{5}=S_{1} T_{1}$ | $C_{22}$ | 17 | $U_{5}=U_{4}+P_{3}$ | $C_{12}$ |
| 7 | $S_{2}=S_{1}-A_{11}$ | $X_{1}$ | 18 | $T_{4}=T_{2}-B_{21}$ | $X_{2}$ |
| 8 | $T_{2}=B_{22}-T_{1}$ | $X_{2}$ | 19 | $P_{4}=A_{22} T_{4}$ | $C_{11}$ |
| 9 | $P_{6}=S_{2} T_{2}$ | $C_{12}$ | 20 | $U_{6}=U_{3}-P_{4}$ | $C_{21}$ |
| 10 | $S_{4}=A_{12}-S_{2}$ | $X_{1}$ | 21 | $P_{2}=A_{12} B_{21}$ | $C_{11}$ |
| 11 | $P_{3}=S_{4} B_{22}$ | $C_{11}$ | 22 | $U_{1}=P_{1}+P_{2}$ | $C_{11}$ |

Table 1: Winograd's algorithm for operation $C \leftarrow A B$, with two temporaries
two temporary blocks $X_{1}$ and $X_{2}$ of dimension respectively $m / 2 \times \max (k / 2, n / 2)$ and $k / 2 \times n / 2$. Assuming $m=n=k$, and summing these temporary allocations for every recursive level, leads to a total extra memory requirement of

$$
2 \sum_{i=1}^{\log n}\left(\frac{n}{2^{i}}\right)^{2}<\frac{2}{3} n^{2}
$$

### 3.2.2 Product with accumulation

For the more general operation $C \leftarrow \alpha A \times B+\beta C$, a first naive method would be to compute the product $\alpha A \times B$ using the scheduling of table 11, into a temporary matrix $C^{\prime}$ and finally compute $C \leftarrow C^{\prime}+\beta C$. It would require $(1+2 / 3) n^{2}$ extra memory allocation.

Now the schedule of table 2 due to [5, fig. 6] only requires 3 temporary blocks for the same number of operations ( 7 multiplications and $4+15$ additions).

The three temporary blocks $X_{1}, X_{2}, X_{3}$ required have dimension $m / 2 \times n / 2$, $m / 2 \times k / 2$ and $k / 2 \times n / 2$. Assuming $m=n=k$, and summing these temporary allocations for every recursive level, leads to a total extra memory requirement of

$$
3 \sum_{i=1}^{\log n}\left(\frac{n}{2^{i}}\right)^{2}<n^{2}
$$

We propose in table 3 a new schedule for the same operation $\alpha A \times B+\beta C$ only requiring two temporary blocks. The price to pay for this improvement is three pre-additions on the input matrix $C$. Again, the two temporary blocks $X_{1}$ and $X_{2}$ of dimension respectively $m / 2 \times \max (k / 2, n / 2)$ and $k / 2 \times n / 2$. Assuming $m=n=k$, and summing these temporary allocations for every recursive level,

| $\#$ | operation | loc. | $\#$ | operation | loc. |
| :--- | :--- | ---: | :--- | :--- | ---: |
| 1 | $S_{1}=A_{21}+A_{22}$ | $X_{1}$ | 12 | $S_{4}=A_{12}-S_{2}$ | $X_{1}$ |
| 2 | $T_{1}=B_{12}-B_{11}$ | $X_{2}$ | 13 | $T_{4}=T_{2}-B_{21}$ | $X_{2}$ |
| 3 | $P_{5}=\alpha S_{1} T_{1}$ | $X_{3}$ | 14 | $C_{12}=\alpha S_{4} B_{22}+C_{12}$ | $C_{12}$ |
| 4 | $C_{22}=P_{5}+\beta C_{22}$ | $C_{22}$ | 15 | $U_{5}=U_{2}+C_{12}$ | $C_{12}$ |
| 5 | $C_{12}=P_{5}+\beta C_{12}$ | $C_{12}$ | 16 | $P_{4}=\alpha A_{12} T_{4}-\beta C_{21}$ | $C_{21}$ |
| 6 | $S_{2}=S_{1}-A_{11}$ | $X_{1}$ | 17 | $S_{3}=A_{11}-A_{21}$ | $X_{1}$ |
| 7 | $T_{2}=B_{22}-T_{1}$ | $X_{2}$ | 18 | $T_{3}=B_{22}-B_{12}$ | $X_{2}$ |
| 8 | $P_{1}=\alpha A_{11} B_{11}$ | $X_{3}$ | 19 | $U_{3}=\alpha S_{3} T_{3}+U_{2}$ | $X_{3}$ |
| 9 | $C_{11}=P_{1}+\beta C_{11}$ | $C_{11}$ | 20 | $U_{7}=U_{3}+C_{22}$ | $C_{22}$ |
| 10 | $U_{2}=\alpha S_{2} T_{2}+P_{1}$ | $X_{3}$ | 21 | $U_{6}=U_{3}-C_{21}$ | $C_{21}$ |
| 11 | $U_{1}=\alpha A_{12} B_{21}+C_{11}$ | $C_{11}$ | 22 |  |  |

Table 2: Schedule for operation $C \leftarrow A B+\beta C$ with 3 temporaries

| $\#$ | operation | loc. | $\#$ | operation | loc. |
| :--- | :--- | ---: | :--- | :--- | ---: |
| 1 | $C_{22}=C_{22}-C_{12}$ | $C_{22}$ | 13 | $P_{3}=\alpha S_{4} B_{22}+C_{12}$ | $C_{12}$ |
| 2 | $C_{21}=C_{21}-C_{22}$ | $C_{21}$ | 14 | $P_{1}=\alpha A_{11} B_{11}$ | $X_{1}$ |
| 3 | $C_{12}=C_{12}-C_{22}$ | $C_{12}$ | 15 | $U_{2}=P_{6}+P 1$ | $C_{21}$ |
| 4 | $S_{1}=A_{21}+A_{22}$ | $X_{1}$ | 16 | $P_{2}=\alpha A_{12} B_{21}+\beta C_{11}$ | $C_{11}$ |
| 5 | $T_{1}=B_{12}-B_{11}$ | $X_{2}$ | 17 | $U_{1}=P_{1}+P_{2}$ | $C_{11}$ |
| 6 | $P_{5}=\alpha S_{1} T_{1}+\beta C_{12}$ | $C_{12}$ | 18 | $U_{5}=U_{2}+C_{12}$ | $C_{12}$ |
| 7 | $S_{2}=S_{1}-A_{11}$ | $X_{1}$ | 19 | $S_{3}=A_{11}-A_{21}$ | $X_{1}$ |
| 8 | $T_{2}=B_{22}-T_{1}$ | $X_{2}$ | 20 | $T_{3}=B_{22}-B_{12}$ | $X_{2}$ |
| 9 | $P_{6}=\alpha S_{2} T_{2}+\beta C_{21}$ | $C_{21}$ | 21 | $U_{3}=P_{7}+U_{2}=\alpha S_{3} T_{3}+U_{2}$ | $C_{21}$ |
| 10 | $S_{4}=A_{12}-S_{2}$ | $X_{1}$ | 22 | $U_{7}=U_{3}+C_{22}$ | $C_{22}$ |
| 11 | $T_{4}=T_{2}-B_{21}$ | $X_{2}$ | 23 | $U_{6}=U_{3}-P_{4}=-\alpha A_{12} T_{4}+U_{3}$ | $C_{21}$ |
| 12 | $C_{22}=P_{5}+\beta C_{22}$ | $C_{22}$ |  |  |  |

Table 3: Schedule for operation $C \leftarrow A B+\beta C$ with 2 temporaries
leads to a total extra memory requirement of

$$
2 \sum_{i=1}^{\log n}\left(\frac{n}{2^{i}}\right)^{2}<\frac{2}{3} n^{2}
$$

### 3.3 Overwriting the input matrices

We now relax some constraints on the previous problem: the input matrices $A$ and $B$ can be overwritten. Although such an assumption is not feasible for the design of a general matrix multiplication routine, some specific application can allow it: for instance the computation of the rank, using a block elimination algorithm, would enable this.

### 3.3.1 Standard product

We propose in table 4 a new schedule that computes the product $C \leftarrow A \times B$ without any temporary memory allocation. The point here is to find an ordering where the recursive calls can be made also in place (i.e. such that the operand of a multiplication are no longer in use after the multiplication). The exhaustive search showed that no schedule exists overwriting less than four sub-blocks.

| $\#$ | operation | loc. | $\#$ | operation | loc. |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $S_{3}=A_{11}-A_{21}$ | $C_{11}$ | 12 | $S_{4}=A_{12}-S_{2}$ | $C_{22}$ |
| 2 | $S_{1}=A_{21}+A_{22}$ | $A_{21}$ | 13 | $P_{6}=S_{2} T_{2}$ | $C_{12}$ |
| 3 | $T_{1}=B_{12}-B_{11}$ | $C_{22}$ | 14 | $U_{2}=P_{1}+P_{6}$ | $C_{12}$ |
| 4 | $T_{3}=B_{22}-B_{12}$ | $B_{12}$ | 15 | $U_{3}=U_{2}+P_{7}$ | $C_{21}$ |
| 5 | $P_{7}=S_{3} T_{3}$ | $C_{21}$ | 16 | $P_{3}=S_{4} B_{22}$ | $B_{11}$ |
| 6 | $S_{2}=S_{1}-A_{11}$ | $B_{12}$ | 17 | $U_{7}=U_{3}+P_{5}$ | $C_{22}$ |
| 7 | $P_{1}=A_{11} B_{11}$ | $C_{11}$ | 18 | $U_{6}=U_{3}-P_{4}$ | $C_{21}$ |
| 8 | $T_{2}=B_{22}-T_{1}$ | $B_{11}$ | 19 | $U_{4}=U_{2}+P_{5}$ | $C_{12}$ |
| 9 | $P_{5}=S_{1} T_{1}$ | $A_{11}$ | 20 | $U_{5}=U_{4}+P_{3}$ | $C_{12}$ |
| 10 | $T_{4}=T_{2}-B_{21}$ | $C_{22}$ | 21 | $P_{2}=A_{12} B_{21}$ | $B_{11}$ |
| 11 | $P_{4}=A_{22} T_{4}$ | $A_{21}$ | 22 | $U_{1}=P_{1}+P_{2}$ | $C_{11}$ |

Table 4: Schedule for operation $C \leftarrow A B$ in place

Note that this schedule uses only two blocks of $A$ or $B$ as extra temporaries (namely $A_{11}, A_{21}, B_{11}$ and $B_{12}$ ) but overwrites the whole of $A$ and $B$. For instance the recursive computation of $P_{2}$ requires to also overwrite parts of $A_{12}$ and $B_{21}$. This schedule can nonetheless overwrite strictly only two blocks of $A$ and two blocks of $B$. This is achieved by making a backup of the overwriten parts into some available extra memory. The schedule is then modified as follows:

| $\#$ | operation | loc. |
| :--- | :--- | :--- |
| 10 bis | Copy $A_{22}$ into $C_{12}$ | $C_{12}$ |
| 11 | $P_{4}=A_{22} T_{4}$ | $A_{21}$ |
| 11 bis | Restore $A_{22}$ from $C_{12}$ | $A_{22}$ |
| 15 bis | Copy $B_{22}$ into $B_{12}$ | $B_{12}$ |
| 16 | $P_{3}=S_{4} B_{22}$ | $B_{11}$ |
| 16 bis | Restore $B_{22}$ from $B_{12}$ | $B_{22}$ |
| 20 bis | Copy $A_{12}$ into $A_{21}$ | $A_{21}$ |
| 20 ter | Copy $B_{21}$ into $B_{12}$ | $B_{12}$ |
| 21 | $P_{2}=A_{12} B_{21}$ | $B_{11}$ |
| 21 bis | Restore $B_{21}$ from $B_{12}$ | $B_{21}$ |
| 21 ter | Restore $A_{12}$ from $A_{21}$ | $A_{12}$ |

In the following, we will denote by IP for InPlace, either one of theses two schedules.

We thus also present in tables 5 and 6 two new schedules overwriting only one of the two input matrices, but requiring an extra temporary space. These two schedules are denoted IPLeft and IPRight. Here also, the exhaustive search showed that no schedule exists overwriting only one side and not using extra temporary.

| $\#$ | operation | loc. | $\#$ | operation | loc. |
| :--- | :--- | ---: | :--- | :--- | ---: |
| 1 | $S_{3}=A_{11}-A_{21}$ | $C_{22}$ | 13 | $T_{4}=T_{2}-B_{21}$ | $A_{11}$ |
| 2 | $S_{1}=A_{21}+A_{22}$ | $A_{21}$ | 14 | $U_{2}=P_{1}+P_{6}$ | $C_{21}$ |
| 3 | $S_{2}=S_{1}-A_{11}$ | $C_{12}$ | 15 | $U_{4}=U_{2}+P_{5}$ | $C_{12}$ |
| 4 | $T_{1}=B_{12}-B_{11}$ | $C_{21}$ | 16 | $U_{3}=U_{2}+P_{7}$ | $C_{21}$ |
| 5 | $P_{1}=\operatorname{IPLeft}\left(A_{11} B_{11}\right)$ | $C_{11}$ | 17 | $U_{7}=U_{3}+P_{5}$ | $C_{22}$ |
| 6 | $T_{3}=B_{22}-B_{12}$ | $A_{11}$ | 18 | $U_{5}=U_{4}+P_{3}$ | $C_{12}$ |
| 7 | $P_{7}=\operatorname{IP}\left(S_{3} T_{3}\right)$ | $X_{1}$ |  | $A_{21}=\operatorname{Copy}\left(A_{12}\right)$ | $A_{21}$ |
| 8 | $T_{2}=B_{22}-T_{1}$ | $A_{11}$ | 19 | $P_{2}=\operatorname{IPLeft}\left(A_{12} B_{21}\right)$ | $X_{1}$ |
| 9 | $P_{5}=\operatorname{IP}\left(S_{1} T_{1}\right)$ | $C_{22}$ |  | $A_{12}=\operatorname{Copy}\left(A_{21}\right)$ | $A_{12}$ |
| 10 | $S_{4}=A_{12}-S_{2}$ | $C_{21}$ | 20 | $U_{1}=P_{1}+P_{2}$ | $C_{11}$ |
| 11 | $P_{3}=\operatorname{IPLeft}\left(S_{4} B_{22}\right)$ | $A_{21}$ | 21 | $P_{4}=\operatorname{IPRight}\left(A_{22} T_{4}\right)$ | $A_{21}$ |
| 12 | $P_{6}=\operatorname{IPLeft}\left(S_{2} T_{2}\right)$ | $C_{21}$ | 22 | $U_{6}=U_{3}-P_{4}$ | $C_{21}$ |

Table 5: IPLeft Schedule for operation $C \leftarrow A B$ using two blocks of $A$ and one temporary

The exhaustive search showed that no schedule exists overwriting only one block of $A$. Remark that if it is allowed to use three blocks of $A$, the two Copy operations of table 5 can be avoided. Note also that if three blocks of $A$ can be overwriten then the last multiplication $(P 4)$ can also be made by a strict recursive call to IPLeft. Both behaviors can be simultaneous if four blocks of $A$ (the whole matrix) is overwritable.

Here also the copy or the call to IPLeft for $P_{3}$ can be avoided if three or four blocks of $B$ are overwritable.

| $\#$ | operation | loc. | $\#$ | operation | loc. |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $S_{3}=A_{11}-A_{21}$ | $C_{22}$ | 13 | $S_{4}=A_{12}-S_{2}$ | $B_{11}$ |
| 2 | $S_{1}=A_{21}+A_{22}$ | $C_{21}$ | 14 | $U_{2}=P_{1}+P_{6}$ | $C_{21}$ |
| 3 | $T_{1}=B_{12}-B_{11}$ | $C_{12}$ | 15 | $U_{4}=U_{2}+P_{5}$ | $C_{12}$ |
| 4 | $P_{1}=\operatorname{IPRight}\left(A_{11} B_{11}\right)$ | $C_{11}$ | 16 | $U_{3}=U_{2}+P_{7}$ | $C_{21}$ |
| 5 | $S_{2}=S_{1}-A_{11}$ | $B_{11}$ | 17 | $U_{7}=U_{3}+P_{5}$ | $C_{22}$ |
| 6 | $T_{3}=B_{22}-B_{12}$ | $B_{12}$ | 18 | $U_{6}=U_{3}-P_{4}$ | $C_{21}$ |
| 7 | $P_{7}=\operatorname{IP}\left(S_{3} T_{3}\right)$ | $X_{1}$ | 19 | $P_{3}=\operatorname{IPLeft}\left(S_{4} B_{22}\right)$ | $B_{12}$ |
| 8 | $T_{2}=B_{22}-T_{1}$ | $B_{12}$ | 20 | $U_{5}=U_{4}+P_{3}$ | $C_{12}$ |
| 9 | $P_{5}=\operatorname{IP}\left(S_{1} T_{1}\right)$ | $C_{22}$ |  | $B_{11}=\operatorname{Copy}\left(B_{21}\right)$ | $B_{11}$ |
| 10 | $T_{4}=T_{2}-B_{21}$ | $C_{12}$ | 21 | $P_{2}=\operatorname{IPRight}\left(A_{12} B_{21}\right)$ | $B_{12}$ |
| 11 | $P_{6}=\operatorname{IPRight}\left(S_{2} T_{2}\right)$ | $C_{21}$ |  | $B_{21}=\operatorname{Copy}\left(B_{11}\right)$ | $B_{21}$ |
| 12 | $P_{4}=\operatorname{IPRight}\left(A_{22} T_{4}\right)$ | $B_{12}$ | 22 | $U_{1}=P_{1}+P_{2}$ | $C_{11}$ |

Table 6: IPRight Schedule for operation $C \leftarrow A B$ using two block of $B$ and one temporary

### 3.3.2 Product with accumulation

We now consider the general operation $C \leftarrow \alpha A \times B+\beta C$, where the input matrices $A$ and $B$ can be overwritten. We propose in table 7 a schedule that only requires 2 temporary block matrices, instead of the 3 of table 2. Again, this is achieved at the price of two additional pre-additions on the matrix $C$. Compared to the scheduling of table 3, the possibility to overwrite the input matrices makes it possible to save one pre-addition.

| $\#$ | operation | loc. | $\#$ | operation | loc. |
| :--- | :--- | ---: | :--- | :--- | :--- |
| 1 | $C_{21}=C_{21}-C_{22}$ | $C_{21}$ | 13 | $P_{4}=A_{22} T_{4}+\beta C_{21}$ | $C_{21}$ |
| 2 | $C_{22}=C_{22}-C_{12}$ | $C_{22}$ | 14 | $P_{2}=A_{12} B_{21}+\beta C_{11}$ | $C_{11}$ |
| 3 | $S_{3}=A_{11}-A_{21}$ | $X$ | 15 | $P_{1}=\operatorname{IP}\left(A_{11} B_{11}\right)$ | $B_{21}$ |
| 4 | $T_{3}=B_{22}-B_{12}$ | $Y$ | 16 | $U_{1}=P_{1}+P_{2}$ | $C_{11}$ |
| 5 | $P_{7}=S_{3} T_{3}+\beta C_{22}$ | $C_{22}$ | 17 | $P_{6}=\operatorname{IP}\left(S_{2} T_{2}\right)$ | $A_{12}$ |
| 6 | $S_{1}=A_{21}+A_{22}$ | $A_{21}$ | 18 | $U_{2}=P_{1}+P_{6}$ | $C_{12}$ |
| 7 | $T_{1}=B_{12}-B_{11}$ | $B_{12}$ | 19 | $U_{4}=U_{2}+P_{5}$ | $C_{12}$ |
| 8 | $S_{2}=S_{1}-A_{11}$ | $X$ | 20 | $U_{3}=U_{2}+P_{7}$ | $C_{22}$ |
| 9 | $T_{2}=B_{22}-T_{1}$ | $Y$ | 21 | $U_{7}=U_{3}+P_{5}$ | $C_{22}$ |
| 10 | $P_{5}=S_{1} T_{1}+\beta C_{12}$ | $C_{12}$ | 22 | $U_{6}=U_{3}-P_{4}$ | $C_{21}$ |
| 11 | $S_{4}=A_{12}-S_{2}$ | $A_{21}$ | 23 | $P_{3}=\operatorname{IP}\left(S_{4} B_{22}\right)$ | $A_{12}$ |
| 12 | $T_{4}=T_{2}-B_{21}$ | $B_{12}$ | 24 | $U_{5}=U_{4}+P_{3}$ | $C_{12}$ |

Table 7: Schedule for $C \leftarrow \alpha A B+\beta C$ with 2 temporaries and overwriting $A$ and $B$

## 4 Conclusion

With constant input matrices，we reduced the number of extra memory alloca－ tions for the operation $C \leftarrow \alpha A \times B+\beta C$ from $n^{2}$ to $\frac{2}{3} n^{2}$ ，by introducing three extra pre－additions．As shown below the overhead induced by these supplemen－ tary additions is fully covered by the gains in number of memory allocations．

If the input matrices can be overwritten，we proposed a fully in－place sched－ ule for the operation $C \leftarrow A \times B$ without any extra operation．We also reduced the extra memory allocations for the operation $C \leftarrow \alpha A \times B+\beta C$ from $n^{2}$ to $\frac{2}{3} n^{2}$ ，by introducing only two extra pre－additions．Finally，we also proposed variants for the operation $C \leftarrow A \times B$ ，where only one of the input matrices is being overwritten and one temporary is required．These schedules can prove useful e．g．when computing in place LU decomposition（see e．g．［6］for the in place exact LQUP decomposition）where some intermediate results can be overwritten．

Table 8 gives a summary of the features of each schedule that has been presented．The complexities are given only for $m=k=n$ being a power of 2 ．

Theorem 1．The arithmetic and memory complexities given in table \＆are correct．

Proof．For $A \times B$ ，the arithmetic complexity satisfies classically

$$
\left\{\begin{array}{l}
W(n)=7 W\left(\frac{n}{2}\right)+15 n^{2} \\
W(1)=1
\end{array}\right.
$$

so that $W(n)=6 n^{\log _{2}(7)}-5 n^{2}$ ．
The schedule of［1］requires
extra memory space，which is $M(n)=\frac{2}{3} n^{2}$ ．Its total number of allocations satifies

$$
\text { 愐 }(n)=2\left(\frac{n}{2}\right)^{2}+7 \text { 愐 }\left(\frac{n}{2}\right)
$$

which is $7\left[(n)=\frac{2}{3}\left(n^{\log _{2}(7)}-n^{2}\right)\right.$ ．
The schedule of Table 5 requires

$$
M_{\text {気 }}(n)=\left(\frac{n}{2}\right)^{2}+M_{\text {何 }}\left(\frac{n}{2}\right)
$$

extra memory space，which is $M(n)=\frac{1}{3} n^{2}$ ．Its total number of allocations satifies

$$
\text { T国 }(n)=\left(\frac{n}{2}\right)^{2}+5 \text { 抱 }\left(\frac{n}{2}\right)
$$

which is $工 T_{0}(n)=n^{\log _{2}(5)}-n^{2}$ ．

|  |  | Algorithm | Input matrices | \# of extra temporaries | total extra memory | total \# of allocations | arithmetic complexity |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\infty$ $\times$ $\times$ $<$ | [1] <br> Table 4 <br> Table 5 <br> Table 6 | Constant <br> Both Overwritten <br> A Overwritten <br> $B$ Overwritten | $\begin{aligned} & 2 \\ & 0 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{gathered} \frac{2}{3} n^{2} \\ 0 \\ \frac{1}{3} n^{2} \\ \frac{1}{3} n^{2} \end{gathered}$ | $\begin{gathered} \frac{2}{3}\left(n^{2.807}-n^{2}\right) \\ 0 \\ n^{2.322}-n^{2} \\ n^{2.322}-n^{2} \end{gathered}$ | $\begin{aligned} & 6 n^{2.807}-5 n^{2} \\ & 6 n^{2.807}-5 n^{2} \\ & 6 n^{2.807}-5 n^{2} \\ & 6 n^{2.807}-5 n^{2} \end{aligned}$ |
| $\square \square$ | - | $[5]$ Table 3 صable 7 | Constant <br> Constant <br> Overwritten | $\begin{aligned} & 3 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{gathered} n^{2} \\ \frac{2}{3} n^{2} \\ \frac{2}{3} n^{2} \end{gathered}$ | $\begin{gathered} \frac{1}{3}\left(14 n^{2.807}+7 n^{2}-21 n^{2.322}\right) \\ \frac{1}{3}\left(14 n^{2.807}+7 n^{2}-15 n^{2.585}\right) \\ \frac{1}{2} n^{2} \log _{2}(n) \end{gathered}$ | $\begin{gathered} 6 n^{2.807}-4 n^{2} \\ 6 n^{2.807}-4 n^{2}+\frac{3}{2}\left(n^{2.585}-n^{2}\right) \\ 6 n^{2.807}-4 n^{2}+\frac{1}{2} n^{2} \log _{2}(n) \end{gathered}$ |

Table 8: Summary of the schedules presented for Winograd's algorithm

The schedule of Table 6 requires the same amount of arithmetic operations or memory．

For $A \times B+\beta C$ ，the arithmetic complexity of satifies

$$
W_{2}(n)=5 W_{2}\left(\frac{n}{2}\right)+2 W_{1}\left(\frac{n}{2}\right)+14\left(\frac{n}{2}\right)^{2},
$$

so that $W_{2}(n)=6 n^{\log _{2}(7)}-4 n^{2}$ ；its number of extra memory satifies

$$
M \text { 目 }(n)=3\left(\frac{n}{2}\right)^{2}+M\left(\frac{n}{2}\right),
$$

which is $M$ 国 $(n)=n^{2}$ ；its total number of allocations satifies

$$
\text { T目 }(n)=3\left(\frac{n}{2}\right)^{2}+5 \text { 愠 }\left(\frac{n}{2}\right)+2 \text { Tn }^{2}(n),
$$

which is $工$ 目 $(n)=\frac{1}{3}\left(14 n^{\log _{2}(7)}+7 n^{2}-21 n^{\log _{2}(5)}\right)$ ．
The arithmetic complexity of algorithm 3 satifies

$$
W_{\mathrm{B}}(n)=6 W_{\mathrm{B}}\left(\frac{n}{2}\right)+W_{\mathrm{E}}\left(\frac{n}{2}\right)+16\left(\frac{n}{2}\right)^{2},
$$

so that $W$ R $(n)=6 n^{\log _{2}(7)}-4 n^{2}+\frac{3}{2}\left(n^{\log _{2}(6)}-n^{2}\right)$ ；its number of extra memory satifies

$$
M \text { 红 }(n)=2\left(\frac{n}{2}\right)^{2}+M\left(\frac{n}{2}\right),
$$

which is $M(n)=\frac{2}{3} n^{2}$ ；its total number of allocations satifies
which is 1 国 $(n)=\frac{1}{3}\left(14 n^{\log _{2}(7)}+7 n^{2}-15 n^{\log _{2}(6)}\right)$ ．
The arithmetic complexity of algorithm $\mathrm{J}^{\text {satifies }}$

$$
W \text { 因 }(n)=4 W_{\mathrm{G}}\left(\frac{n}{2}\right)+3 M_{\mathrm{E}}\left(\frac{n}{2}\right)+17\left(\frac{n}{2}\right)^{2},
$$

so that $W$ 团 $(n)=6 n^{\log _{2}(7)}-4 n^{2}+\frac{1}{2} n^{2} \log _{2}(n)$ ；its number of extra memory satifies

$$
M \text { 目 }(n)=2\left(\frac{n}{2}\right)^{2}+M \text { 回 }\left(\frac{n}{2}\right),
$$

which is $M$（ $n$（ $=\frac{2}{3} n^{2}$ ；its total number of allocations satifies

$$
\text { 鸥 }(n)=2\left(\frac{n}{2}\right)^{2}+4 \text { 何 }\left(\frac{n}{2}\right),
$$

which is $7(n)=\frac{1}{2} n^{2} \log _{2}(n)$ ．
Four instance，if we sum up allocations and arithmetic operations，we see that our schedule of table 3 makes less operations than that of［5］as soon as $n \geq 10$ ．
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