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Comparison of polar ozone loss rates simulated by one-dimensional
and three-dimensional models with Match observations in recent
Antarctic and Arctic winters
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Alain Hauchecorne,! Martyn Chipperfield,” Wuhu Feng,® Genevieve Millard,*
Markus Rex,> Martin Streibel,” and Peter von der Gathen®

Received 20 December 2006; revised 6 March 2007; accepted 14 March 2007; published 26 June 2007.

[1] Simulations of ozone loss rates using a three-dimensional chemical transport model
and a box model during recent Antarctic and Arctic winters are compared with
experimental loss rates. The study focused on the Antarctic winter 2003, during which the
first Antarctic Match campaign was organized, and on Arctic winters 1999/2000,
2002/2003. The maximum ozone loss rates retrieved by the Match technique for the
winters and levels studied reached 6 ppbv/sunlit hour and both types of simulations could
generally reproduce the observations at 2-sigma error bar level. In some cases, for
example, for the Arctic winter 2002/2003 at 475 K level, an excellent agreement within
1-sigma standard deviation level was obtained. An overestimation was also found with the
box model simulation at some isentropic levels for the Antarctic winter and the Arctic
winter 1999/2000, indicating an overestimation of chlorine activation in the model. Loss
rates in the Antarctic show signs of saturation in September, which have to be considered
in the comparison. Sensitivity tests were performed with the box model in order to
assess the impact of kinetic parameters of the CIO-Cl,0O, catalytic cycle and total bromine
content on the ozone loss rate. These tests resulted in a maximum change in ozone loss

rates of 1.2 ppbv/sunlit hour, generally in high solar zenith angle conditions. In some
cases, a better agreement was achieved with fastest photolysis of Cl,0, and additional
source of total inorganic bromine but at the expense of overestimation of smaller ozone

loss rates derived later in the winter.
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1. Introduction

[2] Stratospheric ozone depletion and the springtime
ozone hole over Antarctica are well-known phenomena,
which have been simulated in various modeling studies
[e.g., World Meteorological Organization (WMO), 2003]. In
the Antarctic, models have shown their ability to simulate
the overall chemical ozone loss, but there have been very
few attempts to precisely quantify ozone loss rates in the
course of the winter and spring seasons. The estimation of
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the chemical ozone depletion rate is a key for a proper
understanding of ozone loss processes in the polar regions.
Most studies on chemical ozone loss rates have concentrated
on the Arctic because of the high interannual variability of the
Arctic ozone loss in relation with the year-to-year meteoro-
logical conditions and the difficulty to diagnose the contri-
butions from dynamical processes and chemical depletion.
To isolate chemical ozone change from the dynamical effects,
various methods have been proposed, for example, the
computation of the chemical loss from observed values of
halogen oxides [Salawitch et al., 1990, 1993; Brune et al.,
1991], the tracer correlation technique [Fahey et al., 1990;
Proffitt et al., 1990, 1993; Miiller et al., 1997], or the use of a
passive ozone tracer from three-dimensional chemical trans-
port to correct ozone change from observations [Hansen
et al., 1997; Goutail et al., 1999, Goutail et al., 2005].

[3] The present study focuses on the Match technique, a
Lagrangian approach based on coordinated ozone sondes
measurements and trajectory calculations for the estimation
of ozone loss within the polar vortex. In this method, the air
parcel along a trajectory is probed twice by ozone sonde
measurements and the difference between both measure-
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ments is considered as a chemical ozone change. Chemical
ozone loss rates are then determined from the statistical
analysis of hundreds of coordinated ozone sonde measure-
ments performed during the winter [von der Gathen et al.,
1995; Rex et al., 1997, 1999, 2002]. In the Match technique,
care is needed to avoid air masses that experienced large
distortion during transport, which often causes mixing.
Groo[3 and Miiller [2003] showed that filter criteria involved
in the Match technique effectively remove any effect from
mixing on the measured ozone loss rates.

[4] The studies on Arctic chemical ozone loss have
revealed differences between observations and model simu-
lations with most of the cases’ underestimation of ozone
loss by the models [e.g., Becker et al., 1998; Becker et al.,
2000; Woyke et al., 1999, Kilbane-Dawe et al., 2001]. Most
of these studies compared ozone loss rates from ozonesondes
and other observations with the loss rate calculated from
photochemical box models. The discrepancies between the
models and observations generally occur at higher levels
during January when the air parcels are exposed to solar
radiation at high solar zenith angles [Rex et al., 2003]. Using
a bivariate linear regression analysis on the ozone measure-
ments along trajectories, Rex et al. [2003] have shown that
the ozone loss occurs during sunlight periods only, which
rules out the possibility of direct ozone loss on the surface of
polar stratospheric clouds during nighttime. The photolysis
of the dimer of chlorine monoxide, Cl,0,, is fundamentally
responsible for the most destructive chlorine-catalyzed ozone
loss mechanism [Molina and Molina, 1987; Anderson et al.,
1991; Solomon, 1999]. High solar zenith angles during
January limits the availability of UV radiation for photolysis
because of long attenuation path and hence reduces the ozone
loss in most photochemical box models. The idea of the
photolysis of Cl,0, by IR radiation near 800 nm during
twilight conditions, which might increase the abundance of
Cl in January and consequently enhance the overall ozone
loss [Avallone and Toohey, 2001; Vomel et al., 2001], was
found to be in disagreement with the first coincident measure-
ments of C1O and C1,O, performed by Stimpfie et al. [2004]
during the Arctic winter 1999/2000. These measurements
indicate, however, a stronger photolysis of Cl,0, in the near
UV (300-360 nm) than recommended by JPL-2002
[Sander et al., 2003], and the authors suggested the use
of Cl,O, absorption cross-sections from the work of
Burkholder et al. [1990]. More recently, several studies
have focused on the understanding of the kinetics of the
ClO-dimer cycle [e.g., von Hobe et al., 2005, 2006]. In the
work of von Hobe et al. [2006], they suggest a stronger
Cl,0, photolysis rate but intermediate between the JPL-
2002 assessment and the results of Burkholder et al. [1990].
Vogel et al. [2006] have studied the role of radical-molecule
complexes on polar stratospheric ozone loss processes
using the Chemical Lagrangian Model of the Stratosphere
(CLaMS). They showed that the existence of CIlO, radical-
molecule complexes could possibly explain some discrep-
ancies between laboratory and stratospheric measurements
although the potential impact of ClO, radical-molecule
complexes on polar stratospheric ozone loss processes is
very small considering pure gas-phases. Other studies have
concentrated on the amount of active bromine to be
accounted for in lower stratosphere [e.g., Salawitch et al.,
2005], suggesting increased levels of inorganic bromine in
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that region due to short-lived biogenic compounds trans-
ported to the stratosphere. All these studies point to a stronger
ozone loss due to both the C1O-dimer and C1O—BrO catalytic
cycles in the polar regions.

[s] The discrepancies between modeled and observed
ozone loss rates particularly in Arctic winters during January
have indicated that our quantitative understanding of polar
ozone loss may still be incomplete. To address this issue, a
coordinated theoretical and experimental study of polar
ozone loss was launched under the framework of the
European project QUOBI (Quantitative Understanding of
Polar Ozone Loss by Bipolar Investigation). For the first
time, a Match campaign was launched in Antarctica in the
year 2003, and state of the art three-dimensional chemical
transport models and one-dimensional photochemical box
models were used to simulate ozone loss rates in this region.
The project also included a Match campaign in the Arctic in
the winter 2002/2003. The various models involved in the
project were used to simulate ozone loss rates that occurred
this winter and also during other Arctic winters.

[6] The objective of this paper is to assess the capacity of
two models involved in the QUOBI project, to reproduce the
ozone loss rates deduced from the Match campaigns, and to
evaluate the new results regarding CIO kinetic parameters
and bromine levels on the simulated loss rates. For this study,
we used the high-resolution three-dimensional chemical
transport model MIMOSA-CHIM (Modele Isentropique de
Transport Méso-échelle de 10zone Stratosphérique par
Advection avec Chimie) and the REPROBUS (Reactive
Processes Ruling the Ozone Budget in the Stratosphere)
photochemical box model to simulate the ozone loss rates
calculated from the Match technique. The paper is organized
as follows: First, we present a short introduction to the
models and a description of the technique adopted to obtain
from the model outputs ozone matches similar to the experi-
mental ones. Then the main part of the paper is devoted to the
comparison of experimental and simulated ozone loss rates
for the Antarctic and Arctic winters considered in the study.
In a following section, the results of the comparisons are
discussed and sensitivity studies on active chlorine and
bromine levels in the one-dimensional simulation, on the
basis of the latest measurements in recent campaigns, are
presented. Finally we summarize the main results and present
the conclusions of the work.

2. Models Description

[7] Both Lagrangian and Eulerian type models have been
used in the past to compare with Match loss rates. Here the
three-dimensional chemical transport model MIMOSA-
CHIM and the REPROBUS photochemical box model
along Match trajectories are used. This box model uses
the chemical module of the three-dimensional CTM
REPROBUS [Lefévre et al., 1994]. In order to better
compare the Lagrangian model results, it was decided
within QUOBI that the initial chemical fields for the various
photochemical box simulations would be provided by one
model only, the three-dimensional CTM SLIMCAT. How-
ever, three-dimensional simulations within QUOBI could
use their own choice of initialization fields. A brief descrip-
tion of all three models involved in this study is provided
here.
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2.1. Three-Dimensional Chemical Transport Model

[8] The three-dimensional CTM MIMOSA-CHIM is the
combination of the dynamical model MIMOSA and the
chemistry scheme of three-dimensional CTM REPROBUS
[Lefevre et al., 1998; Marchand et al., 2003; Tripathi et al.,
2006]. MIMOSA is initially a potential vorticity (PV)
advection model designed for the study of polar filaments
[Hauchecorne et al., 2002]. The MIMOSA-CHIM model
was developed in order to provide high-resolution (1° x 1°)
simulations of the stratospheric polar ozone loss on isen-
tropic levels. The model runs on 16 isentropic surfaces
between 350 and 950 K, which results in a vertical
resolution of less than 2 km. It starts on a 1° x 1° high-
resolution orthogonal grid in an azimuthal equidistant
projection centered on the pole. The principle of the model
is as follows: Each grid point is advected using meteoro-
logical winds from European Centre for Medium-Range
Weather Forecasts (ECMWF) operational analyses interpo-
lated on the MIMOSA grid at the specified isentropic level.
As the time passes, the orthogonal MIMOSA grid is
stretched and deformed by horizontal gradients in the wind
field. After a given time (6 hours), the PV and chemical
fields are reinterpolated onto the original grid in order to keep
the distance between two adjacent points approximately
constant. The regridding process produces numerical diffu-
sion, and to minimize this diffusion, an interpolation scheme,
based on the preservation of second order momentum of PV
perturbation, has been implemented [Hauchecorne et al.,
2002]. The chemical fields are initialized using output from
the three-dimensional CTM REPROBUS interpolated to the
MIMOSA-CHIM grid. The diabatic transport of air across
isentropic surfaces is computed from the heating rates calcu-
lated using the radiation scheme of the SLIMCAT model
taken from MIDRAD [Chipperfield, 1999]. Climatologi-
cal water vapor and CO, fields and interactive ozone
fields taken from the model itself are used for the calculation
of heating rates. The REPROBUS chemical module includes
55 chemical species and calculates about 160 reactions
including gas phase, heterogeneous, and photolytic reactions.
Photodissociation frequencies are calculated using a four-
dimensional lookup table expressed as a function of altitude,
solar zenith angle, ozone column, and albedo [Lefevre et al.,
1994]. Cross sections are taken from JPL-2002 photochem-
ical data except for Cl,O, absorption cross sections, which
are taken from the work of Burkholder et al. [1990], with log
linear extrapolation to longer wavelengths as described in the
work of Stimpfle et al. [2004]. Chlorine species in the
REPROBUS chemistry scheme were scaled to reach a total
chlorine loading of 3.6 ppbv above 30 km [WMO, 1992].
Total bromine in MIMOSA-CHIM is based on a correlation
with CFC-11 [Wamsley et al., 1998]. This correlation con-
siders the supply of bromine from CH;Br, halons, CH,Br,,
and CH,BrCl. The model has a scheme of PSC formation
and growth through the representation of heterogeneous
chemistry as described in the work of Tripathi et al. [2006].
Water vapor is one of the constituents included in the
chemistry module and is initialized in the three-dimensional
CTM REPROBUS simulation from a Microwave Limb
Sounder (MLS) climatology. Equilibrium composition and
volume of binary (H,SO4-H,0) and ternary (HNO3-H,SO,-
H,0) droplets are calculated using an analytic expression
by Carslaw et al. [1995]. Liquid supercooled sulphuric acid
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aerosols, NAT, and ice particles are considered in equilibrium
with the gas-phase [Lefevre et al., 1998]. For NAT and ice
particles, the number density is setto 5 x 10> cm ™, and the
diameter is calculated within the scheme from available
volume of HNOjz and water. Denitrification is introduced
through the sedimentation of NAT and ice particles.

2.2. Photochemical Box Model

[v] The REPROBUS chemical scheme has also been used
as a box model to calculate the evolution of chemical species
along the air mass trajectories computed for the Match
campaigns. Since SLIMCAT simulations provide the initial
fields for the chemical constituents, some of the chemical
parameters in the REPROBUS box model are treated
differently than in the MIMOSA-CHIM model. In the
REPROBUS box model, total chlorine (Cl,), Br,, CIO,,
and BrO are provided by SLIMCAT output fields, while in
MIMOSA-CHIM, Cl, and Br, sources are different. Box
model REPROBUS runs along the trajectories provided by
the Alfred Wegener Institut (AWI) Match team, and the
maximum length of trajectories are about 10 days. Therefore
unlike for MIMOSA-CHIM, there is no separate denitrifica-
tion scheme for the REPROBUS box model for this short
duration, but the long-term seasonal denitrification is taken
into account in the chemical fields provided by SLIMCAT for
the initialization. The trajectories are calculated by taking
into account the diabatic descent. For this, the heating rates
for the adjustment of trajectories are calculated using the
MIDRAD scheme [Shine, 1987].

2.3. Initial Fields From SLIMCAT Three-Dimensional
Chemical Transport Model

[10] The SLIMCAT three-dimensional off-line CTM was
used within QUOBI to provide initial fields for the photo-
chemical box model simulations (for detailed information
on SLIMCAT, see the works of Chipperfield [1999] and
Chipperfield et al. [2005]). In addition to the tropospheric
source gases specified in WMO [2003] (halocarbons CFC-11,
CFC-12, CFC-113, CCl,, CH5CCl3, CH;Cl, HCFC-22 for
chlorine and CH;3Br, CBrCIF,, CBrF;, CH,Br,, CH,BrCl for
bromine), an extra 100 pptv of chlorine and 6 pptv of bromine
is added, making 3.7 ppbv of total chlorine and 21 pptv of
total bromine, which are assumed to reach the stratosphere
from short-lived halogen source gases [Feng et al., 2005].
SLIMCAT uses photochemical data from JPL-2002 except,
as in REPROBUS, for Cl,0, absorption cross-sections,
which are taken from the work of Burkholder et al. [1990].
SLIMCAT differs from REPROBUS in the way the reaction
probability () of the heterogeneous reaction (CIONO, +
HCI — ClI, + HNOy) is treated. The reaction probability on
NAT surface in REPROBUS is constant and does not depend
on temperature so the strong chlorine activation starts early in
the winter. In SLIMCAT, the reaction probability is inversely
dependent on temperature, and therefore chlorine activation
starts later when sufficiently low temperature is achieved.
The version of SLIMCAT providing initial fields for this
study [Feng et al., 2005; Chipperfield et al., 2005] is
formulated using a hybrid o-0 vertical coordinate. An
important change is the introduction of a radiation scheme on
the basis of NCAR CCM [Briegleb, 1992] instead of the
MIDRAD scheme (used in MIMOSA-CHIM) to calculate
the heating rates, which improves the modeled transport at
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high latitudes. The denitrification due to the sedimentation of
PSC particles is simulated using a NAT-based denitrification
scheme described by Davies et al. [2002]. Use of NAT-based
denitrification code (where a portion of the large acrosols was
assumed to be NAT instead of just ice) increases available
CIO; but not Cl,, later in the winter.

3. Match Simulation
3.1. Match Technique

[11] The determination of the chemical ozone loss from the
Match technique is based on the statistical analysis of ozone
loss from various Match events. A Match event is defined as
the probing of the same air mass twice at different locations
and time. The accumulated ozone loss during a particular
time range in an air mass depends on the time interval during
which the air mass is exposed to the solar radiation (sunlit
hours) and also on the solar zenith angle during that period.
Since the variation due to solar zenith angle is already
accounted for in the calculation of J (rate of photodissocia-
tion) values, ozone loss rates are calculated using total sunlit
hours, and variations of solar zenith angle along the trajectory
are ignored. Ozone loss rates are calculated using the match
events provided by the Match team, according to the method
described in Rex et al. [2002]. To calculate the ozone loss rate
during a particular period, a linear regression is performed
between the ozone change within each Match event that
occurred during that period and the total sunlit hours. The
slope of the regression line gives the ozone loss rate in
volume parts per billion per sunlit hours during the period
in consideration. Because the ozone loss should be zero for
zero sunlit hours, the regression line is forced to pass through
the origin [Rex et al., 1999, 2002]. A recent error analysis
performed for Match results by Lehmann et al. [2005] shows
that in order to account for the autocorrelation between the
various soundings, the usual standard deviation error should
be increased by about 15%. In this study, the error calculated
by the regression has thus been increased by 15% in all
results. The 2-0 modified error bars, also called 2-o uncer-
tainty hereafter, are shown in all results described in this

paper.

3.2. Match From Three-Dimensional CTM
MIMOSA-CHIM

[12] The model starts from the beginning of the winter
and runs through the spring period. Start and end dates are
1 June to 30 November for the Antarctic and 1 November to
30 April for the Arctic except in 1999-2000 when con-
straints of initial data availability made us start the run from
13 December to 30 April. For Match events from the
MIMOSA-CHIM three-dimensional output, we adopted
the closest approach method. In this method, we capture
the events in the model by approaching the event spatially
and temporally as close as possible within the limit of the
resolution of the model. The coordinate of the location of
each sonde measurements, including complete temporal and
spatial information, is fed into MIMOSA-CHIM runs.
During the simulation, the closest point of each ozonesonde
measurements is reached, and the corresponding value of
ozone and other compounds is recorded. The time resolu-
tion of the advection process of the model is 1 hour, but the
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chemical scheme runs four times in an hour, so for the
concentration of the chemical species, the results are avail-
able every 15 min. In that way, the maximum time differ-
ence between the measurement and model results cannot
exceed 7 min. After temporally approaching the event, the
closest isentropic level is determined, and the distance
between the location of the measurement and each grid point
of that level is computed. The grid point that is closest to the
observation is considered for the record. The value of desired
chemical compounds at this point is then linearly interpolated
to the isentropic level of the measurement. Match events
are generally determined at the 425, 450, 475, or 500 K
levels. Since the model was run at 16 isentropic levels
between 350 and 950 K, the interpolation along the isentropic
coordinate is limited to a maximum of 10 K, which is a good
approximation. At the time of capturing the ozone value, the
model grid may be deformed, but as MIMOSA-CHIM is a
high-resolution model regularly regridded, the distance
between adjacent grid points does not increase beyond a
maximum of 20%, and the measurements can be reached
within a range of 0.6° in latitude and longitude. At the end
of the run, we have a model event corresponding to each
Match event.

[13] Passive ozone tracers were also transported along-
with PV within MIMOSA-CHIM in order to take into
account ozone loss due to transport effect within the model
between both Match points. In order to limit the divergence
between the passive and reactive ozone, 10-day interval
tracers were introduced in the calculation. The 10-day tracers
were initialized at an interval of 10 days with the current
value of reactive ozone at that moment. All the tracers once
initialized were advected along PV throughout the course of
the simulation. The ozone tracer value corresponding to the
first point of a Match event was taken from the latest
initialized tracer, and the same transported tracer was used
for the second point. So for each Match event, the passive
ozone tracer was not older than 10 days. In a perfectly
isolated trajectory, the ozone tracer should not change
between two points of a Match event. But as described above,
because of the resolution limit of the three-dimensional
model, the starting and ending points may differ by a
maximum of 0.6° in latitude and longitude with the actual
Match pairs. Because of the high resolution of the model and
the nature of winter polar circulation, it is a good approxi-
mation to consider that the modeled starting and ending
points belongs to the same air mass if not to the same
trajectory. In order to account for possible transport effect
linked to the advection and regridding schemes of the model
between both points of each simulated Match event, the
difference in ozone tracer is taken into account in the
computation of ozone loss rates. The corrected ozone differ-
ence representing the model chemical ozone loss in a Match
event is thus computed using the following formula

AOZeo = (0Z, — 0Z;) — (TRA; — TRA) (1)

This corrected ozone difference is regressed with total sunlit
hours provided by the AWI Match team in order to evaluate
the modeled chemical ozone loss rate. For comparison, the
raw ozone loss rate, which includes chemistry as well as

4 of 13



D12307

transport within the model, is calculated by regressing the
ozone difference (0Z,—0Z,) against the total sunlit hours.

3.3. Match From REPROBUS Box Model

[14] For the quantitative comparison of Match results with
the REPROBUS box model, we simulated the ozone chem-
istry along each Match trajectory provided by AWI. The
trajectories are calculated from the position of the first ozone
sonde measurement of a Match event using ECMWF data.
The diabatic evolution of the air masses is taken into account
in calculating the trajectories by the diabatic cooling/heating
rates provided by the MIDRAD radiation scheme. Each
trajectory starts 9—10 days ahead of the first sonde launch
and extends 11 days beyond the first measurement. The box
model starts at the beginning of the trajectory and goes till the
end. In between, it captures the ozone value at the location of
the first and second measurements. The chemical species for
the initialization of the model at the start of the trajectory
were used from the output of latest version of SLIMCAT
described above [Chipperfield et al.,2005; Feng et al.,2005].
The evaluation of the ozone loss rate for the box model
analysis is similar to that of the three-dimensional MIMOSA -
CHIM model Match analysis described above with the
exception that no tracer correction is included because of
the formulation of the model.

4. Comparison of Results

[15] Our main focus of discussion is the comparison of
experimental and modeled ozone loss rates during the
Antarctic winter 2003 and Arctic winters 1999/2000 and
2002/2003. For each winter, we compared the experimental
loss rates with REPROBUS box model and with three-
dimensional MIMOSA-CHIM simulations. Along with
ozone loss rates, total reactive chlorine (CIO, = CIO +
2Cl,0,) and total reactive bromine (BrO, = BrO + BrCl) are
shown at the top of each panel. CIO, and BrO, are involved
in the two most efficient catalytic cycles responsible for the
ozone destruction in the polar regions [WMO, 2003]. The
plots display the mean initialized values of CIO, and BrO,
at the first point of the set of Match trajectories considered
for the calculation during each period, and the error bars
denote 2-0 standard error. In the case of the REPROBUS
box model, the ClO, and BrO, values were directly pro-
vided by SLIMCAT.

4.1. Antarctic Winter 2003

[16] The Antarctic stratosphere during winter/spring pro-
vides excellent conditions to test the contemporary hetero-
geneous and chemical reactions used in the simulations of
polar stratospheric ozone losses. The well-formed and iso-
lated Antarctic winter polar vortex generally inhibits extra-
vortex dynamical influence in the calculation of ozone loss
rates above about 425 K [e.g., Godin et al., 2001]. Coordi-
nated ozonesondes were launched for the first time ever at
various Antarctic stations as part of the QUOBI Match
campaign organized in the southern hemisphere, and ozone
loss rates at 475 and 500 K isentropic levels are calculated
and compared with model results. The comparison of the
ozone change rates along the trajectories simulated by the
box model and the three-dimensional CTM with the Match
analysis is displayed in Figure 1 left and right panels,
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respectively. In the remaining part of the paper, the ozone
change rates will also be referred to as ozone loss rates since
they are generally negative in the polar stratosphere in winter;
ozone loss rates correspond to the absolute value of the
displayed ozone change rates.

[17] In the Figure, the error bars representing 2-o uncer-
tainty of the linear regression are generally much smaller for
the model results, especially the photochemical box model,
than the experimental ones. This reflects the larger variability
of 0zone measurements because of random errors and small-
scale variability not represented in the simulations. The
results show that the largest ozone loss rates are retrieved
in the end of August and beginning of September, with a
maximum value for the experimental loss rate of 6 ppbv/
sunlit hour at 475 K and 5 ppbv/sunlit hours at 500 K. The
experimental loss rates are also characterized by large values
of the order of 4—5 ppv/sunlit hours in the beginning of July.
This double-peak behavior of the experimental loss rates is
not reproduced by the models, which simulate a gradual
increase of the ozone loss rates from July to the beginning of
September. The maximum observed ozone loss rates are
smaller than those derived from the Match technique
applied to POAM measurements [Hoppel et al., 2005].
In this study, Hoppel et al. found maximum ozone loss rates
of 10 ppbv/sunlit hour at the beginning of September 2003
using ECMWF winds. Yet the different sampling of the
vortex by both types of measurements makes it difficult to
directly compare the experimental results.

[18] The comparison between the REPROBUS box model
simulations and the Match observations displays the same
characteristics at both 475 and 500 K levels, with an
overestimation of the ozone loss rates by the model in August
and an underestimation of the loss rates in September. At
475 K, the simulated loss rates are slightly outside the 2-o
error bars of the Match results. In both cases however, the
largest experimental ozone loss rates retrieved in the begin-
ning of September are reached by the simulations, although
somewhat shifted in time in the lowermost level.

[19] Ozone loss rates deduced from MIMOSA-CHIM
simulations are in general lower than those derived from
the box model. This can be related to the lower active chlorine
levels (by as much as 1 ppbv at475 K) simulated by the three-
dimensional model. The differences in active chlorine levels
between SLIMCAT, which provides the initial fields for the
one-dimensional simulation and MIMOSA-CHIM, is
primarily due to the different schemes used for the calculation
of subsidence [Chipperfield et al., 2005]. Yet the better
agreement at 500 K with the MIMOSA-CHIM model from
the beginning of August indicates that active chlorine may be
overestimated in the box model simulation during that
period. Indeed, the simulated active chlorine exceeds 3 ppbv
with a maximum amount of CIO of 2.35 ppbv along the
trajectories. Recently published C1O measurements by MLS
on board AURA showed maximum values of 2 ppbv at490 K
between 70° and 75° of equivalent latitude during the 2004
Antarctic ozone hole [Santee et al., 2005]. Maximum mixing
ratios of 2 ppbv were also measured by the SMR instrument
on board ODIN [Ricaud et al., 2005] and the MIPAS
instrument on board ENVISAT [Glatthor et al., 2004] prior
to the major warming in 2002. Both studies stated that the
vortex was fully activated before the major warming. All
these measurements tend to indicate that the amount of C1O
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First column shows ozone loss rates in volume parts per billion per sunlit hour at 500 and 475 K

deduced from REPROBUS box model simulation compared with Match results (squares) along with the
mean initialized ClO, and BrO, (top panel) corresponding to each set of Match trajectories for the Antarctic
winter 2003. Error bars in ozone loss rates denote 2-0 uncertainty in the linear regression. In C1O, and BrO,
plots, the error bars denote the 2-0 standard error. The second column display raw and corrected ozone loss
rates (see text for detail) from three-dimensional MIMOSA-CHIM along with Match results with mean
ClO, and BrO, at first point of Match. The legend for top panel of each block is same and is shown only in a
few of them. The legend for bottom panel of each column is shown at the bottom of the figure.

in the box model simulation may be too high. However,
differences in local time, spatial, and vertical sampling
together with the vertical resolution and the uncertainty of
the measurements (estimated to 15—20%) make it difficult to
directly assess modeled CIO with observations.

[20] The overestimation of the loss rates derived from
MIMOSA-CHIM at the end of September and beginning of
October is due to the larger active halogen levels simulated by
the model at that time as compared to the one-dimensional
simulation and to the fact that ozone has not been completely
destroyed in the simulation by the end of September as it is
the case in observations. In fact, the examination of the
experimental and simulated ozone values involved in the
various Match events used in the regressions reveals signs of
saturation of the depletion process already in the beginning
of September for the ozone values simulated by the box
model. The effect of saturation is indicated by similar very
low ozone values in the first and second measurements of a
Match event. The saturation affects retrieved ozone loss rates
shown in Figure 1 from the regression period centered on
day 240 (very end of August) in the case of the box model
and from that centered on day 260 (mid-September) in the
case of Match observations. In the former case, only two
Match events are affected by saturation on day 240, which
can be considered as negligible since the regression is based

on 109 Match events. Yet, for the regression centered on day
250, about 15% of Match events are saturated. With the
three-dimensional simulation, the ozone depletion does not
get to saturation before mid-October after the end of the
Match campaign and ozone values simulated by MIMOSA-
CHIM never reach zero during the period under study. The
effect of saturation largely explains the rapid decrease of
ozone loss rates in the course of September in the case of the
box model simulation and Match observations.

[21] The influence of transport effects within the three-
dimensional simulation as shown by the difference between
the grey circles and the black crosses is most pronounced at
475 K in the beginning of the winter and also to some extent
in August and September. Discrepancies in the very begin-
ning of the period are to be looked at with caution because
of the generally smaller number of points involved in the
linear regressions that determine the loss rates (for example,
23 points around 15 June as compared with 92 points on
15 September). In late August and September, the difference
between the raw and corrected ozone loss rates indicates a
small systematic effect of mixing. This is due to inhomoge-
neities in the modeled ozone fields caused by chemical
destruction. There is a visible discrepancy between the raw
and corrected loss rates of about 1.1 ppbv/sunlit hour
during mid-September. Since the ozone sounding stations
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Figure 2. Same as Figure 1 but for the Arctic winter 2002/2003 at 500 and 475 K isentropic levels.
Note that Match data are available since December, but REPROBUS box model was run for data since
January because of the limitation in SLIMCAT initialization fields.

essentially sample the edge of the polar vortex where ozone
destruction is most pronounced, the dynamical processes will
tend to flatten ozone gradients and increase ozone levels at
the edge of the vortex. This increase is taken into account in
the correction, and the corrected ozone loss rates are thus
larger than the raw ozone loss rates, which improve the
agreement with Match. Such an effect cannot be simulated
by the box models which do not simulate mixing processes.
This transport effect explains the somewhat better agreement
between the three-dimensional simulation and Match obser-
vations as compared with the one-dimensional one despite
much less active chlorine simulated in the model.

4.2. Recent Arctic Winters

4.2.1. Winter 2002/2003

[22] In the frame of QUOBI, a MATCH campaign was
also organized in the Arctic winter 2002/2003 [Streibel et
al., 2006]. This winter was characterized by very low
temperatures in December which triggered early chlorine
activation and consequently early onset of ozone depletion
[Tripathi et al., 2006; Goutail et al., 2005]. The ozone loss
rates simulated by the one- and three-dimensional models in
a similar way as for the Antarctic Match campaign were
compared to the experimental Match loss rates at 475 and
500 K. The results are displayed in Figure 2.

[23] The experimental ozone loss rates retrieved during
this Arctic winter are, in general, smaller than those
retrieved in the Antarctic winter 2003 with maximum values
of 4 ppbv/sunlit hours at 475 K. At 500 K, a maximum ozone
loss rate of 6 ppbv/sunlit hour was found at the end of January
but with rather large error bars. According to the Match

experiment, the chemical ozone loss took place up to about
mid-February [see also Streibel et al., 2006]. After that
period, no ozone loss was found at 500 K, and very small
ozone loss rates were computed at 475 K. After the very cold
meteorological conditions in early winter, the polar vortex
became quite disturbed in January with a major warming in
mid-January which split the vortex in the upper stratosphere
and a minor warming in February. These disturbances
inhibited the formation of PSC and suppressed the condi-
tions for large-scale ozone depletion.

[24] The simulated ozone loss rates show generally a
better agreement with the experimental results as compared
with the Antarctic simulations, with nearly all the model
points lying within the 2-sigma error bars of the Match
results, except at the very end of the campaign in March.
During that period, both models still simulate some ozone
loss rates between 0.5 and 1 ppbv/sunlit hour, while no
ozone loss is retrieved by Match. This sustained ozone loss
is linked to the remaining active chlorine still present in
both simulations during that period. At 500 K, both models
underestimate by about 1.5 ppbv/sunlit hour, the maximum
ozone loss rates of 6 ppbv/sunlit hour retrieved by Match in
the third week of January. Yet model results are within the
2-¢ error bars of the experimental values. At that level, the
amount of active chlorine simulated by both models is very
similar, which explains the rather good agreement between
the simulations. At 475 K, excellent agreement is generally
found between the modeled and experimental results. The
ozone loss rates simulated by MIMOSA-CHIM in January
are slightly smaller than those from the box model. This
discrepancy can be explained by larger active chlorine and
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Figure 3. Same as Figure 2 but for the Arctic winter 1999/2000 and at 500 and 450 K isentropic levels.

bromine levels simulated by the box model in January,
which amount in average to 2.4 ppbv and 20 pptv, respec-
tively, as compared with 1.8 ppbv and 16 pptv in the one-
dimensional simulation. Transport effects are rather small at
both levels in the three-dimensional simulation. The large
raw ozone loss rate found at 500 K in the second half of
February can be related to both the poor statistics of the
regression performed on 15 points only and the effect of the
minor warming in the model fields. Some transport effects
are also seen at 475 K at the beginning and at the end of the
campaign. They may indicate some mixing within the
model simulation of air masses from outside the vortex
and characterized by lower ozone levels. Such systematic
transport effects are most visible when the polar vortex is
less stable as in the beginning and end of the winter or
during major and minor warming events. They are also
found in the presence of large ozone gradients as in the
Antarctic region, linked to variation of the air subsidence or
the chemical destruction within the polar vortex.
4.2.2. Winter 1999/2000

[25] In addition to the analysis of the Match campaigns
organized within QUOBI, the Arctic winter 1999/2000
was chosen as a test for the models involved in the
project. This winter was among the coldest ones in the
last decade, with temperatures in the low stratosphere
below the threshold for PSC formation for a large number
of days [Manney and Sabutis, 2000]. The Match campaign
which took place during that winter was organized within
the broader THESEO/SOLVE 2000 campaign, the objec-
tive of which was to improve the understanding of Arctic
ozone loss from a large set of airborne, ground-based, and
balloon borne measurements [Newman et al., 2002]. The
results of the comparison between the one- and three-

dimensional simulations and the Match results in 1999/
2000 are shown in Figure 3. They are provided at the 450
and 500 K isentropic levels because of the nonavailability
of Match data at 475 K.

[26] As compared to the winter 2002/2003, Match ozone
loss rates at 500 K are larger in January with values between
5 and 6 ppbv/sunlit hours in the first 3 weeks of the month.
Yet the experimental error bars are also quite large at that
level. At 450 K, the largest ozone loss rates are retrieved in
February—March, with a maximum of 4.8 ppbv/sunlit hour
in the beginning of March. The comparison with the
simulations shows more contrasted results as for the 2002/
2003 Arctic winter. In the case of the box model, the best
agreement is observed at 500 K, with the model points lying
within the 2-o uncertainty of the experimental results
throughout the winter. Agreement is achieved because of
the large experimental error bars at that level and despite a
systematic underestimation of the observed loss rates in
January. Reversely, at the lowermost level, the modeled loss
rates are systematically larger than the Match ones with a
significant disagreement at 2-o level in the beginning of
March. The fact that a much better agreement is obtained at
that level with the three-dimensional simulation indicates
that the active halogen amounts may be overestimated in the
SLIMCAT initialization fields. Indeed, simultaneous meas-
urements of CIO and Cl,O, by Stimpfle et al. [2004] on
board the ER-2 around 450 K potential temperature level
during that winter showed 2 ppbv of ClO, on 2 February
during the day and 1.5 ppbv on 11 March. These values are
closer to those simulated by MIMOSA-CHIM than by the
box model with SLIMCAT initialization.

[27] In contrast to other winters, ozone loss rates from the
three-dimensional simulation show significant effect of
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transport throughout the winter at 500 K. While the corrected
ozone loss rates are in very good agreement with Match loss
rates in January, the raw ozone loss rates are underestimated.
Yet the retrieved values are still within the 2-o error bars of
the experimental results. In March, the model fails to repro-
duce the observations. The raw ozone change rates show an
actual increase of ozone while the corrected ones are closer to
the Match results. The corrected ozone loss rates still under-
estimate systematically the experimental results but they are
within the 2-0 experimental error bars. Maps of the simulated
ozone field in March show large ozone gradients within the
vortex because of chemical destruction (not shown), with
ozone strongly depleted in the core of the vortex. Transport
effects will then tend to increase ozone in that region. Figure
7 in the work of Rex et al. [2002], which displays the
sampling of the polar vortex with Match events at various
levels in the winter 1999/2000, shows that most ozone
soundings took place in the core region at that level in March.

5. Discussion of Results and Sensitivity Tests

5.1. Transport Effects in the Three-Dimensional
Simulation

[28] The model results, when compared with observations,
indicate the ability of the tested models to reproduce the
analyzed result from the observations. In some cases, excellent
agreement is achieved with observed results but some discrep-
ancies still persist. As shown for the three-dimensional
MIMOSA-CHIM simulations, transport processes within the
model can play a role in these differences. The transport
scheme of MIMOSA-CHIM and its ability to represent
transport and filamentation processes have already been eval-
uated in previous works for specific events [Heese et al., 2001;
Godin et al., 2002]. To assess the accuracy of MIMOSA-
CHIM for Match-type studies and compare the simulations
with published results from other three-dimensional models,
we calculated ozone loss rates for the Arctic winter 1994/1995
with MIMOSA-CHIM using Match trajectories as described
in section 4. Indeed, older SLIMCAT simulations for the
winter of 1994/1995 suggested that the Match method may
have overestimated the ozone loss rates at higher levels in
January 1995 because of a large midlatitude air intrusion and a
poor isolation of the trajectories at these levels [Kilbane-Dawe
et al., 2001]. The Arctic winter 1994/1995 was among the
coldest one and severe ozone loss was observed in January
with ozone loss rates approaching 8 ppbv/sunlit hour. No
simulation from REPROBUS was available to initialize
MIMOSA-CHIM for that winter, and the pressure range of
ECMWF meteorological fields was limited to 10 hPa, so we
used SLIMCAT [Chipperfield et al., 1996] chemical fields
and UKMO (United Kingdom Met Office) meteorological
analyses for the wind and temperature data (although the
trajectory calculation uses ECMWF analysis). It should be
noted here that this test on winter 1994/1995 was made in
order to show the possible importance of transport processes
in three-dimensional models while calculating Match ozone
loss rates. It is assumed here that the trajectories calculated
using ECMWF and UKMO winds are, if not identical, close
to each other and represents same type of air masses. The
results from three-dimensional MIMOSA-CHIM are shown
in Figure 4 for the 500 K isentropic level. An excellent
agreement is found in the three-dimensional simulation case
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Figure 4. Raw and corrected ozone loss rates from three-
dimensional MIMOSA-CHIM along with Match results with
2-sigma uncertainty for Arctic winter 1994—1995 at 500 K.

between the simulated raw ozone loss rates and Match loss
rates. However, the corrected loss rates severely underesti-
mate the observed ones, which indicate a systematic effect
of transport at that level as described in the work of
Kilbane-Dawe et al. [2001]. This test shows thus that trans-
port effects have to be evaluated when comparing three-
dimensional simulations of the ozone loss rate with Match
observations. In the present study, the transport effects are
most important in January 1995 at 500 K and in January and
March 2000 at 500 K. They are also visible in the Antarctic at
475 K in the beginning of the winter 2003. It is important to
note here that these biases are due to transport effects in the
simulation results. They do not necessarily undermine the
quality of the experimental Match analysis since the method
used to sample the model fields and described in section 3.2
has its own limitations. But the agreement we find here with
the results of Kilbane-Dawe et al. [2001] indicates that the
Match results during January 1995 at that particular level may
be biased. The complete evaluation of the Match method has
been done elsewhere and is beyond the scope of this paper
[e.g., Morris et al., 2005]. In our study, the use of ozone
tracers in the simulations allows us to test whether the
agreement with the experimental Match results corresponds
to effective chemical ozone loss simulated by the model or
whether it is fortuitous and due to transport processes within
the simulation. Yet, these transport processes may not be
correctly modeled and cannot be used directly to evaluate
Match trajectories. In our analysis, the use of the 10-day tracer
scheme allows us to optimize the estimation of the transport
effect since they better represent the passive ozone field for
the various Match events all along the winter. Larger tracer
changes and unrealistic corrections are generally found using
the ozone tracer initialized at the beginning of the simulation.

5.2. Sensitivity of Ozone Loss Rates to the Coupling of
ClO and its Dimer and to Total Bromine in the Polar
Stratosphere

[20] As mentioned in section 1, recent atmospheric obser-
vations have suggested larger levels of bromine compounds
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in the Arctic stratosphere and alternative values of kinetic
parameters for the coupling of ClO and its dimer. A DOAS
measurement of BrO profile [Fitzenberger, 2000] over
Kiruna, Sweden (68°N), showed a BrO, (BrO + BrCl)
profile [Canty et al., 2005] that is almost the double of
the modeled BrO, values. This extra inorganic bromine is
due to the contribution from high level of BrO as measured
from DOAS. Standard assumption in the models considers
only halons and methylbromide as the source of bromine,
which results in up to 16 pptv of total inorganic bromine
Br,. SLIMCAT already accounts for about 6 pptv Br,, from
shorter-lived species (as described in section 2.3) yielding
about 21-22 pptv of Br,. This is close to the Br, derived
from the DOAS measurements of BrO, which peaks at about
24 pptv. Current estimates for the contribution from very
short lived species (VSLS) range between 3 and 9.4 pptv
[Sinnhuber et al., 2002; Salawitch et al., 2005]. All these
studies show that total stratospheric Br, range from 16 pptv
(when no VSLS contribution is considered, the old scenario)
to the maximum of about 26 pptv (considering maximum
contribution from VSLS). Next is the issue of the coupling of
CIO and its dimer. Using simultaneous observations of C1O
and CI,0, on board the ER-2 during the THESEO 2000-
SOLVE campaign, Stimpfle et al. [2004] showed that the
dimer photolysis might occur faster than calculated using
recommended values of Cl,O, absorption cross-sections.
According to this work, the larger values of the rate constant
for Cl,0, production given by Bloss et al. [2001] and JPL-
2002 recommendation are consistent with the observations
only if Jcpoy is calculated with the larger Cl,O, cross
sections measured by Burkholder et al. [1990]. On the basis
of nighttime ClO and Cl,O, measurements, von Hobe et al.
[2005] suggested relatively smaller values for the C10/Cl,0,
equilibrium constant K., than the values recommended in
JPL-2002. Lower values of K. result in larger C1O concen-
trations during the night. This finding is supported by
nighttime satellite measurements of ClO [Berthet et al.,
2005] and by a recent laboratory measurement by Plenge
et al. [2005].

[30] To better understand the sensitivity of the model to
these various parameters, sensitivity tests were performed
with the REPROBUS box model by altering the total
bromine values, the Cl,O, photolysis coefficient Jcpoo,
and the ClO/Cl,0, equilibrium constant K., in the simula-
tion of ozone loss rate. The study focused on the 1999/2000
winter for which the box model simulation underestimated
the observed ozone loss rates at 1-sigma standard deviation
level in January at 500K. The ozone loss observed in
September in Antarctica was also underestimated, particu-
larly at 475 K, but this underestimation was mainly due to the
saturation of the loss process caused by the overestimation of
the loss rate in the beginning of the winter, as shown in
section 4.1. REPROBUS box model test runs were per-
formed for the lower end (16 pptv) and upper end (26 pptv)
of total bromine scenarios. For K., we used in our test
run Fit 3 in the work of von Hobe et al. [2005]. Finally, we also
tested with the REPROBUS box model the effect of using the
Jepoz computed with Cl,0, absorption cross-sections from
the work of Burkholder et al. [1990] (and called Burkholder
Jeroz hereafter) instead of the JPL-2002 recommended
values. It is to be noted that all the REPROBUS box model
runs shown in this paper use Burkholder Jcppo, values with
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Figure 5. REPROBUS box model simulated ozone loss
rates during 1999/2000 at 500 K in different model
scenario. Error bars for model runs are not shown for the
clarity of figure. 1. Ref: SLIMCAT Bromine and
Burkholder Jcp0r. 2. LB: Lowest Bromine (16 pptv) and
Burkholder Jcppop. 3. HB: Largest Bromine (26 pptv)
and Burkholder JC1202~ 4. Ref-J: SLIMCAT Bromine JC1202
from JPL-2002 Recommendation. 5. Match: Match results.

SLIMCAT initialization fields that have already considered
some extra bromine amounts (6 pptv) from VSLS.

[31] The sensitivity tests showed almost no effect of
changing K., on the ozone loss rates (maximum ozone
floss rate decreased by 10~ ppbv/sunlit hour), in agreement
with results from the work of von Hobe et al. [2005]. Hence
the tests concentrate on the Cl,O, photodissociation coef-
ficient (for example, computed from JPL-2002 recommen-
dation instead of Burkholder Jc»0,) and the total bromine
content in the simulation. The following four test runs are
shown in Figure 5 together with the experimental Match
results for the Arctic winter 1999/2000.

[32] 1. Ref: Reference run using SLIMCAT total bromine
and Burkholder JC]202~

[33] 2. LB: Lowest total bromine and Burkholder Jcj05.
For this run, all the bromine component that makes up the
total bromine is changed by the ratio 16/Br (total), where
Br,(total) is total bromine from SLIMCAT initialization
fields.

[34] 3. HB: The total bromine Br, is increased to 26 pptv,
and Burkholder Jcp0» is used.

[35] 4. Ref-J: SLIMCAT total bromine, Jcppo, values
from JPL-2002 recommendation.

[36] The error bars for the test runs are not shown for the
clarity of the figure. The effect on ozone loss rates of
changing the total bromine amount in the simulation from
16 to 26 pptv is largest in January and beginning of
February with a maximum change of 0.6 ppbv/sunlit hours
or 15% around 12 February. The use of Burkholder Jcp202
instead of the value recommended by JPL 2002 has a
similar effect with a maximum change on ozone loss rate
between the simulations (Ref and Ref-J) of 0.3 ppbv/sunlit
hour or 7% around the same date. The range of changes in
ozone loss rates induced by the sensitivity tests is thus
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Figure 6. Same as Figure 5 with LB scenario replaced by
LJ but at 450 K. 1. Ref: SLIMCAT Bromine and Burkholder
Jepoz. 2. LB: Lowest Bromine (16 pptv) and Burkholder
Jepoz- 3. LI Lowest Bromine (16 pptv) and Jcpop from
JPL-2002 Recommendation. 4. Ref-J: SLIMCAT Bromine
Jeroa from JPL-2002 Recommendation. 5. Match: Match
results.

largest during high zenith angle conditions. In the second
half of February and March, the effect of changes is smaller
because of partial recovery of ClO, into the CIONO,
reservoir [Rex et al., 1997], as shown in the upper panel
of Figure 3. Reduction in CIO amounts affects both the
dimer and the CIO + BrO catalytic cycles, which are
primarily responsible for the ozone loss in polar regions.
The use of Burkholder Jcjp0, and largest total bromine
content provides a better agreement of the simulated ozone
loss rates with Match observations in January. Yet the
largest observed loss rates of 6 ppbv/sunlit hour are still
not reproduced by the various test runs, and in February, the
simulated ozone loss rates overestimate the observed ones.

[37] We also performed similar sensitivity tests for the
level 450 K for which a significant overestimation of the
loss rates was obtained with the box model. For these tests,
the HB run with largest total bromine content was replaced
by a run characterized by the lowest total bromine content
and Jcpoo computed from JPL-2002 recommendation (LJ
run). The results are represented in Figure 6. They show that
the best agreement with observations is obtained with the LJ
scenario that provides the lowest ozone loss rates. Yet, even
in this configuration, the box model still overestimates the
observed loss rates at 2-sigma level by about 1.2 ppbv/sunlit
hour in the beginning of March. Comparable tests were
performed for the Antarctic winter 2003 at 475 K where
some significant overestimation was also observed in the
beginning of the winter (not shown). The tests provide a
better agreement with LJ scenario from July to mid-August
but at the expense of a larger underestimation at the end of
August. Because of the progressive saturation of the loss
rates from the end of August, the range between LJ and Ref
simulations that provide the lowest and largest loss rates,
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respectively, decreases from a maximum of 1.2 ppbv/sunlit
hour in the beginning of August to near zero in September.

[38] In both series of tests performed in the case of
underestimation and overestimation of the ozone loss rates,
the maximum difference in ozone loss rates between the
various scenarios is on the order of 1.2 ppbv/sunlit hour. This
is not sufficient to reach agreement with observed loss rates in
the cases where large differences exceeding 2 ppbv/sunlit
hour are retrieved. These tests studies have shown that since a
reasonable agreement was already achieved with the initial
simulations, the various scenarios that tend to increase (or
decrease) the ozone loss rate induce a marginal improve-
ment of the retrieved loss rates as compared to the
observations. These improvements are made at the expense
of a larger overestimation (or a larger underestimation) of
the loss rates for other levels and periods of the winters in
consideration.

6. Conclusions

[39] Simulations using the three-dimensional MIMOSA-
CHIM CTM and a box model using the REPROBUS
chemical scheme along Match trajectories and initialized
by SLIMCAT fields were performed in order to investigate
polar ozone loss rates derived from the Match technique
during several recent Antarctic and Arctic winters. Simulated
ozone loss rates were generally found to be in reasonably
good agreement with the Match results at 2-0 uncertainty
level, but the models failed to reproduce at 1-o the largest
ozone loss rates of the order of 6 ppbv/sunlit hour retrieved by
the Match technique in the Arctic at 500 K. Yet in some cases,
excellent agreement was achieved as for the winter 2002/
2003 with both model simulations at 475 K and for the winter
1999/2000 at 450 K with the MIMOSA-CHIM model.

[40] Since larger active chlorine levels are simulated in
the box model simulation because of the initial fields
provided by SLIMCAT, the ozone loss rates deduced from
these simulation are generally larger than those derived
from MIMOSA-CHIM simulations. They even exceed the
observed ones as in the case of the winter 1999/2000 at the
lowermost level and the Antarctic winter 2003 at both levels
in the beginning of the winter. Comparison with satellite
and in situ ClO measurements indicate that chlorine activa-
tion may be overestimated in the box model simulation and
SLIMCAT initial fields.

[41] The simulations performed for the Antarctic winter
show that saturation effects have to be considered when
comparing the modeled and observed loss rates especially
if large loss rates are simulated in August. The saturation
results in a rapid decrease in ozone loss rates in September.
Saturation effects were visible from the end of August in
the box model simulation and from mid-September in the
Match observations. Saturation was not reached in the three-
dimensional simulation during the Match campaign that
ended in the beginning of October.

[42] In the case of the three-dimensional simulations, the
evaluation of transport effects by computing ozone tracer
loss rates shows that in some cases (for example, in the
Arctic January 1995 at 500 K and in the Antarctic July 2003
at 475 K), the observed agreement with raw ozone loss rates
are accidental and mainly due to tracer loss during the
considered Match period. In other cases, the corrected ozone
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loss rates show the best agreement as in January 2000 at
500 K. Such dynamical effect seen in the simulations are
generally most pronounced at 500 K in the Arctic. In any
case, they have to be accounted for when ozone loss rates
retrieved by three-dimensional CTM simulations are com-
pared with Match observations.

[43] Test studies with the box model motivated by recent
results on the kinetic parameters of the C1IO-CI,O, catalytic
cycle and total bromine content in the lower stratosphere
resulted in a maximum change in ozone loss rates of
1.2 ppbv/sunlit hour, generally in high solar zenith angle
conditions. Simulations with Cl,O, photolysis rates derived
from Burkholder at al. [1990] measurements, and largest
total bromine content of 26 pptv improves the agreement with
Match results in some cases but at the expense of an
overestimation of the loss rates at the lower levels, taking
into account the large active chlorine already simulated by the
model. The overall agreement of the model simulations with
Match observations shown in this study tends to indicate that
the main processes of the chemical ozone loss in both Arctic
and Antarctic winters are basically understood. Improvement
in box model simulations as compared to previous studies
[e.g., Becker et al., 2000] stems mainly from improvements
in the SLIMCAT simulation providing the initial fields (for
example, a better representation of the subsidence rates and
the implementation of a NAT-based denitrification scheme),
which results in increased active chlorine levels in the lower
polar stratosphere. In this context, the use of stronger C1,O,
photolysis rates and larger total bromine results in a marginal
improvement, since large active chlorine levels are already
simulated.

[44] The agreement between modeled and observed ozone
loss rates found in this study is in general agreement with a
recent study by Frieler et al. [2006], which concluded that the
maximum ozone loss rates retrieved by the Match technique
in recent winters were compatible with maximum possible
active chlorine level in the lower stratosphere, taking into
account recent results on the ClO-Cl,O, cycle and total
bromine content. A further detailed assessment of the accu-
racy of simulated ozone loss rates will require a systematic
evaluation of simulated active chlorine levels by independent
measurements.
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