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Abstract—This paper presents a new end-to-end available pair paradigm is that the sender sends pairs of packets to a
bandwidth measurement tool called IGMPS (Improved Gap receiver. The pair packets are sent close enough together in
Model using Packet Size parameter). IGMPS is a lightweight 6 to cause the packets to queue together at the bottleneck

tool based on a new deterministic model of packet delays derived link. B ina the ch in th ket . th
from the Probe Gap Model which uses packet pair technique for InK. By measuring the changes In the packet spacing, the

actively assessing bottleneck link characteristics. In a previous receiver can estimate the amount of cross traffic that enter
work that presented a detailed analysis of the capabilities and between the tow packets at the bottleneck link and then infers
limitations of packet dispersion techniques, it is showed that pandwidth proprieties of the network path [2], [9], [15].

probing packet size parameter has a considerable effect on . S

the measurement accuracy. Based on this insight, the model N this paper, we develope a new deterministic model of
implemented in IGMPS takes into account this parameter and packet pair delays for end-to-end available bandwidth estima-
introduce it in available bandwidth estimation formula. Through  tion in IP network paths. This model captures the relationship
measurements OI’! several network testbed Configu.rations, .We between the amount Of Cross trafﬁc and the packet pa”' gap
evaluated IGMPS in terms of accuracy, convergence time and in- taking into account the size of each probing pair packet.

trusiveness and found that IGMPS provides available bandwidth . S s .
estimates with high accuracy. We investigated the effect of several Based on this deterministic model and considering a particular

deciding factors on IGMPS measurement accuracy and found case obtained when the two packets of the probing pairs
that when the probing packet size is equal or close enough to the are of the same size, we developed an active measurement

cross traffic packet size, IGMPS estimates available bandwidth too| called IGMPS (Improved Gap Model using Packet Size
with a very high accuracy. The comparison of IGMPS to Spruce - ). mater) that estimates the end-to-end available bandwidth
showed that our tool provides better quality of measurements . .

at the bottleneck link of the path. Based on an experimen-

and it clearly outperforms Spruce. el ' - )
Keywords— Available bandwidth, Network measurement, Mea- tal analysis in an isolated testbed configuration, we present

surement techniques and tools. IGMPS measurement results that verify the tool behavior and
illustrate its accuracy. Our experiments show that introducing
. INTRODUCTION the packet size parameter in the probe gap model formula

. ) L . improves considerably the accuracy of the measurements. We
The available bandwidth of a link is the unused capacity @,y that using probe packets whose length is equal or close

that link during a certain time period. At any specific instant, 1 to cross traffic packet size increases the tool accuracy.
in time, a link is either transmitting at the full link capacity In I hors h q | iiable bandwidth
or it is idle, so the instantaneous utilisation of a link is either M [11, authors Iave C(j:ompalred Ze\r/]erasaval able han V‘i' rt]

0 or 1. the definition of instantaneous available bandwidff€asurement tools and concluded that Spruce is the tool that
fers the best performance. Based on this insight, we compare

is meaningless, and a certain time-averaging is needed. i
d ging IGMPS to Spruce and show that our tool achieves better

available bandwidth4;(¢,T") of a link ¢ at time¢ is defined

as: performance.
This paper is organized as follows. First, we discuss the
i a related work in section Il. In section Ill, we introduce our
AT) =7 Ci (1 —w; (1)) dt deterministic model to estimate available bandwidth based on

! the probe gap model paradigm. The IGMPS implementation

WhereC; is the link's capacity and.;(t) is the percentage issue is introduced in section IV. In section V, we present our
of link utilization. The available bandwidth of a pathmade performance evaluation methodology and the first results on
of N links LIy, LIy, ...LIy (no routing changes or multipath|GMPS measurements. We discuss the effect of the used probe
forwarding occur during the measurement) is defined as: parameters in section VI. We compare IGMPS performance to

A= 'ErllinN (Ci (1 — )} = .,minN A, Spruce in section VIl and we conclude in section VIII.

To measure available bandwidth many different active prob- Il RELATED WORK

ing techniques have been developed. The packet pair techniqu®o assess and monitor bandwidth metrics, many measure-
is one of the most popular of them. The basic idea of packaent techniqgues and methodologies have been developed and



used in several existing software tools. This section aims @wailable bandwidth of the path. On the other hand, Spruce
describe the most commonly used techniques to measure @mslements the Probe Gap Model (PGM). It sends a Poisson
to-end available bandwidth in network paths and providgsocess of packet pairs to a destination. By measuring packet
some examples of tools using them such as Spruce, Pathlafigpersion at the receiver, Spruce collects individual samples

IGI and Pathchirp. Ai of available bandwidth:
Available bandwidth estimation techniques can be divided Yi — T
into tow categories: self induced congestion based techniques Ai=0C (1 T )

and cross traffic estimation based techniques. Self-induced

congestion based techniques assume FIFO queuing at alWherez is the initial inter-packet dispersion at the sender
routers along the path, cross traffic follows a fluid model arehdy; is the measured inter-packet dispersion at the receiver.
average rates of cross traffic change slowly. If a source sefide algorithm averages samplds to obtain a running esti-
probes to a destination at a raeless thanA, probes will mate of the available bandwidth:

experience similar delays. On the other handRifs greater Y

than A, probes will queue in the network and experience A= Z—Z

increasing delays. This technique is based on the observation iz "

that the delays of successive probing packets increase when

the probing rate exceeds the available bandwidth in the path. 110 red.uce the kprobing traffic Ioadr; Spk:uce abdjusts the
consists in probing the network at different rates and detectiﬁl%e_rage Inter-packet gap to ensure that the probe rate IS a
nimum of 240 kb/s an 5% of the end-to-end path capacity.

(at the destination) the point at which delays start to increadd
At this point, probing rate is equal to the available bandwidth. In [1], authors have compared and analyzed the performance
Pathload [3], [12], and PathChirp [5] implement this techniqu€f Spruce, Pathload, IGI and Pathchirp in an isolated testbed

Pathload uses the network self congestion paradigm cal priguration. Under the.conditions of their experiments au-
SLoPS (Self Loading Periodic Streams) for available band!°rS found that Spru_ce |s_the fastest, the most accurate tool
width estimation. Network congestion is obtained by sendirﬁ”d‘d one of the least intrusive.
packet streams to a destination with increasing bit rate. When
the trend of the packet's one-way delays is found to be
increasing the congestion is detected and available bandwidthy, this section we explain in detail our deterministic model

is evaluated. Pathload algorithm converges by dichotomy to thgsed on the packet pair methodology to model the available
available bandwidth value. Pathchirp uses the same methoghg&qwidth in a multiple link path. Before starting, we model

Pathload. It sends exponential flight pattern of probes callgk; the path capacity based on two different delay equations
a "chirp” for causing the self induced congestion on thgnq then according to the probe gap model we give a formula
network path. By rapidly increasing the probing rate withighat models the end-to-end available bandwidth in the path.

each chirp, Pathchirp obtains a rich set of information fro@,r model is based on the packet pair paradigm, it is then
which it dynamically estimates available bandwidth. The maignerative to make the following assumptions:

advantage of using exponentially spaced chirps is the reduction ) _
of the probing traffic load. 1) Cross traffic follows a fluid model and changes slowly.

Cross traffic estimation based techniques assume that thg) The routers of the path use FIFO-queuing service and
are store-and-forward.

capacityC of the path is known (it can be measured easily
with one of the capacity measurement tools such as NettimeNotations and different parameters used in the remain of
[7], Cprobe [8], ...etc) and the bottleneck link is both théhis paper are defined in table 1:

narrow and the tight link along the path. These techniques
and tools are based on the Probe Gap model (PGM) [2] that

I1l. AVAILABLE BANDWIDTH CHARACTERIZATION

Table 1 Parameter definitions.

consists in capturing the relationship between the dispersionparameter Parameter definition
of a packet-pair and the cross traffic rate at the bottleneck n hop length of the path
link of a path [9]. They begin by estimating the cross traffic di latency of the linki.

. . C; capacity of the link;
at the bottleneck and then compute the available bandwidth as  « size of the packek
the difference between the path capacity and the cross traffic t;; arrival time of the packek to the link
rateA = C — Cr These techniques are implemented in IGlI q queuing delay of the packét at the link!
[4] and Spruce [2] b bottleneck link

IGl uses a sequence of packet pair trains. It sends each
train with increasing inter-packet dispersion until it reaches theAccording to the reasoning given in [10], the path capacity
turning point. This point is obtained when the initial gap at th&odel is derived from two delay equations: the arrival time
sender is equal to the output gap at the receiver. This metHRftHation and the queuing delay equation.
assumes that at the turning point, the noise introduced by cros¥he arrival time equation predicts the time needed for a
traffic becomes zero mean and the probing rate is equal to ffacket to travel acrosklink in the path before reaching the



_ b—1 _ n—1
destination node. The arrival tint¢ of a packett at the link k— (Sk 1) + Z <5k 1) + (5k>
= i=b

[ is given using the following equation: " C : Ci Ci ©)
n—1
tl—to—i-Z( +d; +ql> ) e+ (d
=0
Weret} is the transmission time an@ < i < [). Since we have
The queuing delay! is given by the following equation: i . i, & . .
k k—1 k S B S S
g =maz (0,47 —di — 1) @ i:zb;d <a> = ; (CZ> - ; <a>
Using equation (1) et (2), the packet delay in a multiple link o )
path is expressed by: then by substituting in (6) we obtain:
—1 k
_to—l—Z( +d; +max(0,tz+1—di—ti)> 3) . Sk o b/ s
h={g )+ =5 )+ > o
Assuming that there is one bottleneck link (with capacity =0 =0
Cp = C) and no queuing occurs elsewhere. The second part n—-1 .
of the equation (3) can be split into the time to travel from the + Z (di) + 15—
source to the bottleneck, the queuing time at the bottleneck and i=0
the time to travel from the bottleneck to destination. Equation 1 -1y nl
3) becomes then : k _ k=1 _ ¢k it 2
© n (C>+(5 S);(C)Jr;(@‘)
b—1 - n—1 - (7)
— k k k—1
th = t’g+2(g+di> +[Sc+t’§+1l—t’g] +D_ (i) +1g
y 7 =0
=0 . (4)

For more compact notation, we define the following vari-
able:

i l l
1 1
d=yd == —
With (0 < i < n). Z Cl Z(@)

i=0 =0

Since the queuing occurs only at the bottleneck link and

using (3) we obtain From (7) we derive the capacity as :

Skfl
b-1 , 4 C= i (8)
s i k (sk—sk—1) sk k—1 1
tk - di = Ifk tn + b— - n—1 to - d
B Equation (8) gives the bottleneck link capacity in the path. It
Substituting in (4) we obtain: is expressed using several parameters which directly influence

the estimated capacity. In the following, we give a generic

ke, S & formula to estimate available bandwidth on the end-to-end

by =1 + C + tb+1 ty + Z path. Then, by experiments in sections V and VI, we show
i=b+1 that the obtained model provides better measurement results.

n—1
th = ( ) +tb+1 + Z ( > (5) A. Available bandwidth model

=+l The packet pair technique consists in capturing the rela-
Using (3), tlbcHl is given as: tionship bgtween the inter-packet gap of a packet pa.lirland the
cross traffic rate at the bottleneck link. A probe pair is sent

b, g from a sender with a time gaf\;,, = t& — k=1, and reaches
X S . . .
t’z:f —th 1 4 Z ( . > the receiver with a time gap\,,; = t* — tF~1.
i=0 A,y is the time taken by the bottleneck to transmit the
Equation (5) becomes then: sec.ond packet qf the pair and the cross traffic that grrived
during A;, . Using the Probe Gap model, the available
bandwidth at the bottleneck link is estimated as:

h= (% )+z’( )”]5“121(0]2”) a=c 1~ Bousbn) ©)




Substituting (8) in (9) we obtain: Substituting in (11) using (13) we obtain:
sE=L (2t + k=t — 26f 1 — )

n—1 n—1 _
A= v : ZdOWDZ(Sk)(Sk 1)
(th -t [th+ Lot - g -t - i C; C

ch—1 = (Cn-1 10) i=0 i=0

The one-way delay @W D) of a probing packet in the
path is the accumulation of the total transmission delays
Z?:’(Jl (éc—k) the link queuing delay;; and the link latency
d: ' OWD =tk — ¢k

g

O R RRT

The one-way delay) W D is given as:

L Then, equation (10) becomes:

n—1 k n—1 n—
S
OWD = E () + q + g d; n—1 n—1 , k k-1

i— i=0 dl = Z d’L = tﬁ_l - t§71 - Z

OWD = Z s L N ! i
~Z\G £ di Substituting in (10) with (14) we obtain
then A shTL(2tk 4 k=t —oh =t — k) (15)
n—1 n—1 k n—1 B ( k k—1 (sk—sk—1) sk—1 k k—1
s th—t67") | e+ e+ (-t )}
d=Y"d=0owD-Y (%)-Y a4 @@ b1 [ o T
% >(a)-Xe w

In formula (15), the end-to-end available bandwidth in the path

Assuming that there is only one queuing link which is thg defined as a function of several deciding parameters such as

bottleneck link and no queuing occurs elsewhere, then:  packet size, the bottleneck link capacity and packet departure
Z?:—Ol ¢ =q» Whereg, represents the queuing delay a@nd arrival times. If we consider the particular case where the

the bottleneck link. Equation (11) becomes: two packets of the pair have equal size$ & s*~! = 5),
then the end-to-end available bandwidth of the path is given
n—1 n—1 ok by;
Z; dz‘ =0OWD — Z; <C’Z> — (@p A= S (QAm - Aout) (16)

(Ain) [(Z) + Aou]

In the previous assumptions we assumed that the secefif;ation (16) is implemented in our measurement tool. The

packet of the probe pair arrives to the bottleneck before thgsign and performance evaluation of this tool are described
departure of the first packet. Since that, we can model theihe following sections.

delays of the two packets as shown in the Figure 1.

IV. IGMPS DESIGN AND IMPLEMENTATION

a a, C d., . .
' 2 h b Compared to the Probe Gap Model described in [2], our

model takes into account the packet size parameter that is
> very important when measuring available bandwidth and that
: _ : i Tune  impacts heavily on the results.
— Formula (16) is a particular case of the equation (15). It is
: P ke obtained by setting the first packet size equal to second packet
P X size on the packet pair, it defines the end-to-end available
: ¢ e (A, —A,) bandwid_th at the bottleneck link. We have implemented this
En e e formula in a measurement tool called IGMPS (Improved Gap
' ' ' Model using Packet Size parameter) developed in C language
Fig. 1. Modeling packets arrival and departure in the bottleneck qugue. under Linux environment.

is the arrival timed; the departure time ang; the queuing delay. IGMPS is a one-way measurement tool, it is composed
of two distinct parts, the sender program and the receiver

program. Assuming that the bottleneck capadityis known
i gh—1 (it can be estimated using one of the well known capacity
@ =€+ < C ) + (Aout — Ain) (12) measurement tools such as Nettimer [7], Cprobe [8], ... etc)

IGMPS sets the initial inter-packet gay;,, at the sender and
Assuming thate is too small so we can set it equal to Omeasures the output gaj,,; at the receiver.

then equation (12) becomes:

From this figure we can define the following equation:

IGMPS sets the pair inter-packet dispersion at the sender
i skt equal to the transmission time of 1500B data packet on the
qQy = + (Aout - A’in) (13) : : H H _
C bottleneck link ( for instance, in 10Mb/s path the inter-packet




sufficient to ensure that cross traffic packets arrive at tl

gap is about 1.2 ms). This inter-packet dispersion time =
~ ”
Ps

bottleneck queue between the tow probe packets of a pi Pd
This will ensure that the bottleneck queue does not emg e e e
between the departure of the first and the second packet| g 1 2 3 cd

the pair. The initial inter-packet gap must not be too large

ensure that the two packets of a pair queue together at
bottleneck link. At the receiver, IGMPS measures the outp
inter-packet gap that is equal to the transmission time of 150t=
data packet and cross traffic packets that are arrived at the
bottleneck queue between the first and the second packet of
the pair. Analyzing this information and knowing both the

bottleneck link capacity and the size of each probing packghenario we use a TCP traffic generated with an exponentially
IGMPS calculates available bandwidth and gives one sampi@yihyted Inter Departure Time (IDT) and a constant packet
measurement following formula (16). size.
IGMPS probe packets travel one-way from the sender to

the receiver. The IGMPS sender sends a Poisson proces:
packet-pairs of 1500B UDP packets. So the dispersion betwe|
to pairs follows an exponentially distributed function with ai
average much larger thafy;, (about 100 ms). The receiver
performs the available bandwidth estimation and echo ba
the result to the sender. The Poisson process sampling me
IGMPS to be non-intrusive compared to certain tools that u
packet trains instead of sending a sequence of probing pac
pairs, such as Pathload [3] and Pathchirp [5].

To cope with the burstiness of cross traffic and to i
prove the measurement accuracy, IGMPS performs a seque
of k packet-pair measurements and computes the availa
bandwidth at timet as the average of the lagt sample
measurements. IGMPS sets the default valué & 100. Experiments

Cross traffic

mmp Measurement traffic

Fig. 2. Available Bandwidth Measurement Testbed.

OExpected valug BIGMPS measure (UDF) |

Available Bandwidth (Mb/s)
o

V. PERFORMANCE EVALUATION Fig. 3. IGMPS measurement results in 10 Mb/s path with UDP cross traffic.

This section shows some measurement results and validates
IGMPS in terms of accuracy, response time and intrusivenessThe data presented in this section is collected using IGMPS
Afterwards, it is compared to Spruce that uses the Protwmol for available bandwidth measurement along the path (Ps,
Gap Model. For that purpose, we ran several experiments Bd). Varying the cross traffic rate from 0 to 10 Mb/s in a 10
an isolated testbed configuration using IGMPS to measuvtb/s path will make the available bandwidth vary from 10 to
available bandwidth of the network path. The topology i8 Mb/s. Under each scenario, The experiments are undertaken
shown in Figure 2 where Ps and Pd are respectively thg increasing the cross traffic rate with 1 Mb/s increments in
probing source and destination. This path comports three Cigach measurement session. A total of 30 experiments were run
1700 series routers. The capacity of the bottleneck situated@t each value of the available bandwidth. The measurements
the second router, is 10 Mb/s and all of the other links haweere collected and the averages of the results obtained with
a 100 Mb/s bandwidth. IGMPS measurement tool consists IGMPS for each cross traffic pattern are presented in figure
separate user-level sender and receiver parts. 3, figure 4 and figure 5. Figure 3 shows IGMPS results in an

The sender part is set up on Ps and the receiver part on P@d-to-end path with a periodic UDP cross traffic. This figure
Cs and Cd are used to generate cross traffic using D-ITG trafffe0Ws that IGMPS closely tracks the available bandwidth and
generator tool [16] . The traffic analyzer Ethereal is installegPrrectly responds to the cross traffic variation.
both on P; and Cy. It is used to report measurement traffic IGMPS results with a periodic TCP cross traffic are depicted
load and convergence times of IGMPS and also to verify the figure 4. This figure shows that with such cross traffic
cross traffic throughput generated by the traffic generator. pnofile, IGMPS measures the available bandwidth with high
order to evaluate the accuracy and performance of our tool, aecuracy and responds correctly to the cross traffic variation.
considerate three different scenarios regarding the generadt@MPS results under the third scenario that considers an end-
cross traffic pattern. In the first and second scenarios, the cras&nd path with exponentially distributed IDT are depicted
traffic is respectively a constant bit rate UDP and TCP traffin figure 5. As like as the first and second scenarios, results
generated with constant packet size. However, in the thiofbtained in this case show that IGMPS achieves good perfor-
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Fig. 4. IGMPS measurement results in 10 Mb/s path with TCP cross traffieig. 6. The standard deviation of IGMPS measurements with UDP and TCP
scenarios .

mance in terms of measurement accuracy. ) _ ) .
bandwidth obtained by varying the cross traffic in the path.

From figure 8, we observe that, under the first scenario (UDP
cross traffic), with the exception of the first estimate, the
measurement error on IGMPS is below 10% and in most
. cases the error is less than 5%. Results show that IGMPS
is very accurate when the bottleneck link utilization is low.
However, when the bottleneck link utilization is high, IGMPS
produces less accurate measurements that are over-estimated
by around 48%. Under the second scenario, IGMPS performs
more accurate measurements. It presents a very low relative
error that is less than 5% in almost cases. However, Under the
third scenario (TCP cross traffic with exponentially distributed
IDT), IGMPS is slightly less accurate with a relative error that
is about 10%.

[ oEupected ABw @IGMPS (TCP. Exponenetial IDT) |

Avaialble bandwidth (Mb/s)
o

Experiments

| mIGMPS UDF) 8IGMPS (TCF) ®IGMPS (TCP : Expanential 0T) |

B0% -
Fig. 5. IGMPS measurement results in 10 Mb/s path with TCP cross traf
and Exponentially distributed IDT.

0%
The standard deviation values of IGMPS measuremer| 4., |
according to each scenario are shown in figure 6. The
histograms show that the averages of available bandwic
measurements in the second and the third scenarios are g
with high standard deviation values, which means that IGMF
hugely underestimates or overestimates the available ba
width in some cases. Since the experiments are perforrr
under the same conditions for the two scenarios, resu 0% ;
obtained on the standard deviation show that IGMPS prese e ""E_-B}B N A
a low measurement repeatability. however, in the first scenar e e
IGMPS presents reasonable standard deviation values.

30%

Relative Error

20% A

. . ig. 7. IGMPS accuracy represented by the relative error. With the exception
Figure 7 shows IGMPS relative measurement error unc@the A first cotimares IOMPS 15 Ver;'accurate. P

each scenario. the relative error is defined as:

|abw_exp — abw_est|
abw_exp A. Intrusiveness and response time

rel_err =

Where abw_est is the available bandwidth estimates gener- To highlight IGMPS performance in terms of convergence
ated by IGMPS tool, andbw_exp is the expected availabletime and measurement traffic load, we compare it to the



well known tool Pathload. This tool uses a self-congestic BIGMPS T Pathinad
technique to infer the available bandwidth of the stress(  zom-
end-to-end path. This technique results generally in hig
convergence time and huge measurement traffic load. 2500 1

Available bandwidth is a parameter that varies over time.
is therefore essential to measure it as fast as possible. To
IGMPS we repeat the experiments 30 times. The converget
time is therefore the average of the 30 measurements respc
time. Each IGMPS response time is the necessary time to st
and process: packet pairs (in this cask = 100 ), so this
convergence time closely depends on the length of the prob |
pair train. Results of IGMPS convergence times are depicted o N} g : ﬁﬁﬁ ﬁﬁﬁﬁ
figure 8. this figure shows that, compared to Pathload, IGMF 50005 202 A 3 40 45 S0 55 D ES M 75 A0 85 S0 35100
presents a short and stable convergence time which is ab Avallable bandwidth b's
10s.

2000 4

1500

1000

Probe traffic load {Kb/s)

500 A

Fig. 9. IGMPS intrusiveness represented by the probe traffic load. IGMPS
generates constant and low measurement traffic load that is about 250 Kb/s.

BIGMPS o Pathload

70 q

B0 generates much more high traffic load which makes it, in

. some cases, about 12 times much more intrusive than IGMPS.

Pathload intrusiveness is due to the SLoPS algorithm [3]

401 that attempts to occupy all the available bandwidth to extract

] path characteristics. To resume, the comparison of IGMPS
and Pathload showed that the former is faster and much less

10 gg 1

ol :

5 10

intrusive.
15 20 25 30 35 40 45 51 85 B0 B5 70 75 80 65 90 95 100 In this section we study the impact of the variation of some
Available handwidth (Mb/e) IGMPS parameters on estimation performance. (such as the

probing packet size and the number of pairs in a measurement

Fig. 8. IGMPS response time (in seconds) compared to Pthload converges%]uence).
time. The convergence time of IGMPS is stable and it is about 10s.

Convergence time (s}

VI. EFFECT OFIGMPSPROBING PARAMETERS

A. Probing packet size
In some cases IGMPS is 7 times faster than Pathload. The

long measurement time of Pathload is due to its convergencd © Study the impact of the packet size on the measurement
algorithm. Indeed, Pathload monitors changes in the oAgcuracy, experiments are carried out using IGMPS with
way delay of the probing packets in order to determine th@riable probing packet size ranging from 100 to 1500 bytes,
relationship between probing speed and available bandwidi@Sults are shown in Figure 10. In this 3D figure, the y-
Pathload uses a dichotomic convergence algorithm, so @S that is labeled ABW represents the expected available
convergence process is slow down when the probing packB&dwidth, the x-axis represents the probe packet size and
experience different levels of congestion which leads to obtdffe Z-axis represents the available bandwidth measurement
long probing times as shown in figure 8. In contrast, the coRbtained using IGMPS.
vergence of IGMPS is determined directly by the number of The main observation from Figure 10 is that, when the link
probing packet pairs transmitted from the sender to the receiwgitization is high and when the probing packet size varies
which makes IGMPS convergence time closely depends on thetween 100 and 700 bytes IGMPS hugely over-estimates the
parametelk. available bandwidth. However, it under-estimates the available
We define tool intrusiveness as the ratio of the average tdgndwidth when the probing packet size is ranging from 1000
measurement traffic load to the path Capacity_ The measut'%.lsoo by’[eS. On the other hand, when the link utilization is
ment traffic load depends on the probe packet size and Ig4: the measurement accuracy proportionally increases with
the number of probe packet pairs sent from the source ¥ Probing packet size. In both the two cases, we observe
the destination. In our experiments, IGMPS sends 100 packedt when the packet size is between 800 and 1000 or between
pairs to the receiver. Each packet is of 972 Bytes length. Th&00 and 1500 bytes, IGMPS tool achieves the most accurate
measurement traffic load is illustrated in figure 9. This figur@easurements.
shows that IGMPS generates constant and low traffic loadAs explained in section VI (IGMPS Design and Imple-
that is only about 250Kb/s. Compared to IGMPS, Pathloadentation) the inter-packet gap is the time delay between



the departure of the first and the second packet of the pavailable bandwidth measurement are summarized in figure 11.
This gap is function of two different parameters. The firainder high link utilization, IGMPS overestimates the available
parameter is the inter-packet dispersion set to the necesdaapdwidth when it uses small packets (packet length between
time to the bottleneck link to transmit 1500 bytes of datd,00 and 400 Bytes) and underestimates this latter when the
and the second parameter is the size of the second packefp(imbe packet size is between700 and 1200 Bytes. However,
IGMPS algorithm the two packets of the pair are of equal sizeyhen the the probe packet size is between 400 and 500 Bytes
The initial inter-packet gap depends then both on the pacKethich is very close to cross traffic packet length : 460 Bytes)
size and on the bottleneck link capacity. With small packéEMPS presents a nice convergence. Figure 11 shows that,
size or high bottleneck link capacity, we will have small interalso when the probe packet size is between 1300 and 1500
packet gaps. Bytes IGMPS measures the available bandwidth with good
accuracy. These results are in agreement with those obtained
in the first experiments and they show that our hypothesis
is plausible enough to be considered. This section presents
preliminary results. To definitely confirm our hypothesis, much
more experiments under various scenarios are needed.
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Fig. 10.  Effect of IGMPS probing packet size on available bandwidt
measurement with cros traffic packet size of 972 bytes.
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In our experiments we have a constant bottleneck lir
capacity of 10Mb/s which leads to have an inter-packet dispt
sion of 1.2ms. The initial gag\;,, depends then only on the
packet size parameter. With small packet size, the resulti
probe inter-packet gaps are more sensitive to interferer
and harder to measure accurately (especially for user-le
applications). Indeed, in such cases, IGMPS has tendency
send packets with larger inter-packet dispersian, (> A;;,).
Larger the dispersion is, the higher the amount of cross traf'-
packet pair W.'” be. At the recewe.r' the av?”able bandwidth IFslg. 11. Effect of IGMPS probing packet size on available bandwidth
calculated using formula (16) which consideks, parameter measurement with crosse traffic packet size of 460 bytes.
instead ofA/ . The disregard of the possible errors on the
initial gap in IGMPS algorithm leads to underestimate the
cross traffic and then to overestimate the available bandwidth
in the considered end-to-end path. The measurement inaccu-
racy is accentuated and affects the results significantly when
the link utilization is high. Results presented in figure 10 are
obtained using a cross traffic with 972 bytes packet size. This
figure shows that IGMPS achieves nice convergence when the
probing packet size is between 900 and 1000 bytes. Based of,, |GMPS implementation, the default value of probing
this observation, we think that when the probing packet sig@cket size is set to the maximum non-fragmented packet
is close enough to cross traffic packet size, the probe packgle ie the path Maximum Transmission Unit (MTU) size
pair interacts more significantly with cross traffic packets. that is equal to 1500 bytes in our case. The reason of this

In order to confirm this hypothesis, other experimentshoice is that a larger packet size leads to wider inter-packet
using smaller cross traffic packets are undertaken. In thispersion that is easier to measure, more robust to queuing
scenario, the cross traffic injected in the network path is a@elay noise, and less sensitive to the timestamping resolution
UDP traffic with 460 Bytes sized packets. The results of thed the receiver.
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Fig. 12. Effect of—_r:qeasuremetEBequence +é-r\gth on IGMPS performance.
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However, in real conditions of internet, we recomrend to
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The packet size distribution in Internet has clusters arouH&ndW'dth' Indeed, using shorter pair sequence leads to get a

40 Bytes, 500 Bytes and 1500 Bytes. In [17] authors sho der range of available bandwidth estimates. The reason is

that the most of Internet packets are less than 552 Bylt é‘t the cross traffic along the path is bursty and with a shorter
gir sequence we obtain a shorter sampling interval, which

length. They show also the predominance of small pack . .
9 y P P %ads to see a wider range of estimates. On the other hand,
t

with common size of 44 Bytes and 552 bytes (TCP Maximu 13 and Fi 14 show that bai lenath h
segment size) which include TCP acknowledgement segme @%“r‘?s and Figure 14 show that pair sequence length has a
rge impact on the cost of IGMPS algorithm. This parameter

TCP control segments such as SYN, FIN and RTS packe(s. v affect th ¢ of ¢ traff ted
Based on this insight, we think that it is necessary to impro rectly afiect the amount ot measurement traffic generate
y the tool and its convergence time. Indeed, both IGMPS

IGMPS algorithm by dynamically varying the probing packe . _ i . . .
size during the measurement. Since IGMPS sends the recerges'ponse time and intrusiveness proportionally increase with

with & packet pairs, as a future work, we plan to use (fc} € number of pairs in a measurement sequence.
instance)k/2 pairs with 400 Bytes sized packets/4 pairs
with 600 Bytes sized packets and finally/4 pairs with
1500 Bytes sized packets to interact well with Internet traffic Lab experiments to compare the performance of IGMPS
packets. We will not use probe packets that are less than 400existing tools (Spruce, Pathload, IGI and Pathchirp) are
Bytes length because the gaps generated in this case are hardgied out in the same network configuration shown in Figure
to measure accurately and therefore, IGMPS obtains inaccuratbut due to space constrain we can not provide the results
measurements of the available bandwidth. Our conclusionakthe all experiments of the comparative analysis. So, in this
that in general, small probing packets sizes may overestimageticle we focus our interest on Spruce because, as IGMPS,
this tool uses the packet pair technique too and, as mentioned

VIl. COMPARISON OFIGMPSTO SPRUCE TOOL
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Fig. 13. Effect of measurement sequence length on IGMPS response tirk@g. 15. Comparison of IGMPS and Spruce performance in 10 Mb/s path.
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Fig. 14. Effect of measurement sequence length on IGMPS traffic loadFig. 16. Comparison of IGMPS and Spruce relative errors in 10 Mb/s path.

in section I, this tool seems to be one of the tools that offefd® end-to-end path which limits its applicability since regular
the best performance with regards to the criteria studied in tf§8d-users often only have local access. the second one is
paper (accuracy, convergence time and intrusiveness). in dift the deterministic model implemented in IGMPS assumes
experiments, we make available bandwidth ranging from 0 taat the path routers use FIFO queuing service to schedule
10 Mb/s. the results are depicted in Figure 15 and the relatR@ckets. This model may not apply to wireless networks

errors of IGMPS and Spruce are illustrated in figure 16, Where packets are often scheduled using non-FIFO queuing

. algorithms. Finally, IGMPS algorithm assumes that the cross
Results show that IGMPS reacts well to cross traffic var-g o . Y g . S
: ) : . traffic is fluid and changes slowly. This assumption is not
ation and closely tracks the available bandwidth. It achieves_,. .. . o
; . : realistic in real Internet conditions.
the measurements with a very high accuracy and its relative
measurement error is in some cases less than 3%. Compared

to IGMPS, Spruce is less accurate. Indeed, despite the slight
inaccuracy of IGMPS when the link utilization is high (in the |5 this paper, we presented a deterministic model for
first estimates), Spruce achieves less accurate estimates f@fating end-to-end available bandwidth. This model is
IGMPS in each measurement session. In the conditions of §gsed on the packet pair paradigm and takes into account
experiments, IGMPS clearly outperforms Spruce. the packet size parameter. Then, we introduced IGMPS, a
These experiments have shown that IGMPS achieves toel that estimates available bandwidth based on the pro-
best performance in terms of measurement accuracy, conymsed model and compared its performance to Spruce. Results
gence time and intrusiveness. However, we call attention showed that IGMPS is very accurate and in the conditions of
three limitations in IGMPS design. The first one is that IGMP8ur experiments, it outperforms Spruce. Experiments showed
requires access to both the sender part and the receiver pathaf introducing the packet size parameter in the available

VIII. CONCLUSION



bandwidth formula improves considerably the accuracy of
the measurements. Indeed, we showed that when the probing
packet sizes are equal or close enough to the cross traffic
packet sizes, IGMPS estimates available bandwidth with a
very high accuracy. we plan to improve IGMPS measurement
accuracy by dynamically varying the probing packet size in a
carefully defined interval to interact well with Internet traffic
packets.

The study presented in this paper was focused on a small
number of criteria which seemed to be the most important.
However, this study must be completed by considering other
parameters and by evaluating IGMPS under real Internet
conditions.
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