N

N

Numerical simulation of spray coalescence in an eulerian
framework : direct quadrature method of moments and
multi-fluid method

Rodney Fox, Frédérique Laurent, Marc Massot

» To cite this version:

Rodney Fox, Frédérique Laurent, Marc Massot. Numerical simulation of spray coalescence in an
eulerian framework : direct quadrature method of moments and multi-fluid method. Journal of Com-
putational Physics, 2008, 227 (6), pp.3058-3088. 10.1016/j.jcp.2007.10.028 . hal-00157269

HAL Id: hal-00157269
https://hal.science/hal-00157269
Submitted on 26 Jun 2007

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-00157269
https://hal.archives-ouvertes.fr

hal-00157269, version 1 - 26 Jun 2007

Numerical simulation of spray coalescence in an Eulerian
framework: direct quadrature method of moments and
multi-fluid method

R. O. Fox*

Department of Chemical and Biological Engineering, 2114&uey Hall, lowa State University,
Ames, |IA 50011-2230, U.S.A. - rofox@iastate.edu

F. Laurent*™ and M. Massot

Laboratoire dEnergetique Mokculaire et Macroscopique, Combustion, UPR CNRS 2B&ole
Centrale Paris, Grande Voie des Vignes, 9229%t€hay-Malabry, France -
frederique.laurent@emz2c.ecp.fr, marc.massot@em2d¢recp

Abstract

The scope of the present study is Eulerian modeling and atioal of polydisperse liquid sprays
undergoing droplet coalescence and evaporation. The fioead@l mathematical description is the
Williams spray equation governing the joint number dengityction f (v, u; x, t) of droplet volume
and velocity. Eulerian multi-fluid models have already begorously derived from this equation in
Laurent et al. [22]. The first key feature of the paper is thaliaption of direct quadrature method of
moments (DQMOM) introduced by Marchisio and Fox [24] to thélms spray equation. Both the
multi-fluid method and DQMOM vyield systems of Eulerian cansdgion equations with complicated
interaction terms representing coalescence. In orderdasfon the difficulties associated with treat-
ing size-dependent coalescence and to avoid numericattaimtg issues associated with two-way
coupling, only one-way coupling between the droplets ands/anggas velocity field is considered.
In order to validate and compare these approaches, thercleogéiguration is a self-similar 2D ax-
isymmetrical decelerating nozzle with sprays having wssisize distributions, ranging from smooth
ones up to Dirac delta functions. The second key featureeopétper is a thorough comparison of the
two approaches for various test-cases to a reference @olokitained through a classical stochastic
Lagrangian solver. Both Eulerian models prove to descridmgaately spray coalescence and yield
a very interesting alternative to the Lagrangian solveg Tiird key point of the study is a detailed
description of the limitations associated with each metltmgls giving criteria for their use as well as
for their respective efficiency.
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1 Introduction

In many industrial combustion applications such as Diergires, fuel is stocked in con-
densed form and burned as a dispersed liquid phase carriadghgeous flow. Two phase
effects as well as the polydisperse character of the dre@etdistribution (since the droplets
dynamics depend on their inertia and are conditioned by) siae significantly influence
flame structure. Size distribution effects are also enarentin a crucial way in solid pro-
pellant rocket boosters, where the cloud of alumina padiexperiences coalescence and
become polydisperse in size, thus determining their gldipamical behavior [17,18]. The
coupling of dynamics, conditioned on particle size, witlalescence or aggregation as well
as with evaporation can also be found in the study of fluidkzeds [36] and planet formation
in solar nebulae [5,6]. Consequently, it is important toéhesliable models and numerical
methods in order to be able to describe precisely the phy$itso-phase flows where the
dispersed phase is constituted of a cloud of particles ebwarsizes that can evaporate, coa-
lesce or aggregate and also have their own inertia and sizéittoned dynamics. Since our
main area of interest is combustion, we will work with spréy®ughout this paper, keeping
in mind the broad application fields related to this study.

Generally speaking, two approaches for treating liquicgagprcorresponding to two levels
of description can be distinguished. The first, associatiéldl avfull direct numerical simu-
lation of the process, provides a model for the dynamics efitiberface between the gas
and liquid, as well as the exchanges of heat and mass betWedwd phases using vari-
ous techniques such as the Volume Of Fluids (VOF) or Leveh&hods [3,15,19,35]. This
“microscopic” point of view is very rich in information on ¢hdetailed properties at a more
local level concerning, for example, the resulting dragreeon one droplet depending on
its surroundings. The second approach, based on a mord glmbaof view, describes the
droplets as a cloud of point particles for which the exchamgfanass, momentum and heat
are described globally, using eventually correlationd, tae details of the interface behavior,
angular momentum of droplets, detailed internal tempegadistribution inside the droplet,
etc., are not predicted. Instead, a finite set of global pteggesuch as mass, momentum,
temperature are modeled. Because it is the only one for whiaherical simulations at the
scale of a combustion chamber or in a free jet can be condutisdmesoscopic” point of
view will be adopted in the present paper.

Furthermore, we are interested in sprays where dropletictiens (e.g., coalescence) have to
be taken into account, which corresponds to liquid voluraetfons between.1% and1%.
O’Rourke [30] classified the various regimes from the “vdmntspray”, which are trans-
ported by the gaseous carrier phase without influencingaeaus phase, through the “thin
spray” regime, for which there is two-way coupling throudie tmomentum equation be-
tween the two phases, up to the “thick spray” regime for whinghvolume fraction of liquid

is high enough so that droplet-droplet interactions haveetétaken into account, but is still
low enough so that the liquid volume fraction is negligibfec@mpared to the gaseous one.
Because our primary focus is on the ability of Eulerian mdghto capture droplet coales-
cence, our study is limited here to the “thick spray” regifBg.restricting our attention to
one-way coupling, we can avoid difficulties (e.g., grid cergence) associated with using
Lagrangian methods with two-way coupling, and it will thus jpossible to make detailed
comparisons between Eulerian and Lagrangian simulatsuritee



In the mesoscopic framework, there exists consideraldednt in the development of numer-
ical methods for simulating sprays [18,17,27,28,22,38E Principal physical processes that
must be accounted for are (1) transport in real space, (pjetrevaporation, (3) acceleration
of droplets due to drag, and (4) coalescence of dropletsigad polydispersity. The major
challenge in numerical simulations is to account for therggrcoupling between these pro-
cesses. Williams [37] proposed a relatively simple transpguation based on kinetic theory
that has proven to be a useful starting point for testing howmerical methods for treating
coalescing liquid sprays. In the context of one-way couplthe Lagrangian Monte-Carlo
approach [9], called Direct Simulation Monte-Carlo met{p&MC) by Bird [4], is gener-
ally considered to be more accurate than Eulerian methadsolging Williams equation.
However, its computational cost is high, especially in aady configurations. Moreover, in
applications with two-way coupling, Lagrangian methods difficult to couple accurately
with Eulerian descriptions of the gas phase. There is thusiderable impetus to develop
Eulerian methods for describing sprays. In this paper, wat lour attention to one-way
coupling with a given (laminar) gas velocity field (i.e., eway coupling with a given gas
velocity field.) Thus no turbulence models are required tselthe spray equation.

In a recent paper Laurent et al. [22] have demonstrated thabdéay of an Eulerian multi-
fluid model to capture the physics of polydisperse evapugaprays with one-way coupling.
This approach relies on the derivation of a semi-kinetic eifrdm the Williams equation us-
ing a moment method for velocity, but keeping the continusmes distribution function. This
distribution function is then discretized using a “finitelyme” approach that yields conser-
vation equations for mass, momentum (and eventually otiogrgoties such as temperature)
of droplets in fixed size intervals called “sections” extengdthe original work of Tambour,
Greenberg and collaborators [12,13]. Even though thisagagbr has recently been extended
to higher order by Laurent [20] and Dufour [7,8], the nedgsi discretize the size phase
space can be a stumbling block in some applications. Mometitads, on the other hand,
do not encounter this limitation.

In this work, we apply the recently developed direct quadeinethod of moments (DQ-
MOM) [24] to treat Williams equation in a Eulerian framewovks its name implies, DQ-
MOM is a moment method that closes the non-linear terms, (@.gplet coalescence) using
weighted quadrature points (abscissas) in phase spadeaSlmsure relates to the construc-
tion of an approximated number density function from a sehofments under the form of a
sum of Dirac delta functions, the support of which corregfzoio the abscissas. However, itis
important to make a clear difference between such an Enlaparoach and the correspond-
ing Lagrangian approach, for which the number density is@pmated by a large number of
numerical “parcels”. The evolution of abscissas and theesponding weights are governed
by the dynamics of a few moments, whereas the evolution gbdneels are governed by the
Williams equation since they are a stochastic discretimatif this equation. Consequently,
the DQMOM usually involves a very restricted number of unkne on a Eulerian mesh,
whereas the Lagrangian method involves a very large nunfharkmowns that are followed
along their trajectories in phase space.

The DQMOM method distinguishes itself from other quadratorethods (e.g., QMOM
[26,25]) by solving transport equations for the weights adcissas directly (instead of
transport equations for the moments). The source termbdédransport equations depend on
the physical processes involved. For Williams equationsthwew in Section 2 that laminar



transport and drag result in source terms that are indepeénfléhe choice of moments and,
in fact, are equivalent to those used in Lagrangian formanat When evaporation does not
lead to the disappearance of droplets in finite time, thidss &rue for the evaporation pro-
cess. On the other hand, coalescence leads to a linear sigstdme source terms for which
the coefficient matrix depends on the choice of moments. Pppécability of DQMOM to
Williams equation thus depends on whether or not a parti@hlaice(s) of moments can be
found that leads to a non-singular linear system. When thpaation law allows the dis-
appearance of droplets in finite time the equations for thenerds of the number density
function not only involve unclosed integral terms, but alse flux of disappearing droplets,
i.e. the pointwise value of the number density function abzgze. This quantity has then to
be closed since it has a strong influence on the dynamics eflibke set of moments; it leads
to a significant difficulty since it corresponds to the re¢amgion of a pointwise value of the
number density function from a set of its moments. In thislgtuve propose a solution to
this difficult issue. Note that because spatial transpdreeted explicitly, it suffices to tackle
the flux problem in the homogeneous case. We will see that gé®y is to provide a flux
closure that yields stable moment dynamics and a non-anfnéar system in the DQMOM
framework.

Let us also underline that the transport terms in the syst#nesnservation equations for
both Eulerian models are the same and given by pressuredssdygamics. The structure
of these transport terms and the associated difficulties haen the subject of several stud-
ies and there are numerical methods designed in order tothreaesulting singularities as
shown in [22]. The question of the computational efficientgurh Eulerian approaches (es-
pecially in coalescing systems) is a key question sinceethesthods are intended to be used
in more realistic unsteady configurations as an altern&titiee too costly Lagrangian meth-
ods for polydisperse sprays. We have already studied tleistigun in [22] where the Eulerian
multi-fluid approach was shown to offer a good precision witielative low cost [22]. Be-
cause of the similarity of the transport terms for both Baleapproaches, the conclusions
about the computational efficiency presented in [22] are addid for the DQMOM method.
Consequently we focus our study and comparisons on stayi@oafigurations for which
we are sure to have a reference solution at our disposal antdvifhich we can obtain firm
conclusions about the capabilities of the various appresich

In Section 3, we present the chosen test configuration, wikiehself-similar 2D axisym-
metrical decelerating nozzle and sprays with two inletrdigtions: a smooth monomodal
function and Dirac delta functions. We also discuss in tl#taireasons (e.g., significant co-
alescence rates) for the choice of the test cases, and wiyatbeparticularly challenging
for the various numerical methods. Finally the Lagrangiaives, the numerical subtleties
for obtaining the associated reference solution, as wethasnulti-fluid method are then
presented. In Section 4, we consider the results for thewatest cases including combina-
tions of coalescence, linear evaporation in terms of vol(simee it conserves the number of
droplets and thereby eliminates the need to model the eatipoiflux) and the usual non-
linear evaporation law (for which the evaporative flux musthodeled.) We present results
for the most difficult test cases, designed to highlight tha&llenges one would encounter in
more realistic cases. The results are compared to a retesahgation obtained through a La-
grangian stochastic algorithm [17]. The advantages anidiions of the Eulerian methods
are then analyzed in detail in terms of precision and effayeh is shown that the DQMOM
method offers very interesting features in a number of siina (e.g., strongly coalescing



droplets), and is a good candidate for more complex configurs

2 DQMOM for Williams equation

The Williams transport equation [37] for the joint volumelacity number density function
f(v,u;x,t)is

6tf+U6Xf+av(va)+au(Ff)zrv (1)

where R, is the evaporation ratdy is the drag force acting on the droplet, ands the
coalescence term. Note that specific forms for the evaporatite and drag law are not
required for DQMOM. However, in this work we will consider emvay coupling with a
given gas velocity that appears i Using standard assumptions [22], we can write the
coalescence term in two parfd= Q_, + Q1 , where

coll
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v =v —v*, u® = (vu —v*u*)/(v —v*), andJ = (v/v°®)? is the Jacobian of the transform
(v,u) — (v°,u®) with fixed (v*, u*). The collision frequency functioR is defined by

B(jlu —u*|,v,v") = Eeoa(Ju — u*|,v,v") (v, v*)|Ju — u”|, (4)

whereE,.. IS the coalescence efficiency probability, which, basechupe size of droplets
and the relative velocity, discriminates between reboumtiaalescence, and

RY 1/3 R 1/372
N=n|(= . 5
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For simplicity, we will takeF,,,; = 0 (no coalescence) df.,.,, = 1; however, any other
functional form could be used in the derivation that followismore general version of the
spray equation would include the droplet temperature aniéentar composition. For sim-

plicity, we consider only the volume and velocity in this \woFinally note that adding spatial
diffusion terms in Eq. (1) would generate additional term®QMOM [24].

One of the principal mathematical difficulties when devaigpEulerian solvers for Eq. (1)
is the accurate treatment of the coalescence term. Indeedntegral form ofl" leads to
highly non-local and non-linear interactions in volumdeaity phase space. A “direct” Eu-
lerian solver would require discretization of the high-dimsional phase space (in addition
to real space), and would thus be computationally intrdetab contrast, multi-fluid models
discretize only the volume phase space and use the averbgityweonditioned on droplet
size (i.e., the mono-kinetic assumption [21]), while moierethods (such as DQMOM)
provide closures based on a finite set of moments. Before/imgoDQMOM to Eq. (1), we
should note that the coalescence term is defined such thaidiments representing mass and
momentum are conserved:

/va(v, u)dvdu=0 (6)



and
/pqu(v, u) dvdu = 0, (7)

where the liquid density is assumed to be constant. These conservation propertssiau
retained in numerical approximations used to treat Eq.d%)wWe shall see is the case with
DQMOM).

The DQMOM approximates the density function by weightedal@inctions in volume-
velocity phase space [11,24]:

flv,u) = Zl Wpd (v —v,)0(u — uy,) (8)

whered(u — u,) = 0(u1 — uypn)o(ug — usy)o(us — us,). Note that in this formulation,
the weightsw,, and abscissas(, u,,) are Eulerian fields. Application of DQMOM results
in closed transport equations for the number density, messity, and momentum density,
respectively, of the form:

atUJn + ax : (wnun) = Qp, (9)

615 (wnpvn) + ax : (wnpvnun) - an, (10)
and

at (wnpvnun) + ax : (wnpvnunun) = PCn, (11)

wherea,, b,, andc, are source terms that are found from the right-hand side of(Eq
as described below. These equations can be solved with @gi® initial and boundary
conditions to find the fields), (x, t) and @,(x,t), u,(x,t)) appearing in Eq. (8). Note that
Egs. (9-11) are equivalent to an Eulerian multi-fluid mo@&][ but with the source terms
on the right-hand side determined using DQMOM.

The DQMOM approximation for the moments of the number dgniihction are found
directly from Eq. (8):

N
(Fuludub) = /vkulluglug (v,u)dvdu = > wyonul ub’ b ,. (12)

n=1

The fundamental idea behind DQMOM is that we should choosenvisights and abscissas
such that as many moments as possible are determined by themhé&ransport equations
found from Eqg. (1). Note that there are a total/éfweights, NV volume abscissas, arsaV
velocity abscissas and (equivalentlyy unknown source terms in Egs. (9—11). We will thus
need to choosgN independent moments to determine the source terms. Weetilir to the
subject of how to choose the moments in Section 2.4. The guedor using these moments
to find the source terms is described next.



2.1 Space and time derivatives

The space and time derivatives in Eq. (1) generate the gunelng terms in Egs. (9-11).
These are found by formally inserting Eq. (8), and diffelatimig:

N
Of +u-0xf = 0(v—uv,)0(u—u,)[Gw, + O - (Wywy)]
— g: w6 (v — v,)6(1 — W) [Opvn + Uy, - Oy

n=1

N
— Z wpd(v — vn)ﬁ(l)(u —u,) - [0, +u, - Oxu,] (13)

wheres™® () = ds(v) /dy andé™ (1) is a vector with components” (1) = 6™ (11)8(12)8(13),

05" () = 3(¥n)0W (12)0(5), andds” (3b) = 3(v1)3(15)3M) (¢i5). Using the definitions of
the source terms, Eq. (13) can be rewritten as

Of +u-0yf = Z{ v — v, 5(u—un)—i—vné(l)(v—vn)é(u—un)} a,

N
=3 [6W (0 = vn)d(u = u,) = v, 00 = v,)8Y (1 = 1) -y by

n=1

S )6 ) e (14

n=1
Note that this expression is linear in the source termsy,, c,,).
The next step is to apply the moment transform to Eq. (14)miadly, this yields
N

/vkullu;”ug (Ouf +u-0xf) duvdu= > (1—k)vkui uy T g

n=1

_|_
™=

k—1_1 m , P
(k —l—m- p)vn ul,nu2,nu3,nbn

n=1

Z ul nu2 nu3 n (lul nCln + mug 202 n + pU3 an n) ) (15)

where, unless otherwise noted, the definite integrals alef phase space. The next step is
to consider the terms in Eqg. (1) that correspond to transpaxiume-velocity phase space.

2.2 Phase-space transport

We begin by rewriting Eq. (1) as

Oif +u-0f = P, (16)



where the phase-space transport terms are defined by
P = -0, (va) — Oy - (Ff> + I (17)

We can then define the moment transform of the phase-spaxs lbgr
P(k,l,m,p) = /vkullu;”ugP dv du. (18)

Note that if the moment®(k, [, m, p) are known, Eq. (15) forms a linear system that can be
solved to find the unknown source terms. We can compute theepiace moments using
Eq. (17):

Pk,1,m, p) = — / Vb w il [0y (Rof) + 0 - (Ff) — I dvdu (19)

As shown next, the integrals on the right-hand side can beesgpd in terms of the weights
and abscissas, and a flux term corresponding to disappeasbdmplets due to evaporation.

Starting with the evaporation term in Eq. (19), we can usegrdtion by parts to find

/0 T k0, (Ryf) dv = —b0Ro(0, w) £(0,u) — /0 T kPR, (v, ) f do, (20)

wheredy, is the Kronecker delta. Using Eqg. (8) in the final integral,fine

/vkulluglug b (Rof) dvdu = =81 (t)ulyyulfyuliy

N
=3 gl g R (v,,w,),(21)
n=1

where)(t) is the evaporative flux of droplets at zero size ands the velocity of droplets
with zero volume (which will normally correspond to the fludlocity). Note that the first
term on the right-hand side of Eq. (21) will be non-zero omy# = 0, and corresponds to
the loss of droplets due to evaporation. A fundamental questhen applying DQMOM to
evaporation problems is how to determing) from the weights and abscissas. The value of
1 (t) corresponds to the value of the number density functionrat giee, and in the case of
the d? evaporation law, it is precisely the value of the number dgs a function of droplet
surface, which has no reason to be zero in general. Detergiine value of)(t), a pointwise
information, from the values of moments is clearly a diffi¢akk, for which we will propose
a solution in the next subsection. On the other hand, thensetssm on the right-hand side
of Eq. (21) is non-zero only fok > 0, and appears in closed form.

Turning next to the drag-force term in Eq. (19), we can usegrdtion by parts to find

/ugauj (F,f) du= —/zuglejf du forj=1,2,3. (22)



Thus, the drag-force term becomes

/vkullu2 uhdy - (Ff) dvdu =
- Z wnv ul nu2 nu3 n

{lui;Fl (Um un) + mug,qlmFQ (Um un) + pu?j,qlmFZS(Um un)} : (23)
Note that this term appears in closed form.

Turning now to the coalescence term, we will treat each oftéhe partsQ_,, and Q"
separately. The first part yields in a straightforward manne

/vku ubub Qo dvdu = Z Z wanv ul U, nu3n B(Ju, —uyl, vn, v,). (24)

n=1¢=1

The second part requires a change in the order of integratimha change of variables:

/U h(v,u)B(Ju® —u*|,v%,v*) f(v°,u®) f(v*,u*)J dv*) dvdu” du
0

/OO h(v,u)B(Ju® — u*|,v°,v*) f(v°,u®) f(v*,u*)J dv) dv*du” du

. o vut +v%u’
v+, ————
v* + 0

B(Ju® — u*|,v°,v") f(v°,u®) f(v*,u*) dv* dv® du* du®, (25)

whereh is an arbitrary function ot andu. It then follows that

!
/v wuubQr, dvdu = E E Wy wy(vy + vg)F (

nlql Un + g

p
X UpU2n + VglUa g Unli.n + VgU3.q B(|u, — uq\, Un, Uq)' (26)
Un, + Uq Un + Uq

Note that the right-hand side of this expression is in cldsea.

Collecting together all of the terms, the moments appeanmitpe right-hand sides of Egs. (21—



26) become

P(k,l,m,p) = dpotb(t )ufluf2uf3 + Z kw,oh Mg ust ub Ry (v, uy,)

n=1

+ Z wyviu! Uy Uy [lui;Fl (U, W) + Mg Fa(vn, ) + pus,, F3 (v, un)}
1 N N
+ 5 Z Z Wy Wy
n=1q¢=1

1 m p
(v, + v )k Unlin + Uglig Ul n + Uglzg UnUgn + Uglzg
n q
Un + Vg Up + Vg Up + Vg

k, 1 k, 1
— Uy nu2 nu3n v ul qu2 qu3q

B(|u, — uyl,vn,v,). (27)

Note that due to the form of the coalescence term, the mornenserve mass{(1,0,0,0) =
0) and momentum#(1,1,0,0) = P(1,0,1,0) = P(1,0,0,1) = 0) when evaporation and
drag are null. Thus, the weights and abscissas in the DQMQ@késentation will keep the
same conservation properties as the original model (seEcga (1)).

Comparing the terms in Egs. (15) and (27), we can note thawhporation and drag terms
in the DQMOM representation can be solved for explicitlyu§hthe source terms can be
written as

bn - b: + wnRv(vna un)7 (28)
Cp = C;kl + wnunRv(Una U—n) + wnvnF(Una un)a (29)

where source terms,, b andc’ in the transport equations are found by solving the linear
system

N
Z Jurul T Z(k —l—m—pr U s b,

n=1

+ Z vt aush (lui}@c’{,n + Mmug G5, + pugicgn) = P*(k,l,m,p), (30)

with the right-hand side given by

N N

. o1
P (ka l7 mvp) - _5k0¢ulfluf2u?3 + 5 Z Z WnpWq
n=1qg=1
(00 + 0 Vi + Vgl 4 : Vplln.p + Vgling \ [ VnUzn + VgUizq \’
v Uy, + Vg Uy, + g Uy, + g

k1 k1

— Uply nu2 nu3n v ul qu2 qu3q (‘un - uQ‘? Unvvq)- (31)

The expression for the source terms (Eq. 30) completes theten of the DQMOM trans-
port equations for the Williams spray equation.

10



In the absence of coalescence, Eq. (31) is particularly Isimifhus, the pure evaporation
case is an interesting limit case for whiel, b}, andc; will be non-zero only if the evap-
orative flux« is non-zero. However, the evaporative flux cannot be detexdhby moment
constraints alone (see Section 2.3). If the evaporativeifitassumed to be null, the zero-
order moment will remain unchanged in the absence of caathescas long as some abscissa
crosses the zero size limit and yields a pointwise singuidrigfinite flux as in Lagrangian
methods when some parcels reach the zero size limit. Honeevenentioned in the Introduc-
tion, since there are only a few abscissas that describe dhgemt dynamics, such a singular
behavior is not ideal for smooth number density functioniseieas it is the correct one if the
number density function is a sum of Dirac delta function fithke beginning as in the bimodal
case that will be studied later). Consequently we need doauan of this flux function that
guarantees a smooth flux as a function of time for smoothiloigion functions. Even when
coalescence is included, the moments may be poorly estinfatee evaporative flux is ne-
glected. An example of such behavior can be found in the wbid@ssa [29] where the
droplet size distribution is presumed to be log-normal ahéne the evaporative flux at zero
size is neglected, leading to numerical difficulties and arpwediction of the second mo-
ment. Thus, we will use a separate procedure, describedtoefproximate the contribution
due to the evaporative flux that yields a continuous in time, fas well as a guarantee that
the abscissas never cross the zero size limit.

2.3 Evaporative flux

The source terms cannot be computed directly from the mopwedtraints in Eq. (31) be-
cause the evaporative flux is unknown. We must thereforeyaaalitional (or different) con-
straints to determine all of the unknowns. Considering evigporation and setting drag and
coalescence to zero in the right-hand side of Eq. (30), waiolthe following linear system:

N N

k, 1l m , P k—1,1 m , P 1%
( - k)vnul,an,nu?),nan + Z(k —l—m— p)vn ul,an,nuZ’),nbn
n=1

=1

3

N

k—1_1 m P —1 * —1 = —1 %
Z Up, ul,nu2,nu3,n (lul,ncl,n + mu2,nc2,n + puB,nC?;,n)
n=1

+

+ 5k0ulflu}”2u1}3w =0 (32

with 5N + 1 unknownsa,, b%, c andy. Note that because the right-hand side is null, only
trivial solutions can be found using moment constraints. Wiletherefore introduce ratio
constraints of the form

D W, D Un, D Ujn,
= =0, — =0 and — =0,
Dt Wn+1 evap Dt Un+1 evap Dt Ujn+1 evap

which are applied only for the changes due to evaporatiors&tonstraints are motivated
by the behavior of the weights and abscissas correspondiggfficiently smooth and con-
tinuous density functions. For example, if the surface dgfisnction is exponential and the
evaporation rate is proportional to the surface area of pldtadhen the abscissas remain con-
stant and the weights decrease monotonely. On the other frarsihgular density functions
(e.g., composed of delta functions), the ratio constrantsexpected to perform poorly. We
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will look more closely at this issue in Section 4.

It can be observed that the choicetof | = m = p = 0in Eq. (32) leads to

b= — Z an. (33)

Thus, the evaporative flux depends onlys@@nNote that physically) > 0. Hence, if the value
computed foryy from Eq. (33) is negative (which is possible for very geneneporation
rates), them,, b, c: andy are set equal to zero. However, for the evaporation rataderesi
in this paper, it can be shown that the flux will be non-negativ

Conservation of mas# (= 1 andl = m = p = 0in Eq. (32)) leads to
> b =0. (34)

Applying the ratio constraint for the abscissas yields

Wni1Vpt1by —wpvpby = E, forn=1,...,N —1; (35)
where the right-hand side is defined by

By = wpwn i [0n By (Vng1) = Unp1 By (vn)] - (36)

Note that in order for there to be an evaporative flux, we walimally haveFE, > 0 for

all n (assuming that, < v, < ... < wy). The case wher&,, = 0 occurs whenR,(v) is
proportional to—w (i.e., the evaporation rate is proportional to the droptgétimne). The more
common case wherg, > 0 occurs whenR,(v) is proportional to—v'/? (i.e., the droplet
surface area decreases linearly). In genetalp) « —v” with v < 1 will lead to positive
E,. The physical interpretation for this difference is thatfo< 1 the droplets will disappear
due to evaporation in a finite time, while for > 1 the disappearance time is infinite. The
linear system formed from Eqgs. (34) and (35) can be solvedraggy to findb;,.

Conservation of momentunmk (= 1 andl, m, orp = 1 in Eqg. (32)) leads to

N
> ¢t =0. (37)

n=1

Likewise, the ratio constraint for each component of theeiy yields
Wyt 1Vn 1Ujn41C, — WnlnWinCiy 41 = UjnUjny1Enp forn=1,...,N —1. (38)

Together with Eq. (37), this equation can be solved sedgr&ie each component;j( =
1,2,3)tofindc}.

The ratio constraint for the weights yieldé — 1 equations fow,,:
Wpi1p — WGy, =0 form=1,... N —1. (39)
Note that this constraint is satisfied by = aw, wherea is unknown. We must therefore

choose one independent moment in Eq. (32) in order to solve.f&inced! andc are
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known, we can rearrange Eqg. (32) as

N
«a Z |:(k - l)vsull,nug?nug,n + 5k0ulflu?2u];”3} Wy, =

n=1
N
k—1,1 m , P p*
(k —l—m- p)vn ul,nu2,nu3,nbn
n=1
N
k—1,1 m , D —1 % -1 —1
+ Z Up  UppUa nUsp (lul,ncl,n +muy ,Copy + pu3,nc3,n) , (40)
n=1

which can be solved with # 1 to find «. If we choose, for examplé; = 2 andl = m =
p = 0 as the independent moment, then the constraint becomes

N N
a=2> v,b /Z V2w, (41)
n=1 n=1

anda depends only o’ . However, if we choosé = 2 andl = m = p = 1, then the
constraint becomes

N
X X X *
@ = Up (UsnUuznCly + UpUsnCs, + UtnUonChy, — Uinlan Uz, b))

n=1
N
/Z UiuanQnu?mwn . (42)

n=1

For this choice¢ is independent ofi;. A choice that leads to a fully coupled systentis: 2,
[ =2, m =p =0, which yields

N N
a=2> vauincy, /Y viuinwn (43)
n=1

n=1
ork =m = p=0andl = 1, which yields

N N
a=>Y v’ (ul,nbz — c’l‘n) (Urp — upr) W, . (44)
n=1 n=1

Note that wher,, — 0, we haveu,,, — up andc’{’n — us by, hence, this last constraint
is consistent with this limiting behavior. These choices asymmetric in the velocity com-
ponents, and thus do not treat all components the same. Afiggrit” choice with similar
propertiesisc = 2andl = m =p =2o0rk = 0andl = m = p = 1, which lead to a
more complicated constraint. The “best” choice will mokely be problem dependent. In
our test cases, the choices with= 2 give similar results, better than the ones with- 0.
The calculations are thus done with the value.@fiven in Eq. (41): this value is the simplest
and can be shown to be non-positive as soof,a% 0, at least for the cast = 2.

In summary, the contribution due to evaporation is estichaiefirst solving separate linear
systems fo! andc’. The estimate for,, = aw, is found using an independent moment
constraint from Eq. (40) to find. Finally, the evaporative flux is computed from Eq. (33),
and should be non-negative.ifis negative (or equivalently ik is positive), then the con-
tribution due to evaporation is null. The contribution doecbalescence is found by solving

13



a linear system of the form of Eq. (30) where the right-hami $$ given by Eq. (31) with
Y = 0. As described below, the final source terms, (¢, c;) are found simply by adding
together the contributions from the evaporative flux andeszznce.

2.4 DQMOM linear system

The DQMOM representation of Williams spray equation is gibg the transport equations
for the weights and abscissas (Egs. (9—11)). The source ferthese equations are found by
solving the linear system as described above. The exactdbthe linear system depends on
the choice of moments. This choice, in turn, will determirtéé system is well defined in the
sense that the coefficient matrix is non-singular. A chofomoments that is consistent with
the mono-kinetic assumption used in the multi-fluid moddbigonsider only moments of
orders zero and one in the velocity components (i.e:, p € {0, 1}). In this work, in order to
make direct comparisons with the multi-fluid model, we withit our consideration to such
moments. In general, this choice of moments should allowiferbest possible description
of droplet coalescence, while at the same time ensuringitbatet mass and momentum are
conserved.

A choice of5 N moments that has been found to be non-singular is

k=(@i—-1)/3 ie{l,...,2N} with [=m=p=0

k=i ie{l,...,N} with /=1, m=p=0

k=1 1€{1,...,N} with m=1, [=p=0

k=i ie{l,...,N} with p=1, I=m=0. (45)

For N > 2, this choice of moments includes the surface area and thenabf the droplets,
which are important variables for evaporating spray, as agtheir momentum. The linear
system can then be written in matrix form (showing only nenezcomponents) as

(AL A, Ei B, Bs| [a| [P
As A,y b* P,
B, C; D, c| = |Py|. (46)
B, C, D, c; P,
B; C; D;| |c P

where the matriced ;, B;, C;, D; andE; are allN x N, anda, b" andc] are column vectors
formed from the components,, b;, andc;,,, respectively. In general, the exact definitions of
the other matrices will depend on which constraints are tsddfine the system, i.e., Eq. (30)
or those described in Section 2.3. Nevertheless, the fortheolinear system is the same in
all cases. As noted earlier, the linear system is solvedetaieach time step. First with the
matrices for the evaporative flux without coalescence, (Ag.= B; = C; = 0), and second
with the matrices for coalescence without evaporation, ([£¢ = 0). The unknowns, . . .,

c; are found by adding the two solutions.

As discussed earlier, for the evaporative step the linestesy can be decomposed into five
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N x N systems that can be solved sequentially. Likewise, for taescence stepandb®
can be found separately by solving & x2N system:

A1 A.2 a Pa

_ el (47)
A3z A,| |b* P,
and then each of the vectarscan be found separately:
]:)]'C;f = Pj — Bja — Cjb*, (48)

where (for coalescencd); = V is a Vandermonde matrix [31] formed from the volume
abscissas,. Other choices of moments have also been found to be nuritgstable. For
example, another valid choice is

k=(Gi-1)/3 1€{l,...,2N} with [=m=p=0
k=(2i—1)/3 ie{l,...,N} with 1=1, m=p=0
k=(2i—1)/3 ie{l,...,N} with m=1, I=p=0
k=(2i—1)/3 ie{l,...,N} with p=1, I=m=0. (49)

This choice can be found to give more accurate results foresticases and still includes the
surface area and the volume of the droplets, as well as th@mrantum. Thus, it will be used
for the computations in Section 4. We should note that fovargvalue of/V, the simulation
results found with the moment sets in Egs. (45) and (49) weegly identical. The choice
between these two systems was thus made based on ease iohsofitite linear system.

In general, when moments involving the velocity are limitedirst order, the matrices that
must be inverted will be non-singular as long as the volunseiagbas are distinct. The nu-
merical treatment of the singularities associated with(Ed) has been discussed elsewhere
[24]. The coalescence operator will normally force theo remain distinct if they have dis-
tinct velocities. However, if due to initial conditions tvao more of the volume abscissas are
equal, it suffices to perturbate the value:pfenough to allow for the coefficient matrix in
Eq. (47) to be invertible. We should also note that for casesidated by coalescence (e.g.,
without evaporation) the volume abscissas grow rapidbgileg to matrices that are more
and more ill-conditioned as the abscissas increase. Thian,though they are strictly non-
singular, such matrices lead to severe numerical diffiesiltHowever ill-conditioning can be
almost completely alleviated by using iterative improveisef the linear solver as described
in Section 2.5 of Press et al. [31] after rescaling Eq. (3@ Tatter is done by defining pos-
itive scaling factors, andu,, and dividing both sides of Eq. (30) byu*™*?. Note that
the abscissas and unknown source terms are rescaled iniatenhsannery,, — v, /v,

u, — u,/u;, a — a, b* — b"/vy,, andc; — cj/(vsus). The evaporative flux constraints
(Egs. (35), (38) and (40)) can be rescaled in a similar mamyertroducing a positive scaling
factorwy for the weightsw,, — w,, /w;. In this work, we use the following scaling factors:
Vs = max,, U, Us = max, |u,| andws = Y-, w,. We find that using the scaled variables and
at most three iterative improvements of the linear solvereamough to completely eliminate
round-off error in the solution to the DQMOM linear systemoidover, because round-off
error leads to poor performance of the differential equasiolver, the overall computational
cost using the iterative improvements can be significaeiliiced.
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3 Nozzle Test Problem

In order to validate the proposed DQMOM approach for strprglalescing sprays, and to
compare this method to both a reference Lagrangian soligr@oas well as the solution ob-
tained with the multi-fluid model, we need a well-suited f@stblem that is difficult enough
to highlight the limitations of the methods under consitiera For that purpose, we have
chosen for the gas phase a 2D axisymmetrical conical detiglgmozzle, designed in such
a way that it admits, for one-way coupling spray dynamicslassenilar solution. After pre-
senting the details of this configuration, we will provide et of DQMOM equations to be
solved in this framework. We have selected six represemetédist cases, combining coales-
cence/no coalescence with evaporation/no evaporatioichvere then presented. Next we
give an overview of the Lagrangian solver that provides #ference solution for the various
test cases. Because the problems under consideration défidagt to solve numerically, we
must be very careful as far as this reference solution in@wsd and thus we provide the
details of the Lagrangian numerical integration in the fiafione-way coupling with the gas
phase. Finally, before discussing the results in Sectiavedreview the fundamentals of the
Eulerian multi-fluid model for the sake of self-consistentyhe paper.

3.1 Definition of configuration

The chosen configuration is stationary 2D axisymmetricalgace and 1D in droplet size.
It is described in detail, along with the Lagrangian solwei22]. Hence, only its essential
characteristics are given here.

A spray of pure heptane fuel is carried by a gaseous mixtuhepfane and nitrogen into a
conical diverging nozzle of axi®)(< z). At the entrance; = z,, 99% of the mass of the
fuel is in the liquid phase, whereas 1% is in the gaseous maxithe temperature (400 K) as
well as the composition of the gas mixture (mass fraction98@for heptane and 97.1% for
nitrogen) is fixed during the entire calculation. The gassitgris then0.871733 mg.cni 3,
The influence of the evaporation process on the gas chasdicters not taken into account in
our one-way coupled calculation. It is clear that the evapon process is going to change the
composition of the gas phase and then of the evaporatidh kssvever, we do not attempt to
achieve a fully coupled calculation, but only to compare ways of evaluating the coupling
of the dynamics, evaporation and coalescence of the deojiidias to be emphasized that it
is not restrictive in the framework of this study, which isfised on the numerical validation
of Eulerian solvers for the liquid phase under conditionstaing coalescence.

For the problem to be one-dimensional in space, conditionstfaight trajectories are used
and are compatible with the assumption of an incompresgiageflow. This leads to the
following expression for the gaseous axial veloecityand the reduced radial velocity/r:

v, =V(z) = M, U U(z) = Vi(z) = nggzo) for z > z, (50)

22 r z z

wherez, > 0 is the coordinate of the nozzle entrance and the axial \wgld¢{z,) at the
entrance is fixed. The trajectories of the droplets are asoraed straight since their injection
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Figure 1. Initial number density functions for droplet nagli Left: Monomodal distribution. Right:
Bimodal distribution.

velocity is co-linear to the one of the gas. This assumpsamnly valid when no coalescence
occurs. However, even in the presence of coalescence,atisin the neighborhood of the
centerline.

Let us finally consider two droplet distribution functiofidie first one, called monomodal,
is composed of droplets with radii between 0 and;3b, with a mean radius of 12m,

a variance of 5um and a Sauter mean radius of 1%u@. It is represented in Fig. 1 and
is typical of the experimental conditions reported in [2Bhe droplets are constituted of
liquid heptane, their initial velocity is the one of the gteir initial temperature, fixed at the
equilibrium temperature 325.4 K (corresponding to an itgiconductivity model), does not
change along the trajectories. The second distributioalisat bimodal since it involves only
two groups of radii, respectively0 and30 microns with equal mass density. This bimodal
distribution function is typical of alumina particles inlgbpropergol rocket boosters [17],
and is represented in Fig. 1.

The initial injected mass density is takenrag = 3.609 mg.cn? so that the volume fraction
occupied by the liquid phase is 0.57%. Because of the detmlerof the gas flow in the
conical nozzle, droplets are going to decelerate, howe\gerate depending on their size and
inertia. This will induce coalescence. The deceleratidgh@entrance of the nozzle is taken as
a(zg) = —2V (z0)/z0; it is chosen large enough so that the velocity differencesligped by
the various sizes of droplets is important. We have chogeerarge values, as well as strong
deceleration, leading to extreme casész,) = 5 m.s ™}, 2, = 10 cm for the monomodal case
andV(z) = 5 m.s!, zo = 5 cm for the bimodal case. These values generate a very strong
coupling between coalescence, evaporation and dropletndis. These severe conditions
as well as the two types of size distributions make the testsander consideration very
efficient tools for the numerical evaluation of the two Eidarmodels.
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3.2 DQMOM model equations in nozzle configuration

For the nozzle test case, Eqgs. (9—-11) reduce to a set of oydiiferential equations (ODES)
defined on the interval € [z, co) for the variablesu,,, vy, n,(z) = u,./r andg,,(z) = u.:

2wy + 0, (Wp&,) = ap, (51)

2Wn UMy + 0, (WpvRén) = by, (52)
3wWnUn2 + 0. (WpVpNnén) = /T, (53)
2w, VM + 0, (wnvnfi) = Cop, (54)

whereu, = £(z) andu, = rn(z) are the axial and radial components of the spray velocity,
respectively. The corresponding fluid velocities are giwelag. (50). The terms on the right-
hand side of Eqgs. (52-54) are given by

b, = b + w, Ry (vy,), (55)
Crn )T = Crpy + W Ry (V) + Wy (U, ) /7, (56)
Con = Cop + W& Ry (V) + Wy v, Fo (v, &), (57)

where the drag model is

N\ 2/3
Ewa)/r=a(3) @ -, 59

N 2/3
Ewo=a(5) -9 59)

with o = 1.566 x 10~" m2.s 1.

From the form of the governing equations, it is straightfarsvto show that ify, = &,/z
at z = zg, then this relation will hold for alk and the droplet trajectories are straight lines.
The system of DQMOM model equations can thus be reduced ¢e thonlinear ODEs for
wk = w,(z/20)?, vn, andg,, by eliminating Eq. (53):

0, (wrv,&,) = b + w; Ry (vy) (61)
and
2/3
0. (w;‘bvnffb) =, +wr &Ry (v,) + awl vy, (;%) (V —¢&). (62)

The terms on the left-hand side represent changes in théntseagd abscissas due to trans-
port. The terms on the right-hand side represent, resgdygtthe changes due to coalescence,
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evaporation, and drag. The coalescence terms are founduggo

N
vaan (k — m)zklmb*+m21}klffl*
2N N "
( °) XS whw Bl — &l vy

n=1qg=1
[(vn Tt <M>m —ohem - v;%;“] - (63)

U + g

Note the presence of the scaling factes/z)? in the coalescence rate. As discussed in Sec-
tion 2.4, we will use moments given in Eq. (49) that decoupie ®3) into two smaller
systems.

3.3 Testcases

For evaporation, we will consider three cases describenibél) no evaporation®g, = 0),

(i) linear evaporationR®, o v), and {ii) non-linear evaporationH, ~ v'/3). For each
case, we will consider two sub-cases: without coalescehigg (= 0) and with coalescence
(Feoa = 1). The two evaporation laws correspond to the two casesiteslcin Section 2.3,
for which droplets disappear either in infinite timg,(thus leading to a evaporative flux at
zero size, or in finite timeii{) for which the evaporative flux depends on the structure ®f th
number density function in size phase space.

No evaporation

For the special case of no evaporation and no drag, the hghd-sides of Eqgs. (52-54) are
null. This special case has an analytical solution wjthw?, and¢,, constant. In the opposite
limit of no evaporation and infinite drag, = V andw? o (z/29)?.

For non-evaporating droplet&, = 0. In the absence of coalesceneg,= b} = ¢, = 0.
The DQMOM model reduces tg, andw; constant, and

2/3
f0Lo=a(5) (V-6 (64

This result is consistent with our earlier remark concegrtive cases of zero and infinite drag.
Finally, we should note that even with coalescence the maumeis conservedi(= m = 1)

so that)" cf, = 0. Thus, we can expeet’ ¢, to be approximately constant for all values
of drag. For this case we expect excellent agreement bet&@\OM and the Lagrangian
solver in the absence of coalescence since the correspgpindirtsport equations are identical
(i.e., each DQMOM abscissa behaves like a Lagrangian pgrt@n the other hand, with co-
alescence the droplets grow very large and we expect diifesedue to how the coalescence
term is treated in each method. This test case will, howdexery difficult for the multi-
fluid model, since it was especially designed to tackle trabl@m of evaporation. In the
presence of strong growth of droplet size, the number of@ecthat must be used in order
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to reproduce the physics with the multi-fluid model will ald@matically increase. Conse-
guently, this test case will allow us to both test the capigif the DQMOM to capture the
coupling of dynamics and coalescence at low cost in commatsthe Lagrangian solution,
and to see if the multi-fluid model can provide good resuliendf it is not competitive in
terms of computational efficiency.

Linear evaporation
For evaporating droplets with linear evaporation, we take
RU(Un) = _Evvna (65)

with E, = 7.1262 s! for the monomodal case ard, = 14.2524 s~! for the bimodal case.
For this case, the evaporative fluxs zero. The coalescence terms are again found by solving
Eq. (63). In the absence of coalescence, we have b = ¢, = 0 and the DQMOM model
reduces tav; &, constant, Eq. (64), and

gnazvn = RU (Un) (66)

Thus the volume,, and velocitys,, are coupled through evaporation and drag, but are inde-
pendent ofw; in the absence of coalescence. For this case we again expetieat agree-
ment between DQMOM and the Lagrangian solver in the absehceatescence since the
corresponding transport equations are identical. On therdtand, with coalescence there is
a competition between growth and evaporation leading tdlsndroplets than in the non-
evaporating case. This is a very interesting test caseg #inall allow us to compare both
methods in an evaporative configuration, but without ggtiirio the difficulty of modeling

the droplet disappearance with the DQMOM approach.

Non-linear evaporation

With non-linear evaporation we will use

Ry(v,) = _% (%)1/3 (67)

2 \4r

with £, = 1.99 x 10~" m?/s. For this case the evaporative fliinwill generally be non-zero,
and is found using the method described in Section 2.3 wijthn place ofw,. However,
we will also compare predictions for the bimodal initialtilsution found by setting) = 0.
As for the previous cases, we will investigate the effecthef lux model with and without
coalescence. From a practical standpoint, the behaviofDM with non-linear evapora-
tion is of great interest and it is a configuration with whible tomparison of both Eulerian
models will be of practical relevance.

3.4 Reference Lagrangian solution

Euler-Lagrange numerical methods are commonly used focalailation of polydisperse
sprays in various application fields (see for example [3@,2,28,33,10] and the references
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therein). In this kind of approach, the gas phase is gewyarathputed using a deterministic
Eulerian solver, while the dispersed phase is treated irgedogian way. The influence of the
droplets on the gas flow is taken into account by the preseinseunce terms in the system
of gas conservation equations. Two Lagrangian methods earséd as far as the dispersed
phase is concerned depending on the level at which the @iysiacesses are modeled. The
first one is a Discrete Particle Simulation, which descritesevolution of numerical parti-
cles, each one representing one or several droplets. Thscphprocesses such as transport,
evaporation, collisions are then described by Liouvillaagpns and the Eulerian fields usu-
ally recovered through ensemble averages. However, inrtgept study, we have preferred
the Williams governing equation and thus a statistical dgson of the coalescence process.
We then coherently use a Direct Simulation Monte-Carlo méffdSMC), the second kind
of approach. It can be seen as the uncoupling, over a smalldiap, of the droplet transport
in phase space (dynamics and evaporation), described byicdgamethod, and the collisions
described by a Monte-Carlo method.

A complete exposition on the derivation and implementatbthis method is outside the
scope of this paper. We refer the reader, for example, t&[27] for more details. Here, for
the sake of completeness, we present only the main feattities oumerical method that we
used in order to provide a “reference numerical solutiom'tfi@ test cases.

Lagrangian solver

The Lagrangian solver can be roughly interpreted as a ssticlhrapresentation of the kinetic
equation (1). In other words, in the limit of a sufficientlyde number of stochastic parti-
cles and a sulfficiently fine computational grid (at least mm¢hse of one-way coupling), the
statistical estimates for the moments found from the gagishould converge to those com-
puted from the Eq. (1). In the Lagrangian solver, at each stapk, the droplet distribution
function f(¢*) is approximated by a finite weighted sum of Dirac masg$és,), which reads

FF) =30k 0k g o (68)

Each weighted Dirac mass is generally called a “parcel” amae physically interpreted as
an aggregated number of droplets (the weigl)t located around the same poinf, with
about the same velocity! and about the same volume’,. N* denotes the total number of
parcels in the computational domain at tinieIn all our calculations, the weightg’ were
chosen in such a way that each parcel represents the sammeevofliquid (2fvF = Const).

Each time step of the particle method is divided in two stagée first is devoted to dis-

cretization of the left-hand side of the kinetic equatio)y (hodeling the motion and evapo-
ration of the droplets. In our code, the new position, vejoand volume of each parcel are
calculated according to the following numerical scheme:

ub Tt = uf exp(—At/TF) + V(zf)(l — exp(—At/Tf)) (69)
o

/ " do/R,(v) = At (70)
2= R At = 2P ALV () + At (uF — V() exp(—At/TF) (71)
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where V' denotes the axial gas velocity} (u}) corresponds to the axial coordinate of the
position (velocity) of the parcelat timet*, R, is the evaporation rate (independent @ind

x since the gas composition and temperature are assumediebinghe domain). Eq. (70) is
resolved analytically and depends on the chosen evaponaitalel. For linear evaporation,
it can be written as

v = vF exp(—E,At) (72)
and for non-linear evaporation, it is written as

sil = sh — B At (73)
wheres” is the parcel surface area. The parcel relaxation tifris defined as

2p(rt?
Tik — p(rz ) ’ (74)
g

with ¥ being the parcel radiug,the liquid density ang, the gas viscosity.

In Egs. (69-71), the parcel radial coordinate is not catedl®ecause the trajectories of the
parcels are straight lines. Besides, as mentioned abawénflnence of the droplets on the
gas flow is not taken into account. Hence, Eq. (50) is usedtalede the gas velocity/ (zF),

at the parcel location.

The second stage of a time step is devoted to the discretizafi the collision operator.
Several Monte-Carlo algorithms have been proposed in taeture for the treatment of
droplet collisions [30,18,33,17,34]. They are all insditgy the methods used in molecular
gas dynamics [4] and, in particular, they suppose that tinepcwational domain is divided
into cells, or control volumes, which are small enough tosider that, within them, the
droplet distribution function is almost uniform.

The algorithm used in our reference Lagrangian solver iseclo the one proposed by
O’Rourke. It consists of the following 3 steps (see also fp8more details):

1. For each computational c€ll;, containing/V; parcels, we choose randomly, with a uni-
form distribution law,N; /2 pairs of parcels(/N; — 1)/2 if N, is odd.

2. For each paip, let p; andp, denote the two corresponding parcels with the convention
n1 > no, Wheren,; andn, denote the parcel numerical weights. Then for eachypaiithe
cell C;, we choose randomly an integey, according to the Poisson distribution law:

A
P(V) = ﬁ exp (—)\12),
with (N, — 1A
n J—
A12 = WW(Rl + R2)2|U1 - u2|

with vol(C'y) being the volume of cell’;, which is proportional t@z;/z,)? for the nozzle
test case, anf®;, R, being the radii of the parcels, p,. The coefficient\;, represents the
mean number of collision, duringV; — 1) time steps, between a given droplet of payeel
and any droplet of parcel,. Note that a given pair of parcels is chosen, on averagey ever
(N; — 1) time steps.
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3. If v, = 0, no collisions occur during this time step between the gangeandp,. Oth-
erwise, ifv, > 0, parcelp, undergoes,, coalescence with parcel, and the outcome
of a collision is treated as follows. First the weight of the parcelp; is replaced by
n} = n1 — yyne and its other characteristics are left unchangeay 1< 0, parcelp, is
removed from the calculation. Secondly, the veloeifyand the volume, of parcelp, are
replaced by

VU V1w
vy = Vg + VU, u'QZQUzj:—V;;l
and its weightn., is left unchanged.

Let us mention that, for each time step and each control veltim the computational cost

of this algorithm scales lik&(N;). This is a great advantage compares to the O’'Rourke
method, which scales lik&(N?). Another algorithm, with the same scaling features, has
been introduced by Schmidt and Rutland in [34].

To obtain good accuracy, the time stéy,, must be chosen small enough to ensure that the
number of collisions between two given parcelsandp,, is such that for almost every time:
vpne < ny. The average value of, being )., this constraint is equivalent to the condition

noN ;AL
Vf)TéJ)ﬂ(Rl + Ro)?|uy — up| < 1. (75)

For the nozzle test case described above, this constramdlseto be less restrictive than the
“CFL" condition

Vi=1,...N
? ) Y AZ

<1, (76)

with Az being the mesh size. This condition is necessary to comueterately the droplet
movement and in particular to avoid that a parcel goes thrgegeral control volumes during
the same time step. This is essential in order to have a ggudsentation of the droplet
distribution function in each mesh cell.

Reference solution

The Lagrangian solver just described is used to provideerte solutions in stationary cases
with and without coalescence. In order to obtain a conversgedtion, particular attention
must be devoted to the choice of the number of parcels, tieeddithe cells, and the time
step.

For cases without coalescence, the computational cellsrdyeused to have spatially av-
eraged quantities to compare with Eulerian results. Magadwe stationary aspect of the
problem allows averaging in time in order to obtain smoothutsans. For these reasons,
the conditions on the number of parcels and on the size ofdhgatational cells are not
very restrictive in the absence of coalescence. The tingeistenly limited by the CFL-like

condition (76) needed for the convergence, with a low vallms last condition is the most
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restrictive since the scheme used for the transport of thiec|es is first order. For our test
cases, the time step must b& % s or smaller.

distribution | evaporation| No. of parcels| No. of parcels inj./s

monomodal linear 41,560 100,000
monomodal| nonlinear 20,440 1,000,000
bimodal nonlinear 6,320 200,000

Table 1
Number of parcels for the Lagrangian simulations for theesagithout coalescence.

distribution | evaporation| No. of parcels| No. of parcels inj./s min. No. of
parcels /cell
monomodal linear 160,000 200,000 40
bimodal linear 126,000 560,000 50
monomodal| nonlinear 35,000 1,300,000 260
monomodal no 44 200 300,000 65

Table 2
Number of parcels for the Lagrangian simulations for theesagith coalescence.

For cases with coalescence, there are additional restrgctFirst, the algorithm used for co-
alescence assumes that the droplet distribution functigheospray is nearly uniform over
each computational cell. However, in the region with higadients of the gas velocity, that
is to say at the entrance of the nozzle, this distribution a@ange quickly and the size of
the cells must be small enough to avoid numerical errors elghgr, in order to properly de-
scribe the coalescence phenomenon in each cell with thaagtc algorithm, a sufficient
number of parcels must be present in each cell, typicallyhenarder of 50, with a mini-
mum of 20 [1]. The smaller are the cells, the larger must bentlmaber of parcels in the
computational domain. The required size of the cells isuatald for the case where the size
distribution changes the most rapidly (the case withoupexation). We then employ a non-
uniform space discretization with 130 cells, with smallelixnear the entrance of the nozzle
defined using a uniform discretization for the variablé®. The number of parcels injected
per second is given in Tables 1 and 2.

3.5 Eulerian multi-fluid solver

Eulerian multi-fluid methods were developed as an altereat Lagrangian methods for
the simulation of polydisperse evaporating sprays. A ceteptierivation of such methods
from the kinetic model is performed in [21] for dilute spragsd in [22] for sprays with
coalescence. The principle of the method is quite diffetkah the one used in DQMOM.
Indeed, it can be considered as a finite-volume discretizati the droplet size phase space
for moments of orded and1 of the velocity distribution conditioned on size.
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In laminar flows, it can be proven rigorously that it is sufiei to work with only these two
moments as long as the velocity distribution conditionedimplet size is mono-kinetic [7,8]
(i.e. all droplets with the same volume have identical vitles so that the size-conditioned
velocity variance is null.) By construction, the nozzlet geblem will be mono-kinetic for
non-coalescing droplets. However, with coalescence treenditioned velocity variance
can be nonzero. Comparisons between the Lagrangian anddbulesults in the presence of
coalescence will therefore allow us to quantify the magtetaf the error caused by invoking
the mono-kinetic assumption in the Eulerian models. (Récat the choice of moments used
in the DQMOM linear system is equivalent to the mono-kinessumption in the multi-fluid
model.) In this section, we provide only the main points @& trerivation of the multi-fluid
model, as well as the underlying assumptions that are ighpéied the resulting system of
equations that will be solved.

The first step consists of writing equations for the two mota@mvelocity. This leads to the
closed semi-kinetic model if the following assumption isde@oncerning the structure 6f
f(v,u;x,t) = n(v;x,t)d(u — u(v;x,t)). In other words, the droplet velocity conditioned
on the size is assumed to be Dirac delta function. In the chseomalescing spray, the
compatibility of such a condition with droplet coalescersar from obvious; however, the
semi-kinetic system of conservation equations can be mdxdady using an asymptotic limit
as presented in [22].

The second step consists of discretizing) in sectiongv¥ ", v%)) and in integrating the
semi-kinetic model over each section. This leads to a nfluit-model (by using a presumed
distributionx?) (v) in each section), thereby yielding a conservation equatiothe moment
associated with the mass density

()

n(v;x,t) = mY(x,t)x¥ (v)  where / v (v)dv = 1.

v(@—1)

In addition, only the averaged velocity is considered irestion, i.eii(v; x, t) = a9 (x, )
if vU~1) < v < 09, The resulting system can be found in [22]. It can be rewrittad sim-
plified in the stationary, self-similar, 2D axisymmetricainfiguration we are considering.

The resulting set of equations is

+8.(mYWu, Dy = —(ED 4 EDym® 4 U U+ 4 o) (77)

— (B9 4+ EDYmWy,0) 4 EIH) 40y, U0 4 ) pO) 4 ¢O)

muz

(78)

whereu.?) is the axial velocity, which only depends anandru,")/z is the radial ve-
locity, since the trajectories are straight lines. Moreo\lé]) and Eé” are the “classical”
pre-calculated vaporization coefficients [13,21]:

()

EY = _poi=D R (D) 0 (,0D) and EY) = _/ p R, (v) k9 (v) dv,

v(@=1)
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andFY) (v9) v, 7)) is the axial component of the “classical” pre-calculateatdiorce [13,21]:

o o v kG (v) dv i
FY :/ pv Fo(v,u,9) k9 (v)dv  where o) = |20 _
z v Y uw ( ) ;

(3-1) :(;_1) 'U1/3 K j)('U d

The source terms associated with coalescence phenometih@mnrass and momentum equa-
tion, respectively, of thgth section read

N 7
CY) = —m0) kz_:l m® Ve Qi + ; m(oﬁ)m(%)vo%o;i( o+ QL) (79)
Cr(gl)lz = —mWqy,0) Z m(k)ijij
k=1

1)
+ Zm(oji)m(oji)‘/o?.of (uz(oji) j@' + ’U,Z(O;i)Q* ) ) (80)
=1

Ji gt .77'

whereVj;, = |u.) — u.®]| and the collision integral® ., Q¢; andQ3; do not depend on.
The disappearance integré)s; are evaluated on rectangular domalng = [0V~ v(0)] x
[v*= v®)], whereas the appearance integrgl$, and Q7;, are evaluated on the diagonal
stripsD?* = {(v°, v*), 00~ < v° +v* <0}/ UYL, Ly, which are symmetric strips with
respect to the axis® = v*. These stripd)?* are divided into domains, denoted By, and
the symmetric oneX7;™, where the velocity of the partners is constant. The domaips
and X3}™ are the intersection abs* with Ly, k > I, and Ly, k < [, respectively; their
index is denoted < [1, 7] and we define two pointers that indicate the collision pagne
for coalescence, at fixedo, = k andoj,; = I.

The coefficients used in the model, either for the vapoxiregirocess or the drag fordg”,
EY) and F@9, j = [1,N] in Egs. (77-78), or for the coalesceneg;,, j = [1,N],k =
[LN]k # j, Q% Qi j = [2,N],i = [1,19] in Egs. (79-80) can be pre-evaluated from
the choice ofs\) in each section. The algorithms for the evaluation of thisfiicients are
provided in [22]. The distribution function is chosen cargtas a function of the radius in the
sections 1 taV and exponentially decreasing as a function of the surfatieeitast section,

as done in [22].

Because only the one-way coupled equations are solved and #ie structure of the gas
velocity field is prescribed and stationary, we only havedivesthe 1D ordinary differential
Egs. (77,78) for each section. The problem is then reducétetotegration of a stiff initial
value problem from the inlet where the droplets are injeatd the point where 99.9% of the
mass has evaporated. The integration is performed usind)ESGr stiff ordinary differential
equations from the ODEPACK library [16]. It is based on BDFthoels [14] (Backward
Differentiation Formulae) where the space step is evatbiateeach iteration, given relative
and absolute error tolerances [16]. The relative toleraftzehe solutions presented in the
following, are taken to b&0—*, and the absolute tolerance are related to the initial amoun
of mass in the various sections, since it can vary of sevetdrs of magnitude. Repeated
calculations with smaller tolerances have proved to p@esiksentially the same solutions.
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4 Results and Discussion

Simulations for the cases presented in the previous sewat@ya carried out with the La-

grangian method, the multi-fluid model, and DQMOM. Excepttfte cases without evap-
oration for which the multi-fluid method is not well suited (equires a large number of
sections and is only presented for comparison purposeskkerian methods were solved
using a initial-value solver for ODEs and required very slsomputational times (i.e., CPU

secs) on a desktop computer. It is interesting to note thidweicase without evaporation, the
small computational cost still holds for the DQMOM approach

In contrast, the time- angd-dependent Lagrangian simulations required several CBUWoinr
each case. Because the DQMOM and multi-fluid results do nmémton time, it is not ap-
propriate to compare the computing times directly. Neadess, it will generally be the case
that using Eulerian methods will result in a substantialictn in the computing time for
solving the spray equation. Such a statement was studiedaiiglin [22] for unsteady calcu-
lations and the conclusions drawn from that paper are agdgkdo the two Eulerian methods
presented here. Thus, the principal open question is wheth®t the DQMOM results are
of comparable accuracy to the multi-fluid model and to theemmmstly Lagrangian simu-
lations. We will compare predictions for selected statsstrom the three solution methods
in order to answer this question. For the monomodal didiobuand DQMOM resolution,
several initial conditions will be used in the following aregresented in Table 3.

Monomodal distribution
Vol. moments,N=4 | Rad. momentsN=4 | Rad. momentsN=6 | Rad. momentsN=8

n | wy,/Ny Tn wy,/No Tn wy,/No Tn wy,/No Tn

1| 0.7323 9.9955| 0.1845 4.4079| 8.5573E-2 3.3423| 4.6445E-2 2.8465
2| 0.2545 18.5282 0.5397 11.0409 0.2779 7.5262| 0.1488 5.5373
3| 1.288E-2 27.5630 0.2635 18.2840 5.5339E-2 12.9743 0.3089 9.6916
4 | 2.279E-4 36.0142 1.212E-2 28.3910 4.9778E-3 18.8823 0.3438 14.2697
5 3.1137E-4 26.3693 0.12931  19.2984
6 1.6671E-5 34.7171 2.0905E-2 25.2866
7 1.6982E-3 31.580¢
8 6.5627E-5 37.5149

Table 3

Initial conditions for weights and abscissas found using@N

The representative moments used to compare the threessoféthods are the number den-
sity my, the mass density:;, the average axial velocity difference between dropletstha
gas phase,, and the Sauter mean radiuys. They are defined by

mo :/f(v,u) dv du, my :/pvf(v,u) dv du,

27



[ pvu, f(v,u)dvdu 13 Juf(v,u)dvdu
=: -V = (4m/3 )
my ’ rz = (47/3) 023 f(v,u) dvdu
With the DQMOM approach, these quantities are written

Uq

N N
my = Z Wy, m; = Z Wy PUn,
n=1 n=1

N
1/3 _2n=1 WnUn_
ZN 2/3°

n=1 WnUn

N
Ug = Z Wpvp (& — V) /my, T30 = (4m/3)
n=1
And with the multi-fluid method, they are

v(@) N

N
mo =S m /U_l) kDW)d,  my =S mb),
j=1 v

. (@) .
1/3 Zévzl m(J) fv(jjfl) Uli(])(v)dv

Zj»v:l m0) :((ﬂl) 112/3/1(j)(v)dv'

N
Ug = Zm(j)(uz(j) — V) /my, T30 = (4mw/3)
=1

Note that in practical applications, the mass density isyajk@ntity because it represents the
total mass of liquid contained in the droplets. In the norz#t case, the rate of coalescence is
strongly dependent on the velocity difference betweenldtepwhich we find to be strongly
correlated with the average axial velocity difference ded, ifu, is not accurately captured,
then we find that the predictions for all moments will degradeordingly. In addition to the
moments, we will also compare the mean droplet velocity tmrged on the radiusgu. |r) at
selected downstream locations, as well as the mass distrildunction (v f). For the DQ-
MOM, the scaled weights will be used to represent the masshiison function. Obviously,
since the sum of the weights equals the area under the madisudion function, the absolute
value of the heights of the scaled weights is arbitrary. Kixetess, the relative heights and
the locations provide insight into how well the quadratuoengs represent the distribution
function.

We should note that for the monomodal cases without coates¢éhe results with no evap-
oration were essentially identical for all three solutioathods. The results presented below
for the monomodal case with linear evaporation are reptatea of the quality of the pre-
dictions for all cases without coalescence and no evapordtikewise, for the bimodal case
without coalescence and with linear or no evaporation, DQM&d the Lagrangian method
were essentially identical. The multi-fluid method alsolgesl very good results for these
cases if the number of sections was chosen large enoughitataithe numerical diffusion
in the size phase space associated to the description afr@tegm that leads to broadening of
the peaks. Nonetheless, because none of these casesdeamaismanticipated problems for
any of the simulation methods, we will not discuss them fertinstead, we will primarily
focus on cases that present particular challenges to onemr ohthe solution methods.

4.1 Monomodal case: linear evaporation without coaleseenc

We begin with a representative case where all three solatiethhods yield essentially iden-
tical results for all statistics. As noted in the discussadrthe methods, for linear evap-
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Figure 2. Monomodal case with linear evaporatiét), (= 7.126v). Top left: mass density. Top right:

velocity difference. Bottom left: mass distribution fuinet (z = 16 cm). Bottom right: conditional

velocity (z = 16 cm).

oration without coalescence the DQMOM equation for eachengdhe same as the La-
grangian model. Thus, the only difference between the tvutiso methods is that the La-
grangian method uses many more particles to represent thg tsian the DQMOM method
(N = 4). For the monomodal distribution, the multi-fluid model do®t require many sec-
tions (V. = 10) to accurately capture cases with linear evaporation witlboalescence. The
simulation results for the three methods are shown in Fili.can be observed that the mass
density and velocity difference predicted by the three m@share nearly identical. From the
plot of the mass distribution function at= 16 cm, we can see that the multi-fluid model
with ten sections does a good job of capturing the Lagrangiass distribution function.
Likewise, the DQMOM weights and abscissas follow the genglnape of the Lagrangian
mass distribution function. Finally, for the conditionalecity (u.|r) we see that all three
methods produce the same curve. We should note that for wétbesit coalescence the La-
grangian simulations predict essentially no velocity drsgpon about the conditional value.
In other words, conditional velocity fluctuations definedbf) = ((u. — (u.|r))?|r)/? are
null. This is exactly one of the necessary conditions evokbdn deriving the multi-fluid
model, which would explain why its predictions for this case in excellent agreement with
the Lagrangian method.

4.2 Monomodal case: nonlinear evaporation without coatese

Cases with nonlinear evaporation result in a loss of dreptefinite time, which translates
into a nonzero flux)(t) in DQMOM. For the monomodal case without coalescence, we
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expect the flux term to be a smooth functiontpfand thus it cannot be neglected. In the
multi-fluid model, the flux is computed directly from the sleagf the first section (i.e., the
section near the origin) and does not yield any difficulty.

In our multi-fluid simulations, we use the “optimal” choicésections withV = 12 shown

in Fig. 3 [23]. Obviously, a finer discretization (largat) could be used in the multi-fluid
model to attain closer agreement with the Lagrangian methotdthis would increase the
computational cost. Note that the first section is repre&gskehy a constant slope, which cor-
responds to a constant flux level at each time step. For the OfIMwve useN = 4 and
the evaporative flux is computed using the ratio constraimitsduced in Section 2.3. It can
be noticed that the increase dfdo not imply an increase of the number of conserved mo-
ments during the evaporation step since the number of ratistraints is also increasing in
the same way. The value of is then conditioned by the capacity of the method to follog th
dynamics of droplets of different sizes. Representatigalts for the three solution methods
are shown in Fig. 4. In general, all three methods producgsietilar predictions. From the
number density, we can observe that DQMOM with the ratio tairgs does a good job of
predicting the loss of droplets due to evaporation. Likewike mass densities found from all
methods are very close. We should note thatfor 20 cm the number of remaining droplets
is very small and the statistics computed from the Lagrangiathod are subject to statistical
errors. Comparing the Sauter mean radii predicted by tleetimethods, we can observe that
the agreement is generally satisfactory upte= 20 cm. The DQMOM shows the largest
deviation from the Lagrangian method at= 20 cm due to errors in the flux model, but
the agreement is still acceptable. The differences in theeBanean radius are reflected in
the predictions of the velocity difference. In general,ets with a larger radius will have
a higher velocity difference. Thus, we see that initiallg Bauter mean radius predicted by
DQMOM is larger than that from the Lagrangian method, résglin a slightly higher ve-
locity difference at: = 12 cm. Later on £ > 15 cm) this trend is reversed. Finally, we can
note that neglecting the flux in DQMOM yields poor predicsaf number density since we
can observe the artificial jumps in the number density rdladehe singular fluxes associated
to one abscissa crossing the zero size limit, as well as tiBadbsg dynamics of the Sauter
mean radius for this case.
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4.3 Bimodal case: nonlinear evaporation without coaleseen

By changing from the monomodal to the bimodal distributiae, change the nature of the
initial distribution function and thus the nature of the renmal difficulties. For the multi-fluid
model, the bimodal case is difficult because a relativelygdarumber of sections\ = 30)

is needed to capture the two peaks with acceptable numdiftiadion. The use of a second-
order method developed in [20] would reduce this number ¢oirzdl 10; however, it would
still be difficult to describe Dirac delta function by a finelume approximation. On the
other hand, this case is “optimal” for DQMOM because only {6 = 2) abscissas are
required (one for each peak) and the flux is null, expect whpaak passes the origin. In
Fig. 5 results from the three simulation methods are showhitis clear that DQMOM
performs extremely well for this case by setting= 0. For example, the number density
function shows step changes:zat 7.2 cm and13.8 cm (i.e., when a peak passes the origin),
and DQMOM exactly reproduces this behavior. With= 30, the multi-fluid model does
a good job of predicting the mass density. However, from tlogspf number density and
Sauter mean radius, we can observe the negative effectsr@drual diffusion, which tends
to smooth out the peaks in the distribution (the method has lsown to be first order
in the droplet size discretization step in [20], where songhér-order methods have been
proposed). Nevertheless, all three methods yield reasompaedictions for all of the cases
without coalescence. We should note, however, that for mamgplicated initial distributions
(e.g., delta functions combined with smooth functions)cH#geg the evaporative flux in
DQMOM may be problematic.
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4.4 Monomodal case: linear evaporation with coalescence

We now turn to the more difficult cases that include coaleseeAs mentioned earlier, the
coalescence of droplets with different volumes (and vékex) will lead to velocity disper-
sion @'(r) > 0). Physically, this implies that two droplets with the sanaévne will have a
nonzero probability of colliding (due to the difference ielocity). Thus, the rate of coales-
cence when!/(r) > 0 will be larger than when/(r) = 0. Numerical approximations (such
as the multi-fluid model) that assum#r) = 0 should therefore predict smaller droplets than
the Lagrangian method. In Fig. 6 we present results for treetmethods for linear evapora-
tion (v = 0) with coalescence. ¢ From the velocity difference we carmeghat coalescence
leads to a slower relaxation to the gas velocity due to foignaif larger droplets than without
coalescence. Note that in general all three methods pr&didar results for the velocity dif-
ference. However, due the differences in the predictionb@thape of the mass distribution
function, the multi-fluid model predicts slightly sloweda®ation and the DQMOM slightly
faster than is found with the Lagrangian method. Compariitly Rig. 1, we can observe that
coalescence leads to much larger droplets than are presiat initial distribution function.
In general, the multi-fluid model predicts a slightly largember of droplets abow&) pm
than the Lagrangian method. Nevertheless, the predictians reasonably good agreement.
The predictions for the conditional velocity..|r) are also good. Finally, note that we used
N = 6 with DQMOM, the reason for which will be discussed for a moiricllt case in
Section 4.7.
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Figure 6. Monomodal case with linear evaporatid?), (~ 7.126v) and coalescence. Top left: mass
density. Top right: velocity difference. Bottom left: madistribution function £ = 22 cm). Bottom
right: conditional velocity £ = 22 cm).

4.5 Bimodal case: linear evaporation with coalescence

We now consider a more difficult case where the initial disttion is bimodal. As discussed
previously, the peaks in the distribution are difficult teokve accurately in the multi-fluid
model with a limited number of sections . When combined wahlescence, this has impor-
tant consequences because numerical diffusion can legulitmss coalescence of droplets
with slightly different volumes (and hence velocities) &served in [22]. For example, with
the bimodal distribution with droplets of radiD and30 um, coalescence cannot produce
droplets belows0 um. However, spurious coalescence between droplets ofmradiil0 xm
leads to droplets in the range bel@d®w xm. We overcome this difficultly by using a large
number of sections = 500) in the multi-fluid model. This number could also be reduced
by using a second-order method for the evaporation sucheasrté of [20] but this is not
the point we want to make with this configuration. Note that $hme problem arises in the
Lagrangian method when the spatial cell sizeis too large. While DQMOM does not suffer
from spurious coalescence, the bimodal case is still difffeecause the initially two-peak
distribution will quickly form multiple peaks due to pairise collisions. With\V = 6 in DQ-
MOM, itis at best possible to represent six peaks. Resultthéothree methods are shown in
Fig. 7 where it can be seen that the mass density and the tyetbiference are reasonably
well predicted by the multi-fluid model and DQMOM. From the saaistribution function
at z = 11 cm, the multi-peak structure due to coalescence is quitkeayj as is the slight
numerical diffusion in the multi-fluid model (even witki = 500, but this is expected since
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Figure 7. Bimodal case with linear evaporatioR,(~ 14.252v) and coalescence. Top left: mass
density. Top right: velocity difference. Bottom left: madistribution function £ = 11 cm). Bottom
right: conditional velocity £ = 11 cm).

this is a first-order method). Note that DQMOM with = 6 has two abscissas at points cor-
responding to the major peak)(and33 xm), and the remaining abscissas at points without
major peaks. Comparisons of the conditional velocity preedi by the three methods are also
quite favorable for this difficult case.

4.6 Monomodal case: nonlinear evaporation with coaleseenc

We will now consider the more physically relevant case oflimear evaporation. As dis-
cussed earlier, the evaporative flux for this case is nonzereve will need to model it in
DQMOM. Here, we consider two models fgr (a) ratio constraints and (k) = 0. Because
the initial distribution is monomodal, we might expect thatng ratio constraints is always
a better choice. On the other hand, if coalescence is mubdr filan evaporation, it might
happen that droplets grow faster than they disappear sthiba&vaporative flux is closer to
zero. For the multi-fluid model, we usg = 15 sections. Results for the three methods are
shown in Fig. 8. The number density illustrates the effecthef choice of) in DQMOM.
With ¢ = 0, the number density changes discontinuously whenever secissla passes the
origin. However, DQMOM with ratio constraints yields pretions very similar to the other
two methods. Likewise, the mass density is predicted to Ipg sienilar for all three meth-
ods; however, using zero flux with DQMOM is slightly worse €ljredictions for the Sauter
mean radius show opposing trends. In general, the muld-fnodel overpredicts the mean
radius (i.e. predicts too much coalescence), while DQMOMaeaupredicts it. As before, for
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the DQMOM predictions, the results with the ratio constiaiare best. The predictions for
the velocity difference follows the same trend. As discdssdahe next example, the differ-
ences observed between the Lagrangian method and the teodfumethods is likely due
to the latter’s inability to capture velocity dispersionohover, we have usell = 6 with
DQMOM since, as shown in Section 4.7, it is adequate to des@walescence phenomenon
for this particular set of moments.

4.7 Monomodal case: coalescence with no evaporation

In order to highlight the role of coalescence on determitimegevolution of the number den-
sity function, we now consider a case with no evaporationtkis case, droplets will grow
continuously due to coalescence, and velocity dispersiremhance the collision rate and
lead to even larger droplets. Because the multi-fluid mosges$ dixed sections, it is necessary
to fix the maximum radius a00 pm with N = 500 in order to capture the largest droplets
atz = 30 cm. In contrast, the abscissas in DQMOM move in phase spaaecmammodate
growth. Nevertheless, we can anticipate that the numbedsifissas will affect the accuracy
of the DQMOM predictions. In Fig. 10 it can be observed thaewkthe number of moments
increases, the accuracy of the DQMOM solution increases) Bomething almost ignoring
the coalescence phenomenon wkh= 2 to a saturation of the accuracy for > 8. Indeed,
the accuracy of the DQMOM for the description of the coaleseds related to the accuracy
of the approximation of the coalescence operator by therqiia@ formula (24) and (26),
which increases withlV. Since the results are quite good and at a low cost (and tkarlin

35



—
Y
£ 60 ‘
0.004 e -~ without collision] |
= gso— — Lagrangian
2 o - DQMOM N=6
o —mmees = x_Multi-Fluid
9 ] S
S 0,003 w0
2z E
>
c = A
) . G 30 :
S 000F M, 3
]
3 Z 20
£ : — 5
= | |- without collision] ©
& 0.0025- |__ | agrangian 8
5} € 10
S » DQMOM N=6 s
= Multi-Fluid ) ~
0.00 ! ! ! £ : L
10 15 20 25 30 T % 15 20 25 30
z (cm) z (cm)
T T 25 ! "
— Lagrangian | |— Lagrangian i
6e-05- B —- Multi-Fluid - —- Multi-Fluid i
AN | DQMOM N=6 @0 Lt DQMOM N=6 i
S IS
o 1 4
2 K2
o )
S 4e-05- g 3
° O 150
=] (3]
” >
[%] c
© ®
€ 5e.09- B 10}
2e-09 £ 100
- \\
f ‘ T 1 . |\\\“ﬁ 50 |

TR I P
20 40 60 80 100 120

radius (microm)

140

n | n | n
40 60 80
radius (microm)

[ B
100 120 140

Figure 9. Monomodal case with coalescence but no evaporafimp left: mass density. Top right:
velocity difference. Bottom left: mass distributioa & 22 cm). Bottom right: conditional velocity

(z =22 cm).

system is reasonably well conditioned), we will uSe= 6 for comparisons with the other
two methods.

As mentioned earlier, without coalescence or evaporatilothi@e methods predict essen-
tially identical results. In Fig. 9 the results for the pualtescence case are shown. Notice
that the mass density does not decrease to zero becauseéstherevaporation; however, it
does change due to transport. From the velocity differeweecan see that the multi-fluid
model and DQMOM overpredict the relaxation rate. As disedgsreviously, this is due to
both methods underpredicting the mean droplet size. Frermidiss distribution functions at
z = 22 cm, we can observe that the Lagrangian method has more thoyté radii above
80 pm than the multi-fluid model, which is consistent with the eb®d trend in the velocity
difference. In order to explore the link between velocitypdirsion and coalescence, we have
computed 50% probability intervals for the conditionalo@ty. These are defined to be the
values ofv for which the conditional velocity PDF (v|r) is fifty percent of its peak value.
Note that in the absence of velocity dispersjtm|r) is a delta function centered &t.|r),

so the width of the intervals is a measure of dispersion. Rieplot of conditional velocity,
we can note that for large droplets the velocity disperssasignificant. We can also note that
using DQMOM essentially results in points along the cufvgr), i.e., increasingV with

the same choice of moments does not capture the velocitgdism.
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5 Conclusions

In this work, we have implemented DQMOM to treat the Williaspay equation that de-
scribes evaporation, acceleration and coalescence @ ligaplets in a laminar gas flow. The
derivation of the DQMOM equations was shown to be a stragghtdrd task, and resulted in
a linear system for the source terms. The right-hand sid@®fihear system is non-zero only
in the presence of coalescence or non-linear evaporattm cdefficient matrix depends on
the choice of moments used in DQMOM.

We have compared this method, as well as the solution olatarite another Eulerian method:
the multi-fluid model, to the reference solution producedlojassical Lagrangian solver. As
far as coalescence phenomena are concerned, the efficieDEMOM has been shown to
be better than the multi-fluid model due to its limited nuroakidiffusion in the size phase
space, especially for the bimodal distribution functiormwéver, as far as the evaporation
process is concerned, it is comparable to the multi-fluid ehdslt still needs a further study
in order to fully understand how to treat optimally the issdi¢he evaporative flux due to
droplet disappearance. Although this issue has been sedecated in the literature on mo-
ment methods, our study illustrates that it has an impogtatt on the moment dynamics.

The principal conclusion from this study is that DQMOM is nemgally robust and straight-

forward to implement for the Williams spray equation and thaill be a very good candidate
for more complex two-phase combustion applications oneagsue of the evaporative flux
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is further improved.
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