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On pseudo-random subsets of the

set of the integers not exceeding NV

Cécile Dartyge (Nancy) and Andrés Sérkozy (Budapest) *

Abstract. The notion of pseudo-randomness of subsets of {1,2,..., N} is defined, and the measures of
pseudo-randomness are introduced. Then three special examples are studied. In two cases it turns out that
the subset in question possesses strong pseudo-random properties, while the third example is a negative

one.
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1. Introduction

In many applications (cryptography, simulation, etc.) we need a random subset R
of the positive integers not exceeding a certain fixed integer N. (E. g. in [18] and
[22] large families of finite binary sequences with strong pseudo-random properties are
presented with potential use in cryptography, and in both constructions we start out from
polynomials f(n) of form f(n) = [[,c4(n — a) where A is a random subset of a given
size of {1,2,...,p} for some prime p.) In most cases we replace the random subset by a
pseudo-random (=PR) subset, i. e., by a subset which is of “random type”, which
“looks random”, and which has been constructed by a suitable algorithm. But when is a
subset a “good” PR subset, when it is “of random type”? Clearly, the subset R which
consists of the even integers not exceeding N, or, in case of subsets containing half of the
elements of the given set, subset R which never contains n, n+1 and n+ 2 simultaneously
cannot be considered as a “good” PR subset; if we end up with such a subset then it
must be discarded. Note that in both examples the special “non-random type” structure
is related to the ordering of the integers and, indeed, the starting point of the study of
pseudo-randomness of subsets of finite ordered sets must be their ordering. Clearly, it
suffices to study subsets of {1,2,..., N}, the study of subsets of other finite ordered sets
can be reduced to this case. So we will study properties of subsets of {1,2,..., N} which
are related to the ordering of the integers. Clearly, to do this, we will have to use number
theoretic tools intensively.

In the last 20 years numerous papers have been written on random structures. In
particular, random (Bollobés [2]), pseudo-random (Thomason [25], [26]) and quasi-random
graphs (Chung, Graham and Wilson [8], [9], Simonovits and T. Sés [23]), pseudo-random
(Haviland and Thomason [12], [13], [25], [26]) and quasi-random hypergraphs (Chung and
Graham [4], [5], Kohayakawa, Rodl and Skokan, [15]), quasi-random set systems (Chung
and Graham [6]), quasi-random subsets of Z, (Chung and Graham [7]) are studied.
In these papers typically structures without ordering are considered, correspondingly,
combinatorial tools dominate. The study of quasi-random subsets of Z,, [7] is closest to
our subject, we will return to this question in a subsequent paper.

Pseudo-randomness of finite binary sequences has also been studied intensively, mostly
in connection with cryptography (see e. g., [19]); since the elements of sequences are
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ordered, thus this field is closer to our subject. Usually the pseudo-randomness of
algorithms generating sequences (“pseudo-random generators”) is studied and not that
of individual sequences, and the tools of computational complexity are used (see, e. g.
[11]). This approach has certain limitations and weak points which were analyzed in [21].
Thus in [16] Mauduit and Sérkézy proposed another, more constructive approach. Later
this approach was used and extended in numerous papers (see the survey paper [21]). In
this field the number theoretic tools dominate (but combinatorial, probabilistic, algebraic
and analytic tools are also used). In this paper our goal will be to show that the tools
introduced in [16] and extended by Hubert and Sarkozy in [14] can be adapted easily
to study the pseudo-randomness of subsets of {1,2,..., N}. First in section 2 we will
introduce the measures of pseudo-randomness of subsets of {1,2,..., N}. In the rest of
the paper we will study special examples; both positive and negative examples will be
presented.

2. The measure of pseudo-randomness of subsets of {1,2,...,N}.

In [16] Mauduit and Sarkozy introduced the following measures of pseudo-randomness
of finite binary sequences.
Consider a finite binary sequence

(2-1) En = (e1,...,e,) € {—1,1}V.

Then the well-distribution measure of Ey is defined as

)

t—1
(22) W(Ey) = max| ;eaﬂb

where the maximum is taken over all a,b,¢ € N such that 1 < a < a+ (t—1)b < N, while
the correlation measure of order k of Ey is defined as

M
(2:3) C(En) = max| 3 ensarentay = v,

n=1

where the maximum is taken over all D = (dy,...,dx) and M such that O < d; < ... <
dr < N — M. Then the sequence is considered as a “good” pseudo-random sequence
if both these measures W (Ey) and Ci(En) (at least for “small” k) are “small” in terms
of N (in particular, both are o(N) as N — 00.) Indeed Cassaigne, Mauduit and Sarkozy
[3] showed that for a “truly random” Ey € {—1,+1}", both W(Ey) and, for fixed k,
Cr(Ey) are around N'/? with “near 17 probability (see also [1]). Thus for a “really good”
PR sequence we expect the measures (2:2), (2-3) to be not much greater than N/,

The pseudo-randomness of a sequence of form (2-1) can be interpreted in the following
way: suppose £ is a random variable distributed according to the law

(24 Ple=1)=Ple=-1)=;

e. g., we obtain such a £ if we toss a coin and put +1 if it shows head, —1 if it is tail. Now
suppose that &1, &2, ...,&N are independent random variables each of distribution (2-4),
e. g., we toss the coin N times. We record the outcome of each coin toss, and let e; denote
the value of £, 4. e., ; = 41 if the i-th coin toss is head and e; = —1 if it is tail. In this way
we get a binary sequence of form (2-1). The question is: what can we say about a “typical”
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sequence (eq,...,ey) obtained in this way, what are its most important properties? We
say “important” in two senses: important in the applications, and also important in the
sense that our sequence possesses it with probability “near 1”. Definitions (2-2) and (2-3),
and the theorems of Cassaigne, Mauduit and Sarkozy described above can be considered
as the answer to these questions.

Hubert and Sarkozy [14] generalised this model and this notion of pseudo-randomness
in the following way.

Replace £ in (2:4) by a random variable which again may assume two values only, but
now they are not equally probable. Suppose they occur with probability p, resp. 1 —p, and
by technical reasons, let & be defined so that its mean value is 0. In other words, replace
(2:4) Dy, say,

(2-5) PE=1-p)=p, P(E=-p)=1-p,

so that, once more, the expected value M (&) verifies

(2:6) M(g) = 0.

Then by (2-6), one may define the notion of p-pseudo-randomness (pseudo-randomness
with respect to the distribution in (2-5)) again by formulas (2-2) and (2-3). In other words,

Hubert and Sérkozy [14] define the notion of p-pseudo-randomness in the following way.
Consider a finite binary sequence

EN:(ela"'7eN) € {1_p7_p}N

Then the p-well-distribution measure of En is defined as

Y

t—1
(2:7) W(EnN,p) %}2?‘;€a+]b

while the p-correlation measure of order k of En is defined as

M
(28) Ck (Eva) = IAI/I[fiB( ‘ Z €n+di€ntds " Entdy ‘

n=1

(The maximum in (2-7) and (2-8) is taken in the same way as in (2-2) and (2-3),
respectively.)

Then again the sequence is considered as a “good” p-pseudo-random sequence if
both these measures W (Ey, p) and Cx(En,p) (at least for “small ” k) are small in terms
of N. Again, this terminology is justified by the fact that, as it is proved in [14], for a
p-random Ey both W (Ey,p) and Cy(Ex,p) are around N'/2. Clearly, this notion of
p-pseudo-randomness generalises the notion of pseudo-randomness.

The definition of p-pseudo-randomness can be adapted easily to define the pseudo-
randomness of subsets of {1,..., N}. Suppose we want to check a subset R C {1,..., N}
for pseudo-randomness. Let |R| = h. Then a random integer n € {1,..., N} belongs
to R with probability %, which corresponds to the p = h/N = |R|/N case of pseudo-
randomness (but it is not identical with it!) Thus defining the sequence

(29) EN:EN(R):(el,eg,...,GN)G {1—7

R LR’}N
N’ N
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(210) (n=1,2,...,N),

. 1—% forneR
" —% forng R

we may define the well-distribution measure and the correlation measure of order
k of the subset R by formulas (2-7), and (2-8) respectively:

R t—1
(2:11) W(R,N) =W (En(R), W) = max | z(:) Cartjb]
j=
and
R .
(212) Ck(Ra N) = Ck (EN(R)v W) = I]\I/l[f}[))( ‘ nz::l €ntdy en—i—dk‘

where En(R) is defined by (2-9) and (2-10).

One would expect and might like to show that these measures are “small” (are around
N'/2) for a “truly random subset” R of {1,..., N}; this fact does not follow from the
analogous results on p-pseudo-randomness, and there are difficulties in adapting their
proofs in [14]. We remark that here the natural definition of “truly random subset”
would be to take every R C {1,..., N} with uniform probability 2~~. However, in the
applications (e. g., in [18] and [22]) h = |R] is fixed, thus it is better to show the smallness
of the PR measures in the sharper form that we fix A (with h — 400, N —h — 400) and

then we consider the h-element subsets of {1, ..., N} with uniform probability (1}\[)_1. We
will return to this question in a subsequent paper.

We emphasize that the notions of “p-pseudo-randomness” and “pseudo-randomness of
subset” of {1,..., N} are very close but not identical. Indeed, we use the same tools and
formulas but, on the other hand, in the first case we study binary sequences while in the
second subsets. Besides, in the first case p is fixed, and then for a “good” p-pseudo-random
binary sequence the frequencies of the two elements need not be exactly p, resp. 1 — p,
it is enough if they are near these values; on the other hand, in the second case first we
consider a subset R C {1,..., N}, and then the associated p value is exactly p = |R|/N,
so that the proportion of the elements selected is exactly p. Finally, in the first case we
typically consider a fixed p with ¢ < p < 1 — ¢ (for some ¢ >), while in the second case
typically we are interested also in subsets R with |R| = o(/V) so that now |R|/N (which
corresponds to p) is o(1).

3. Subsets formed by mod p residues of polynomials

Let p be a prime number, F,, the field of modulo p residue classes, and IF‘p its algebraic
closure.

The first “good ” pseudo-random sequence studied by Mauduit and Sarkozy in [16] was
the sequence defined by the Legendre symbol:

en:(ﬁ> forl<n<p-—1.
b

They showed that this sequence has good PR properties, the well-distribution measure
(2-2) and the correlation measure of order k (2-3) are O(\/plogp) (with a good and
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explicite control of the dependance in k). In [17] they extended these results to sequences
of the form

. { (£42) if £(n) £ 0 (modp)
1 if f(n) =0 (modp),
for 1 < n < p where f is a permutation polynomial whose unique zero in [, has odd
multiplicity. A permutation polynomial f € F,[X] is a polynomial whose associated
polynomial function z — f(z) is a permutation of IF,. For example if (k,p — 1) = 1,
the monomial z* is a permutation polynomial (see [17] for other examples).
In this section we generalize this construction to power residues.
Let d|p — 1 and f be a permutation polynomial. The equation f(x) = 0 has a unique
solution zg in [F),, and in I_Fp we have the factorization:

f(@) = (x —20)™ (2 — )™ -+ (& — 1),
where oy, ..., a5 € Fp. We suppose:
(3-1) (d,ro) = 1.
We will study the pseudo-random properties of the following set V'
(3-2) V= {z € Fp, 3y € F, ~ {0} : f(2) = y? (modp)}.

The cardinality of V' is (p — 1)/d. The associated sequence E(V') = {e, }1<n<p defined by
(2-9) and (2-10) satisfies:

11—« iftneV
(3:3) en = { o ifndV,
with
cardV  p—1
3-4 a= = .
(3-4) ) b

We will show that V' has strong PR properties:
Theorem 3.1. Under (3-1), we have

d—1

(3:5) W(V,p) <1+9( y )sy/plogp,
and for k > 2,
d—1 1
(3-6) Cr(Vip) <k +9(——)" (1 + E)kk:s\/f)logp.

First we prove (3-5). Recall that

-1
W(V.p) = max ’ > eam‘.
a,0, X
b+a(t—1)<p J=0

By definition of the sequence E(V) we have:

t—1 t—1 t—1
(37) D eapp=(—-0a) Y 1-a > 1
j=0 j=0 j=0

aj+bev aj+bgVv
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Next in (3-7) we use the formula

t—1 t—1
IRETD St
=0 =0

aj+bgVv aj+bev
and we obtain:
t—1 t—1
(3-8) Z €ajtb = Z 1 —ta.
§=0 Jj=0
aj+beVv

We introduce character sums to detect d-power residues. Let o denote the principal
character modulo p. When (z,p) = 1, we have

(3.9) > x(:c):{d if 3y € F, ~ {0} 12 =y,

0 otherwise.

Thus we have:

t—1
Z Cajtb = 7 Z Z f(aj + b)) — at.
j=0 xd=x0 0<j<t—1

The contribution of xq is ¢/d if aj + b # xo (modp) for all 0 < j <t —1and t/d—1
otherwise. We easily check that

= '
2> xolflaj +b) —at| <1
=0
Thus we have:

(3-10) \zeaﬁb\\ud\ > X o)
X =x0 0 <t—1
X#X0

To evaluate the character sum we will use the following lemma:

Lemma 3.2. Suppose that p is a prime number, x is a non-principal character modulo p
of order d (so that d|p—1), f(z) € F,[X] has the factorization f(X) = b(X —z1)% -+ (X —
x,)% (where x; # xj for i # j) in F,, with

(d,dy,...,ds) =1.
Let X,Y be real numbers with 0 <Y < p. Then

Y x(f(n)] < 9sy/plogp.

X<n<X+Y

This is Lemma 2 in [20], it is a slightly modified form of Theorem 2 in [16], and it was
derived from A. Weil’s theorem [28]. By Lemma 3.2 we obtain:

t—1
’Zeaj+b‘ 1+— Z 9sy/plogp
J=0 x*=xo0

x#xO

1+9(d )s\flogp,
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this ends the proof of (3-5).
Now we study the correlation measures. Let k£ > 2. We have to compute:

Ci( max’ E €ntdy " Cntdy |

with M and D = (dy,...,dg), 0 < dy < ... < dj such that M +di <p
If n # 9 — d; (mod p) forany1<]<k‘ we have by (3-9)

LA
nvarenva, = [] [0 - 003 S0 x(fnrd) —a(l=5 3 (7 +d;)].

j=1 x%=xo0 x?=xo

If there exists some j, 1 < j < k such that n 4+ d; = x¢ (mod p) then this j is unique
and

- ifl=j
€n+de_{cli =xo X(f(n+dg))+ﬂ if £ £ 7,
X#X0
and
1 M k 1 1
n=lj=1 " yd=y,
X#X0

There exists at most k integers n < M such that n+d; = z¢ (mod p) for some 1 < j < k.
Thus we have (see also [17] section 8):

(3-11) ‘Zen+d1-~-en+dk—%ZH[ Z n+dj))+f”<k.
n=1

n=1j=1 " yd=y, b
XFX0
We define
1 & 1
d—kZH{ Z n+dj))+;]
n=lj=1"yxv=xo
X7X0
We develop the above product:
1 <s 1 M
7oAy LYY Y Yl d) u e d)
r=0 1<51 <. <gr <k X1 X0 Xjr7#X0 n=1

d
X§,=x0  Xx§,.=xo
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To evaluate this sum we do the same operations as in [20] p. 382-384. We will not give
all the details. The only differences arise from the permutation polynomial f. Since F}, is
cyclical we may write each x;, like x;, = x% where Y is a character of order p — 1.

Let 6 = (61,...,0,), and §; = dD; for 1 < i < r. Since xi, = xo, we have
dé; =0 (modp —1).

Thus

(3-12) d =0 (mod (p—1)/d).

We write x* = x?. It is proved in [20] (16), that x* # xo, more precisely, the order D of
x*isD=(p-1)/(p—1,0) and in our case, D|d. The computations p. 383 of [20] yield
to:

M M—-1
Y oxin(fn+d;y) -, (Fn+d;)) = D X (f(n+dj)P - fn+d;,)"r).
n=1 n=0

We apply Lemma 3.2 with x* instead of x and with the polynomial F(n) = f(n +
dj, )P f(n+d;,)Pr. In F), we have

T s—1 r
Fe) = o+ dj; —woy? [T [T +ds, = ).
i=1 {=11i=1

Since (rg,d) = 1 and (Dy,...,D;) = 1, we have (d,roD1,...,79D,) = 1, and since by
the assumptions of the theorem and the definition of zg the a’s do not belong to F,,, the
condition of Lemma 3.2 is satisfied.

By Lemma 3.2 we obtain:

M-—1
(3-13). D xa(f(n+dj,)) - x5, (f(n+dj,)) < 9ksy/plogp
n=0

We apply this upper bound in Z, and by (3-11) we end the proof of the theorem:

k
k 1
Z < 9k8\/fologpz (r) = 9k8\/1310gp(1 + I;)k
r=0

— pkfr

4. A construction using the index

In this section we will give a construction for subsets with strong PR properties which
will be based on the notion of index (discrete logarithm) and which is a variant of the
construction given in [20]. Thus we will refer to [20] repeatedly, and we will leave some
details to the reader.

Let p be an odd prime, g a fixed primitive root, and let ind @ denote the modulo p index
(discrete logarithm) of a to the base g so that

¢"4? = g (mod p)
and, to make the index unique,

1<inda<<p-—1.
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Theorem 4.1. Let h, ¢ be integers with 0 < h < h + ¢ < p — 1, and define the subset R
of {1,...,p—1} by

R={n:1<n<p—-1, h<indn < h+(}.
Then we have
(4-1) IR| = ¢,
(4-2) W(R,p—1) < 2yp(log p)®

and, for all k € N, k < p,

(4-3) Cr(R,p — 1) < 9k2%/p(log p)* 1.

Proof. The equality (4-1) is trivial. The proof of (4-2) is based on the Pélya-Vinogradov
inequality:

Lemma 4.2. Ifp is a prime number, x a non-principal character modulo p and X, Y are
real numbers with X <Y, then we have

‘ Z X(n)‘<\/ﬁlogp.

X<ngY

(See, e. g., [10], p. 135 for a proof.)
Assume that

(4-4) I1<a<a+(t—1)b<p—1,

and define E, 1 = (e1,...,ep—1) by (2:9) and (2-10) where now [R| = ¢ by (4-1), and
N = p—1. Then the sum in (2-11) is

14
Zea3+b‘—| Z Z 1_p71)‘
0j<t - h<igh+L
(45) g'=a+jb(mod p)

ot
= | Z Z L— p— 1 ‘
0<j<t  h<i<h+t
g'=a+jb (mod p)

By the formula

1 Z)Z(G)X(b) _ { 1 if a =b(modp) and (a,p) =1

0 otherwise,

here we have

t—1 h+e

XY =YY Y detibe)

0<j<t  h<i<h+t X j=0i=h+1
g'=a+jb (mod p)
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The contribution of the principal character is

t—1 h+4el

LYy

7=04i=h-+1
Thus it follows from (4-5) that
t—1 h+e

\Zeam!—*}ZZZ (a+b)x(g")]

X#xo0 j=0i=h+1

t—1 h+¢ 4
(46) —} > Z (a+30)( > x'(9)]
X#xo J=0 i=h+1
-1 ",
1 DD xtai +0)|] D X9
p X#xo Jj=0 i=h+1

The first inner sum can be estimated by Lemma 4.2 as in (7) in [20], and we obtain
t—1
(47) 1> x(aj +b)| < /plogp,

J=0

and as in (8) in [20], the second inner sum is

h+¢ 9
(48 | 2. Xl < =gy

By (4-7) and (4-8) we get from (4-6) that

(49) \Zeam\ 2L S

X#X0
y (10) in [20] the last sum is
(4-10) > Tl < (p—1)logp.
X7FX0

It follows from (4-9) and (4-10) that

t—1
| > cajn| < 2¢/plogp)*.
=0

This holds for every a, b, t satisfying (4-4) which, by (2-11), completes the proof of (4-2).
The proof of (4-3) is based on Lemma 3.2 stated in the previous section.
In order to prove (4-3) consider any D = (di,...,d;) with non-negative integers
di < ... < di and positive integer M with M + d < p — 1. Then, as in (4-5) and
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(4-6), the sum in (2-12) is

‘ § €n4diCn+ds *° Cntd, | =

n=1j=1 h<i<h+/{
g*=n+d; (mod p)
M h+¢
i 14
“INIEHY Y s - =)
n=1j=1 p= Xj tj=h+1

h+-¢

=[XI6C X 2 uttdn)]

n=1j=1 XﬁéXO ij=h+1
1 k h+¢
:(p—l)k’ Z Z ZHXJ”+d H Z ))‘
X17#X0 XkF#x0o n=1j=1 j=1 ij=h+1
k h+4
_1kz Z‘ZHXJ”"‘d ‘H‘ Z gl
X17X0 Xk#xo n=1j=1 j=1 i;=h+1

This expression, apart from a missing factor 2%, is of nearly the same form as the upper
bound in (12) in [20] and, by using Lemma 3.2, it can be estimated in the same way. Thus
we end up with an upper bound less by a factor 2¥ than the one in [20]:

1D enva - enva| < 9k2°p'/(log p)

which, by (2-12) completes the proof of (4-3).

5. Subsets obtained by sifting

In this last section we will study a subset of {1,..., N} obtained by sifting: the subset
of the square free numbers. Let Q(N) be the set of the square free numbers less than N.
The cardinality of Q(N) is (see for example [24] section 1.3.7)

6
(5-1) Q(N) = pN+0(\/N).
We define the rate
B card Q(N)
gN = 7]\] .
We have
6 1

By (2-9) and (2-10), the corresponding sequence is Ex(Q(N)) = (eq,...,en) with

—qn  ifp(n) =0
= (1—qn)p?(n) — qn (1 — p?(n))
= ,UQ(”) —dgnN-

. :{1—qN if p?(n) =1,

(5-3)
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It is easy to see that this sequence does not have good PR properties. First the well-

distribution measure is large, for example for each n < N/4, we have ey, = —qn. Thus
we have
[V/4]
W(Q(N),N) > | Z 4]
(5-4)
N qN
> —— —1.
4

More generally we can see by elementary means that this sequence is not well-distributed
in every arithmetic progression of modulus > 1:

Lemma 5.1. Let a > 2, b,t such that b+ a(t — 1) < N. We have:

t—1
6t
Zeajer = —(F(a,b) = 1) + O(VN),
=0 m
with
0 if there exists p such that p?|(a,b),

_ -1 .
F(a,b) = L. (1- p%) T pien (11— %) otherwise.
a0 (mod p?)

By this lemma we see that W (Q(N), N) is given by the arithmetic progression modulo
4.

Corollary 5.2. For N > 2, we have:
3N
W(Q(N),N) = o + O(VN).
Proof of Corollary 5.2. By Lemma 5.1, we have
W(Q(N),N)= max ( |F(a,b) — 1|) O(VN)

bta(t—1)<N
(N-b)6
a

= max
a,b

—|F(a,b) —1] +O(VN).

By (5-2) and (5-4), to prove Corollary 5.2, it is sufficient to show that

(55) Flab)~ 1> < 1.

By the definition of F, it is clearly the case when F'(a,b) = 0. We see that the possible
other large values of |F(a,b) — 1| are obtained for b = 1 and we have

F(a,1)—1 < 2

a

which is less than 1/4 for all @ > 3 and we have (F'(2,1) — 1)/2 = 1/6. This proves that
Corollary 5.2 is a consequence of that Lemma 5.1.

Proof of Lemma 5.1. We have by (5-3)

0<

t—1

Zeaj-i-b > 1P (aj +b) — tqn.

7=0
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Next we use the formula

=Y uld)

d?|n

and exchange the order of summations:

t—1 t—1
D con =2 D> id)—tay
=0

j=0d?|aj+b
— Y Y -
d2<a(t—1)+b 0<j<t—1

aj+b=0 (mod d?)

The congruence aj + b = 0 (mod d?) has a solution if and only if (a,d?)|b and we have

t—1
wu(d)t(a,d*) 6t
Z%Hb = Z 32 a2 O(VN).
J=0 d*<a(t—1)+b
(d?,a)|b

It remains to compute the sum over d:

3 ( ZM (> p(d ad2)

d*<a(t—1)+b (d2,a)[b d>~/at+b
(d?,a)|b

The error term above is clearly less than O(y/a/t). Let
£(d) = { wdad®) ¢ (42 g)|b
0 otherwise.
This function is multiplicative and we have
1 if p?|(a,b)
fo) = g =1
P

if p||la and p|b
0 otherwise.

5y, Hdld) =S s@ =TI+ ) = ¥,

(d2,a)|b P

This ends the proof of (Lemma 5.1).

We have

The correlation measures are also large for every k.

Lemma 5.3. For all k > 2, we have
Cr(Q(N),N) > N.

Proof.

Let M and dy,...d; be some positive integers such that 0 < d; < dy < ...

M + di < N. We have to evaluate

C(M,dl,...,dk) = Z€n+d1 c o Endy

13

< dj, and
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By (5-3) we have:

M k
C(M,dy,....d) =Y [] (£*(n+d;) - an).

n=1j5=1

We take the term-by-term product:

M r
C(Ma di,... 7dk) = (_QN)kM + Z (_QN)k_T Z Z H/‘Q(n_F d]z)

1<r<k 1<1<...<jr<kn=1i=1

This sum will be estimated with this following result of Tsang [27]:

Lemma 5.4. Let di,...,d, be distinct integers such that |d;| < cx for 1 < i < r,
r < logx/(25loglogx), and ¢ an absolute constant. For any x > 3, we have

(5-6) S Pt dy) - pP(ntdi) = Aldy, ... d)x + Oc(a/M (log 2)®),

n<x

where

w(p,di,...,d,
Aldy,....d) =T (1 - %),
p
P
and u(p,dy, . ..,d,) is the number of distinct residue classes modulo p? represented by the

numbers dy, . .., d,. The implied constant in the error term in (5-6) depends only on c.

This is a slightly weaker form of Theorem 2 of Tsang [27].
By Lemma 5.4 we have for di, < cM:

(—6)" —6)F "
C(M,dy,....dy) = *—5=M + M Z e > Ady,,....dj,)
1<r<k 1<j1<...<jr<k
+ O(k" MM (log M)®).

For z > 2 we define D, Hp<zp2' We take d; = jD, for j = 1,...,k so that for p < z,
u(p,dy,...,d,) =1. We have

Ay, d) =TT 0 - H+ot) = Sa+old).

p<=z p

Finally we obtain with this choice of dy,...,d,:

con ) = v+ Bl roldy) ¥ <—6>’“‘<fj>

m2(k—r)
1<r<k
+O(k*M™ M (log M)®)
—6\k 6, 6 6 \k
= M[(F) (1- =)+ 3z01-—=) ](1 +0(1)).

This ends the proof of Lemma 5.3.

We may also ask if in general, the subset obtained by sifting condition has poor PR
properties. This is clearly the case for the distribution if we sieve with small numbers.
For example the set of the integers which are sums of two squares is poorly distributed
modulo p for p = 3 (mod 4) and the correlation are not small either.
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