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ABSTRACT

This study fits within the overall research on the usage of space remote sensing data to constrain land
surface models (LSMs) (also called SVAT models for soil–vegetation–atmosphere transfer). The goal of this
paper is to analyze the potential of using thermal infrared (TIR) remote sensing data for LSM calibration.
LSMs are characterized by a large number of parameters and initial conditions that have to be specified.
This model calibration is generally performed at a local scale by minimization between measurements and
time series difference. Recent studies have shed light on the use of multiobjective approaches for perform-
ing calibration and for analyzing the model’s sensitivity to input parameters. Such an approach has been
implemented in the SEtHyS LSM (for “Suivi de l’Etat Hydrique des Sols,” the French acronym for soil
moisture monitoring) with the objective of assessing the information contributed by having knowledge of
the remote sensing surface brightness temperature. For this purpose, the model calibration was performed
in three different cases at field scale corresponding to different calibration design. The analysis of these
numerical experiments permits the authors to show the contribution and the limits of TIR remote sensing
data for LSM calibration, in various environmental conditions. The perspectives underline the potential of
using a dynamic calibration methodology, taking advantage of the time-varying model parameters’ influ-
ence.

1. Introduction

This paper discusses the possibilities of using TIR
brightness temperatures to estimate the parameters of
land surface models (LSMs). LSMs have been devel-
oped to represent the energy and mass transfers at the
soil–vegetation–atmosphere interface. These models
are widely used for meteorological, agronomical, or hy-
drological purposes at various temporal and spatial
scales. Such models simulate the time series of surface
variables like surface temperature, soil moisture, and
surface energy fluxes, when provided with atmospheric

forcing and information about vegetation growth and
surface hydrologic and thermal initial conditions. Since
the scales of the physical processes are generally
smaller than the space–time truncations of the models,
the process representation is necessarily conceptual,
and the water and energy transfers are described with
simplified parameterizations. These parameterizations
have generally been developed empirically and involve
many parameters that can sometimes be measured lo-
cally. At a larger scale (like a heterogeneous general
circulation model grid), most of these parameters are
conceptual and can be estimated from the soil and veg-
etation characteristics with a large uncertainty. There-
fore, there is a need to develop methodologies to esti-
mate these parameters at a scale representing the physi-
cal processes in order to obtain the best prediction of
the surface variables. It can be noted that the modeling
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is approximately the same when applied at the local
scale (field scale) or the grid scale of general circulation
models (GCMs).

Remote sensing data can be useful for the model’s
calibration task because it provides information at a
scale representative of the surface processes. This in-
formation can be used in soil–vegetation–atmosphere
transfer (SVAT) models if the remote sensing signals
are related to the surface parameters or variables.
These relations are ensured by the radiative transfer
models that simulate the remote sensing signals at the
level of the space instruments: for example, brightness
temperatures in the thermal infrared (TIR) or in the
microwave domains or solar reflectances. Therefore, in
order to constrain LSM with satellite data, it is impor-
tant to develop numeric tools coupling SVAT models
and multispectral radiative transfer models.

From all the space measurements available, TIR data
have proved to provide valuable information for sur-
face energy budget monitoring (Diak et al. 2004). In
fact, with a given viewing direction, TIR domain radi-
ometers are able to measure the surface emitted long-
wave and the atmospheric radiations, both transmitted
along the atmospheric path. A simple first-order mod-
eling of the radiative transfer through the atmosphere
and at the soil–canopy interface allows for the simula-
tion of the directional spectral brightness temperature,
which can be compared to radiometric measurements.
It is important to note that the directional brightness
temperature is the sum of all emitting object contribu-
tions within the instrument footprint. In the case of a
vegetation cover, the emitted radiation is a complex
composition of the contributions of the different ele-
ments of the surface, in a specific instrument viewing
direction. Previous works have shown that this tem-
perature may be approximated using a two-source (soil
and vegetation) SVAT model and a simple radiative
transfer representation (see, e.g., François 2002). The
measurement of this temperature can therefore be re-
lated to soil and vegetation temperatures. With the di-
rectional effects resulting from different weights of the
soil and the vegetation components, some authors have
shown that bidirectional measurements are sufficient
for retrieving both soil and vegetation temperatures
(François et al. 1997; Menenti et al. 2001; Jia et al. 2003)
or for estimating soil and vegetation fluxes (Norman et
al. 1995).

In this study, our purpose is to evaluate the potential
of TIR data for calibrating dual-source SVAT models.
Since the soil and vegetation temperatures are deter-
mined by the energy and water transfers in the soil–
vegetation–atmosphere continuum, the knowledge of
these variables (or strongly linked ones like the direc-

tional brightness temperature) should be of interest for
calibrating or constraining the associated physical pro-
cesses. One of the difficulties is the dimensionality of
the calibration problem. LSMs are characterized by a
large number of parameters: for example, a simple
SVAT model like the Interaction Soil Biosphere At-
mosphere (ISBA) model (Noilhan and Planton 1989)
contains 14 parameters, and a more complex scheme
like version two of the Simple Biosphere Model (SiB2:
Sellers et al. 1996) has 48 parameters to estimate. These
parameters or initial states do not all have the same
sensitivity and, thus, do not need to be estimated with
the same accuracy. It is therefore important to identify
the most influential parameters in order to reduce the
dimensionality of the optimization problem and im-
prove the calibration technique. Among numerous sen-
sitivity analysis methods, multicriteria methods are well
adapted to SVAT models because these models present
many output variables, which are related to the differ-
ent processes represented and to the different model
parameters. Such an analysis allows for better under-
standing of the model functioning and the dominant
processes during the studied time period. The multi-
objective generalized sensitivity analysis (MOGSA:
Bastidas et al. 1999) has been applied successfully in
performing the sensitivity analysis of SVAT models.
Moreover, the method may be extended to perform the
calibration of the model, as suggested by Demarty et al.
(2005). As a result, these authors proposed the multi-
objective calibration iterative process (MCIP), which
was used in this paper for analyzing the impact of the
TIR brightness temperature on the model calibration.
The purpose is to determine (i) how remote sensing
TIR TB is useful in model calibration and (ii) what
physical processes can be constrained by the measure-
ment of this variable during the whole crop growing
and senescent period. Our dual-source SVAT model,
SEtHyS (for “Suivi de l’Etat Hydrique des Sols,”
French acronym for soil moisture monitoring), was
chosen and applied at field scale in the framework of
the Alpilles-ReSeDA (Remote Sensing Data Assimila-
tion) experiment (Olioso et al. 2002a; http://www.
avignon.inra.fr/reseda/base/), for which all variables to
implement, run, and calibrate the model as well as
TIR data were available. The methodology is based
on numerical calibration experiments for four time peri-
ods corresponding to different surface, climate, and
vegetation conditions. It is applied to three scenarios
corresponding to different uses of input calibration data:

• Scenario 1: Surface fluxes, reflected solar radiation,
soil water contents, and TIR brightness temperatures
are used for the calibration.
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• Scenario 2: Same as scenario 1 but without TIR
brightness temperature.

• Scenario 3: TIR data only are used for calibration.

After a brief description of the SetHyS model and the
database (section 2), the methodology and the frame-
work of the numerical experiments are presented (sec-
tion 3). Section 4 focuses on the results of scenario 1.
The calibration results of both scenarios 1 and 2 are
discussed in section 5. Finally, section 6 presents the
conclusions and the perspectives on the use of TIR data
to calibrate SVAT models and proposes a methodology
to take advantage of all information contained in the
brightness temperature measurement.

2. The SEtHyS model and the Alpilles ReSeDA
database

a. The model

The SEtHyS model (presented in appendix A) is a
SVAT coupled with a radiative transfer model in the
visible and infrared domains, where vegetation is con-
sidered as a semitransparent and turbid medium (Beer–
Lambert approach), taking into account a multiple re-
flection between the soil and the canopy. This one-
dimensional modeling of water and energy surface
fluxes simulates the thermal infrared surface tempera-
ture and the soil water content at field scale.

Two sources, the soil and the overlaying vegetation,
are separately considered to solve the mass and energy
budgets. Soil is divided into two layers: a thin surface
layer and the total root zone.

The formalism of the model is the same as in Dear-
dorff (1978) for the computation of the fluxes and the
state variables: ground and canopy temperatures, spe-
cific humidity and air temperature inside the canopy,
and soil water contents. The representation of photo-
synthesis with the calculation of the stomatal conduc-
tance is the same as the SiB model described in detail in
Sellers et al. (1992, 1996).

The upper boundary conditions consist of atmo-
spheric forcing: incoming radiation, precipitation, air
temperature, specific humidity, and wind speed above
the surface at the reference level Za � 2 m. Leaf area
index (LAI), vegetation height, and field irrigation are
also input data of the model. A prescription of the 22
input parameters (for vegetation, soil, and initializa-
tion) is required to run the model (a list is shown in
Table 2).

b. Dataset

Data used to perform the different numerical experi-
ments come from the Alpilles-ReSeDA program. This

field experimentation was initiated to improve evalua-
tion of soil and vegetation processes from remote sens-
ing data.

Numerous data were acquired over the Alpilles
(southeast of France) flat crop fields area from October
1996 to November 1997. Data acquisition on specific
fields dedicated to SVAT model “calibration” was
more complete. In particular, we investigate in this
study measurements from field 101, a winter wheat
crop for which all the data to calibrate and run the
SEtHyS model over the whole growing and senescent
period between days of experiment (DOE) 387 (21
January 1997) and 525 (8 June 1997) are available. The
measurements performed on field 101 consisted of

• atmospheric forcing measurements performed by the
central meteorological station at the center of the
experimental site with a 15-s time step and an aver-
aging period of 20 min (like the model time step). Air
temperature, vapor pressure, and wind speed were
measured at 2 m above the ground; rainfall and field
irrigation were also measured and included in the
forcing dataset as model input variables.

• latent and sensible heat fluxes obtained by means of
the Bowen ratio (BR) method (over the whole simu-
lation period) and the eddy correlation (EC) method
(period 440–460). However, the BR-deduced heat
fluxes presented some cases of overestimations (bias
of �15 W m�2) and large scattering (rmse between 50
and 70 W m�2) compared to EC-deduced heat fluxes.
These fluxes have been reprocessed (Olioso et al.
2002a).

• net radiation measurements, incident solar radiation,
and reflected solar radiation performed at a 3-m
height above the canopy. These data were intercali-
brated between the different instruments used.

• thermal infrared surface temperature TB obtained by
measurement of upward canopy radiation in the
8–14-�m waveband with an 18.5° zenith angle and a
16° field of view. Bare soil and canopy emissivities in
the 8–14-�m spectra were also measured.

• plant property measurements like green LAI or
canopy height interpolated to daily values.

• soil measurements including soil moisture, soil water
potential profiles, soil temperature, hydrodynamic
and thermal properties, and soil hydraulic conductiv-
ity. Soil moisture profile was measured with neutron
and capacitive probes. To dispose of measurements
during all simulation periods, we have used neutron
probe data between DOE 387 and 475 (rainfall epi-
sode) and capacitive probe data from DOE 476 to the
end of the crop cycle (DOE 542). Textural data pe-
dotransfer functions allowed determining the soil pa-
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rameters using a retention curve and hydraulic con-
ductivity derived from Van Genuchten modeling
(free parameters in the following study). Last, deep
soil temperature was measured at different depths
every 15 s and averaged over a period of 20 min.

Four different simulation periods (see Table 1) were
investigated in order to check accuracy, efficiency, and
behavior (parameter sensitivity) of the SEtHyS model
under various atmospheric forcing and vegetation phe-
nological conditions. Period P1 spreads over 20 days
between 21 January and 31 January; it is the period with
the lowest LAI values (bare soil with sparse canopy).
Period P2 between 15 March and 4 April corresponds

to the wheat growing period with a regular soil drying
(no precipitation). Period P3 between 19 May and 8
June is a well-developed canopy period and a senescent
phase of wheat with very dry soil and two rainfall
events (which occurred on DOE 519 and 523). Last, the
period P includes the three previous periods and
spreads over 155 days between 21 January and 25 June.

3. Presentation of the multicriteria analysis
methodology

The SEtHyS model requires the specification of 22
parameters and initialization variables, listed in Table
2. In this section, the methodology used to perform
model calibration is presented.

a. Global and multicriteria approach

The specification of the model’s parameters has a
direct influence on the system response. Thus, the first
step when one wants to run a LSM is its calibration.
This calibration consists in the optimization (hereafter

TABLE 1. Characteristics of the four simulation periods.

Period DOE LAI Vegetation height (cm)

P1 387–407 0.21–0.56 12–16
P2 440–460 1.45–1.90 32–43
P3 505–525 1.52–1.60 69–72
P 387–542 0.21–1.9 12–74

TABLE 2. List of parameters and initial variables with their initial uncertainty ranges.

Name Description (units)
Initial uncertainty range,

all periods

Optical properties
1 �g Bare soil emissivity 0.94–0.99
2 �sec Dry soil albedo 0.225–0.35
3 �hum Wet soil albedo 0.1–0.22
4 winf Moisture parameter for albedo calculation 0.15–0.29
5 wsup Moisture parameter for albedo calculation 0.291–0.5
6 �sv Vegetation albedo 0.16–0.32

Vegetation characteristics
7 Vmax0 Leaf photosynthetic capacity (Rubisco) (�mol m�2 s�l) 30–200
8 lgf Dimension of the leaf along the wind direction (m) 0.01–0.08
9 kwstr Empirical parameter for water stress calculation 0.01–0.1

Ground properties
10 phc “Half critic” hydrologic potential (m) �200–100
11 wmax Saturated soil water content (m3 m�3) 0.3–0.5
12 wresid Residual soil water content (m3 m�3) 0.05–0.15
13 hVG Scale factor in the Van Genuchten retention curve

model (m)
�1.161–0.251

14 nVG Shape parameter in the Van Genuchten retention
curve model

1.168–1.331

15 Ksat Saturated hydraulic conductivity (m s�1) 2.4 � 10�8–2.7 � 10�6

16 aElim Empirical parameter for limit evaporation 1–50
17 bElim Empirical parameter for limit evaporation 1–50
18 Ftherm Correction coefficient of the volumetric soil heat

capacity (J m�3 K�1)
0.5–2

19 dp2 Root zone depth (mm) 200–2000
Initial variables

20 wg0
Initial soil surface water content (m3 m�3) period 1/period 2/period 3 0.32–0.49/0.18–0.27/0.15–0.22

21 w20
Initial root zone water content (m3 m�3) 0.30–0.46/0.26–0.39/0.20–0.30

22 biasT2
Error in deep soil temperature (K) �2 � biasT2

� � 2
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minimization) of a cost function dealing with the
model-simulated output and observation data diver-
gence.

Several optimization techniques have been docu-
mented in the literature. Young (1978), Spear and
Hornberger (1980), and Hornberger and Spear (1981)
suggest keeping a set of parameter combinations as a
solution of the optimization problem. Actually, search-
ing for a unique global optimum is not satisfactory be-
cause of the parameter interactions, nonlinearities in
the modeling, and observation uncertainties used in the
calibration process. They propose to distinguish “ac-
ceptable” and “nonacceptable” combinations of the
model parameters, with “acceptable” sets ensuring the
higher model realism compared to the data observation
reference. The general methodology is well known as
the regionalized sensitivity analysis (RSA) or HSY al-
gorithm according to the first letter of the author’s
names. Yapo et al. (1998) extended the single-objective
global optimization shuffled complex evolution algo-
rithm from Duan et al. (1993), to a multiobjective ver-
sion, filling in the gap by exploiting all useful informa-
tion contained in the dataset. This methodology, called
the MOCOM-UA algorithm (Yapo et al. 1998), was
developed and applied in a hydrological model calibra-
tion context using two objective criteria (root-mean-
square error and heteroscedastic maximum likelihood
estimator). For the models that simulate different pro-
cesses and output variables, it is important to perform
both calibration and validation on multiple variables.

Therefore, Gupta et al. (1999) and Bastidas et al.
(1999) developed a stochastic multiobjective approach
using only one objective function (the rmse), but simul-
taneously taking into account several different surface
variables. They applied a methodology called the mul-
tiobjective generalized sensitivity analysis (MOGSA)
for studying multiobjective sensitivity analysis and cali-
bration (with MOCOM algorithm) of a SVAT model,
the biosphere–atmosphere transfer scheme (BATS:
Dickinson et al. 1993).

This methodology has been applied by Demarty et al.
(2004, 2005) on the Simple Soil Plant Atmosphere
Transfer and Remote Sensing (SiSPAT-RS) model
(Braud et al. 1995; Demarty et al. 2004) to analyze the
model sensitivity and to propose a calibration method-
ology (MCIP: Demarty et al. 2005) for the parameters
and the initial states.

b. Presentation of the MCIP methodology

1) Definition of initial ranges for each parameter: This
task can be done from an a priori knowledge of the
surface properties or from local measurements and
an estimation of their temporal and spatial variability.

2) Uniform random sampling of the feasible parameter
space: each parameter is drawn in the defined
ranges (statistical Monte Carlo approach). An ex-
ception is for the hydraulic conductivity, for which
the logarithm of the range values is sampled (very
little values and large range). The saturated water
content of the soil depends on the initial soil water
contents to preserve the physical realism of the pa-
rameterization.

3) Achievement of a set of simulations: each parameter
combination gives rise to a simulation (stochastic
technique).

4) Calculation of the cost function: root-mean-square
error between simulations and observations:

rmse	X
 ���
i�1

n �	X̂i � X̃i

2

n
�, 	1


where X̂i and X̃i are, respectively, the simulated and
observed variable at time i. The rmse is calculated
on the n observations available for each monitored
output variable considered.

5) Pareto ranking or simple sorting and partitioning of
the simulations in acceptable or nonacceptable so-
lutions: Construction of two ensembles of solutions
is required.

6) Detection of parameter sensitivity by comparison of
the maximal distance between the cumulative distri-
bution of each parameter on both ensembles: The
statistical Kolmogorov–Smirnorff test relates this
maximal distance to a probability value. The appli-
cation of thresholds to this probability value permits
one to quantify the degree of parameter sensitivity.

7) Reduction of variation ranges for the sensitive pa-
rameters: the ranges of other parameters are kept
unchanged.

This methodology is a pure stochastic approach (easy to
implement) whereas the MOCOM-UA algorithm com-
bines the strengths of deterministic and stochastic tech-
niques.

The iteration of the procedure described above,
where reduced ranges at step 7 become the “new”
ranges at step 1, achieves the model calibration. Sensi-
tive parameter ranges are reduced iteration by iteration
and the process stops when the decreases of the criteria
ranges are all lower than 10%. A maximal number of 10
iterations was fixed to limit the computing time.

In our application, the criteria are the rmse of seven
simulated variables: the directional surface brightness
temperature TB (K) over 8–14-�m spectra, the surface
and root zone soil moistures wg, w2 (m3 m�3), the total
latent heat flux over canopy LE (W m�2), the ground
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surface heat flux G (W m�2), the sensible heat flux H
(W m�2), and the solar-reflected radiation aRg (W
m�2). All of these variables have been measured during
the Alpilles-ReSeDA field experiment.

4. Multiobjective model calibration

This section presents the application of the MCIP
approach on the SetHyS model. The calibration dataset
includes the measurements of seven simulated vari-
ables: TB, wg, w2, G, H, LE, and aRg. Note that the
latent heat flux (LE) is not used for calibration but to
control the consistency of the results for this variable.
Moreover, measurements of LE do not contain more
information than H flux to constrain the energy bal-
ance. In the methodology described above, the rmse of
surface fluxes and brightness temperature are calcu-
lated for a diurnal time period (24 h). To analyze the
impact of the calibration period, different tests have
been performed for the four time intervals (P, P1, P2,
and P3) defined in section 2b.

The parameter ranges were fixed following values
encountered in the literature, or according to the spa-
tial variability of the measurements performed on the
experimental site. For specific parameters or initial
conditions an uncertainty of 20% was prescribed. These
intervals are specified in Table 2. It is clear that the
calibration results depend strongly on the initial ranges
of uncertainty of the parameters. In this study the
whole range of possible values encountered on the
earth’s surface has not been taken into account, as was
done in Bastidas et al. (1999) and Gupta et al. (1999),
because the goal of the paper is to show, in a specific
climatic and environmental context, the impact of the
dimension of the available calibration dataset on the
optimization.

Within the four selected periods, initial parameter
ranges were identical except for initialization variables
whose initial ranges have been set to the experimental
values with a 20% uncertainty. Note that the initial
deep soil temperature (T2) is actually an input variable
derived from air temperature with a random error be-
tween �2 and �2 K, introduced to test the model sen-
sitivity to T2.

Samples of 6000 simulations were used on each stud-
ied period. The size of the simulation set was deduced
from different tests performed on the calibration
methodology to obtain robust and constant results (in-
creasing the number of simulations and resampling the
feasible parameter space). Demarty et al. (2004)
showed that a minimum sample size of 1500 simulations
was required to eliminate the impact of initial param-
eter sampling on the sensitivity analysis results of the
SiSPAT-RS model.

After the Pareto ranking of the simulations set, the
number of selected ranks corresponds to a minimum of
150 simulations. Note that at each iteration, the set of
simulations is homogenized and the parameter space is
more precisely sampled because of the constant num-
ber of simulations (6000). Less than 10 iterations are
generally necessary to converge.

a. Effect of the calibration period on parameter
optimization

The analysis of the different calibration tests shows
the impact of the dataset period on the model calibra-
tion. As expected, the sensitive parameters are differ-
ent during the four simulation periods; the importance
of the physical processes linked to the soil is larger on
the periods P1 and P3. On the contrary, during the
second period (P2), the vegetation has a larger impact
on the surface fluxes. Such results agree with the con-
clusions of Demarty et al. (2004) with the SiSPAT-RS
model using the same dataset. Their conclusion was
that the model was sensitive to the parameters control-
ling water exchanges near the soil surface as well as in
deeper soil layers according to the high evaporative
demand of the atmosphere during this period. Conse-
quently, the calibration process does not converge to
the same solutions for each period and its evolution
along the different iterations may be completely differ-
ent.

As an example, Fig. 1 presents the result of the cali-
bration tests for the five most sensitive parameters re-
lated to the transpiration flux:

Vmax0
, lgf, dp2, �s�, and Ftherm.

These parameters are key factors for water and energy
transfers. Here Vmax0

drives the photosynthetic capacity
of the canopy and thus the transpiration rate, Ftherm

determines soil thermal properties and remains critical
in the computation of the soil heat conduction flux, lgf

and �s� are vegetation structural and optical properties,
and finally, dp2 is the amount of water available for
transpiration (root zone depth); see section c in appen-
dix Ac for more information about the model param-
eterizations. In the same figure, the variation of the
parameter ranges along the iterative process (through
the 10 iterations) for these five parameters are plotted
for the long-term calibration period P (Fig. 1a) and the
three short-term calibration periods (periods P1, P2,
and P3 in Fig. 1b). The more sensitive a parameter, the
faster the parameter range is reduced along the itera-
tive process.
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FIG. 1. Parameter range convergence with MCIP for the different periods of calibration (scenario 1): (a) period
P; (b) periods P1, P2, and P3.
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The main results of the calibration tests are the fol-
lowing: because of the varying surface conditions
throughout the year (variation of the LAI and of the
vegetation phenology), the surface processes have vary-
ing contributions: soil processes are more sensitive dur-
ing periods P1 with low LAI values and P3 with senes-
cent vegetation and low transpiration. Consequently,
parameters like Vmax0

, lgf, dp2, and �s� are less sensitive
(and on the contrary soil parameters like Ftherm are
more sensitive) in period P1 than in the other periods.
Moreover, because of the strong precipitation events
characterizing period P3, the parameters linked to the
hydrodynamic transfers like Ksat and nVG are more in-
fluential and may be better calibrated. It is worth noting
that for all model parameters, and especially these five
vegetation parameters, the calibration converges to co-
herent and realistic values. For example, Vmax0

reaches
larger values in P2 than in P1 and lower values in P3 in
accordance with the expected variations of the transpi-
ration; lgf, dp2 reach lower values in P3 and P1 than in
P2; the same is observed for the vegetation albedo �s�;
finally Ftherm calibrated values are larger in P1 and P3
than in P2 where parameter is less sensitive and cannot
be calibrated. It is surprising to see that the calibration
converges to the same values in period P3 as in P1 while
senescent vegetation albedo should be larger than for
green vegetation. In fact, it can be explained by the fact
that the soil albedo converges to the lower limit of the
uncertainty range prescribed; since these values are still
too high to match the aRg measurements, the calibra-
tion process tends to decrease the vegetation albedo
and reaches the lower limit. These results allow us to
show the caveats of the calibration methodology be-
cause of the strong dependence of the solution on the
initial parameter ranges and on the respective param-
eter sensitivity to the calibration period. It is to be ex-
pected that a long-term calibration will lead to an av-
erage solution for the parameter set while a dynamic
(short-term) calibration will allow us to better optimize
the model simulation for the calibration period. In the
latter case, time discontinuities in parameters values
will appear from one calibration period to another. It is
important to constrain (by a recursive or a preventive
way) the parameter ranges to realistic values and to
analyze the time correlations between the parameters.
One way to limit the errors due to bad calibration
(leading to unrealistic parameter estimates) of nonsen-
sitive parameters would be to perform the calibration
only on the most sensitive parameters or to guide the
optimization process with an a priori solution, which
would prevent the nonsensitive parameters from vary-
ing much.

b. Comparison of the model performances

The model performance obtained at the end of the
calibration process has been compared for the four cali-
bration tests in terms of the rmse and biases on all the
variables that have been measured during the Alpilles-
ReSeDA experiment, that is, on the six criteria used for
the calibration (TB, wg, w2, G, H, and aRg) as well as
criteria on the latent heat flux LE and the net radiation
Rn (not used for calibration). The results are summa-
rized in Fig. 2 and Table 3. The statistics are calculated
for the experimental dataset (the number of available
data for each variable is noted in Table 3 column “N
data”).

Figure 2 presents the comparison of the rmse ob-
tained during the three simulation periods, P1, P2, and
P3, using the calibration set of parameters obtained
from the long-term calibration period P, to the simula-
tions obtained with the parameters optimized for the
specific short-term periods (dynamic calibration). The
results show the following.

• The model performs well in all cases; the rmse values
obtained from the whole period as well as from the
short-term periods are rather good: the surface
fluxes, surface soil moistures, and brightness tem-
peratures are well simulated with rmse values lower
than 50 W m�2 for the surface fluxes.

• The model performances are generally better with
the dynamic calibration except for some variables
like the brightness temperature, which can be better
simulated with the mean calibration sets. This can be
explained easily by referring to the calibration results
described above.

• During period P2, since the soil parameters are less
sensitive, the calibration is mostly driven by the veg-
etation parameters, and the soil parameters can be
estimated with less accuracy than in the long-term
calibration test.

• During periods P1 and P3, on the contrary, the soil
parameters determining the hydrologic and thermal
transfers are better assessed and, consequently, the
soil water content and ground heat flux are better
simulated compared to the long-term calibration re-
sults.

Nevertheless, the results are quite satisfactory when
compared to other SVAT model performances using
the same dataset. As a matter of fact, an intercompari-
son of different SVAT models has been performed in
the framework of the Alpilles-ReSeDA program. The
results summarized in Olioso et al. (2002b) have been
compared to ours. Table 3 gives the bias and rmse for
the Alpilles experiment scenario 2 and for the SEtHyS
simulation in the same conditions as Olioso et al.
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(2002b) intercomparison program (i.e., model runs
without calibration). They are compared to the long-
term optimization (scenarios 1 and 3). Generally, the
model performance is much better in our case when
comparing with simple monolayer models, like ISBA
(Noilhan and Planton 1989) or Modèle Agrométéorolo-
gique d’Evaporation et de Température (MAGRET;
Lagouarde 1991), and about the same when comparing
with complex multilayer models, like SiSPAT (Braud et
al. 1995). Keeping in mind the expected measurement
errors, which are around 30 W m�2 for the surface
fluxes (Olioso et al. 2002a), the SetHyS model results
turn out to be quite satisfactory. Results for calibration

scenarios 1 and 3 are shown as a comparison. The per-
formance is improved (expected result) for the most
complete calibration (scenario 1); scenario 3 is dis-
cussed in the next section.

Last, the time series in Fig. 3 show the model perfor-
mances (DOE 405–415) after the period P1 (DOE 387–
407). Surface fluxes LE and H are not shown because
any measurement time series were available, and soil
water contents are plotted from the beginning of period
P1 to DOE 415 because of the few measurements and
the low variation. Two simulations are plotted: the
former is obtained with the short-term calibration for
period P1 (plotted here in predictive mode from DOE

TABLE 3. Model performance for the Alpilles experiment long-term calibration: scenarios 1 and 3, DOE 387–542.

Scenario (long-term optimization: period P)

Scenario 1 Alpilles (scenario 2 without calibration) Scenario 3

Criterion (rmse) Bias Rmse Bias Rmse Bias Rmse N data

TB (K) 6.8 � 10�2 1.38 0.20 1.83 5.6 � 10�2 1.23 10 903
w2 (m3 m�3) �9.3 � 10�3 1.09 � 10�2 1.78 � 10�2 2.18 � 10�2 1.48 � 10�2 2.06 � 10�2 9582
G (W m�2) �2.4 36.8 12.2 45.5 8.9 52.3 11 055
LE (W m�2) 3.6 38.7 �12.4 46.7 �15.7 64.4 3358
H (W m�2) �3.7 34.9 �6.1 36.7 2.5 37.7 3358
Rn (W m�2) �6.6 33.9 �5.7 33.6 �10.4 33.4 11 118
aRg (Wm�2) �2.8 18.6 �1.6 17.2 3.2 20.9 5687

FIG. 2. Model performance comparison for long-term
and short-term calibration (scenario 1: periods P1, P2,
and P3).
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407 to 415) and the latter corresponds to the parameter
set calibrated with long-term optimization for period P.
Simulations from short-term optimization better match
the observations than the simulations from the average
calibration for the 8 days (DOE 407–415) following the
short-term calibration period P1. However, the farther
the prediction is from the short-term calibation, the
more quickly the error increases and the better the
simulations from the average calibration perform.

The next section presents results obtained applying
the same methodology but reducing the number of cali-
bration variables (without or with only TB). To under-

stand what necessary information is required to cali-
brate the SEtHyS model and, more particularly, how
the thermal infrared brightness surface temperature
may be used to control the model, two additional sce-
narios have been defined.

5. Contribution of TIR data in model calibration

Additional numerical experiments have been defined
to achieve the model calibration with a variable number
of criteria. Scenario 2 is the same as the previous sce-
nario 1, but without criterion TB. This scenario is com-

FIG. 3. Time series of the predictive mode after period P1
for a long-term and a short-term optimization (scenario 1).
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pared to the first one in order to evaluate the contri-
bution of the TIR brightness temperature in multiob-
jective calibration. Finally, in scenario 3, only the
thermal infrared brightness temperature TB is kept for
model calibration (monocriterion study). The main fo-
cus of the presentation in this section is on scenarios 2
and 3. Over all the calibration studies, less than 10 it-
erations of the MCIP methodology were necessary to
reach the termination criteria.

At first, it is interesting to qualify and to quantify the
contribution of TB by a comparison of scenarios 1 and
2 where the most documented observation dataset for
calibration is used. We have realized a long-term opti-
mization between DOE 387 and 542 (whole crop cycle).
The set of reduced parameter ranges obtained after-
ward has been used for simulating the three periods of
interest: P1, P2, and P3. Normalized values of rmse are
plotted in Fig. 4; the initial range [0, 1] corresponds
to the first iteration of the calibration methodology.
Addition of rmse (TB) (six criteria) permits improve-
ment of the soil water content simulation, and obvi-
ously TB, without compromising the evapotranspiration
simulation (or negligible improvement for periods P1
and P3). Figure 4 clearly shows improvement in the
minimization of this criteria: for period P2, for example,

1.64 to 1.21 K (26% reduction) for TB, 2.87 � 10�2 to
1.80 � 10�2 m3 m�3 (37% reduction) for wg and
3.87 � 10�2 to 0.45.10�2 m3 m�3 (88% reduction) for
w2. Note that errors in simulation of ground heat flux G
(23 to 37.4 W m2, � 63%) and sensible heat flux H (26.5
to 31.8 W m�2, � 20%) increase. For the three different
periods, the improvement in soil water content and
brightness temperature simulation (evapotranspiration
is also improved for period P3) due to the contribution
TB is associated with the increase of G and H flux simu-
lation errors.

For the SEtHyS SVAT model, the TB data has at
least a real impact on error compensation between the
mass and energy budget physical processes. Scenarios 1
and 2 show which influential parameters are respon-
sible for the discrepancies in criteria minimization.
Considering both long-term and short-term optimiza-
tion cases, the 9 following sensitive parameters (over
the 22 model parameters)—�g, Ftherm, Vmax0

, wmax, Ksat,
nVG, aElim, bElim, and dp2—converge on quite different
values of the initial ranges for the scenarios 1 and 2.
These parameters are the most directly influential ones
in the calculation of the brightness temperature. Some
of these parameters are less constrained without the TB

criteria, and the optimization converges toward differ-

FIG. 4. Model performance (rmse) for periods P1, P2,
and P3 of the long-term calibration with the TB data
(scenario 1) or without (scenario 2).
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ent solutions. This is the case for the bare ground emis-
sivity �g, which takes a lower value of the initial range
(0.94) and leads to a larger error for the surface tem-
perature simulation. Parameter Ftherm is less con-
strained and converges on extreme values of the initial
range criteria, unlike in scenario 1; Vmax0

, aElim, bElim,
and dp2 are sensitive in TB determination in an indirect
way because they regulate the evapotranspiration rate.
As for wmax, Ksat, and nVG, these parameters are rel-
evant in determining the hydrologic transfer calculation
and consequently the soil moisture simulation, which
affects thermal soil conditions and evapotranspiration.
It can be noted that the parameter nVG is the most
influential parameter of the retention curve in dry con-
ditions (periods P2 and P3).

Surface brightness temperature data plays an impor-
tant role in model calibration as shown previously.
Moreover, long-term optimization using criteria TB

permits improvements of the soil moisture simulation
(and potentially evapotranspiration flux). However, it
is necessary to determine the impact on model calibra-
tion at field scale when only TB is used in the optimi-
zation methodology.

Thus, the last scenario (scenario 3) consists of mini-
mization of the only rmse(TB). The calibration meth-
odology applied for period P (DOE 387–542, long-term
optimization) gives the results presented Fig. 5.

The reduction of the criteria ranges, iteration after
iteration, clearly illustrates the quick minimization of
rmse(TB). The other criteria are not, in general, mini-
mized [except rmse(H)]. Particularly, criteria on soil
water content tend to values greater than the medium

of initial ranges. An important consequence is that the
monitoring of soil moisture with brightness tempera-
ture needs to be improved and cannot be managed in
this way. As a matter of fact, initial soil water contents
tend to extreme values of their respective initial ranges
after the calibration methodology. Parameters linked to
evapotranspiration converge on values that limit the
latent heat flux, Vmax0

(constraining photosynthetic as-
similation rate), tends to lower values of the initial
range, about 40 �mol m�2 s�1. Emissivity �g tends to
the maximal one (0.99) and Ftherm to values less than 1
(increasing heat soil capacity). The consequence on
simulation is an overestimated G flux amplitude and an
underestimated LE during the day. The optimization of
rmse(TB) tends globally to reduce the diurnal cycle am-
plitude and limit evapotranspiration flux (compared to
the multiobjective calibration), which is a priori para-
doxical (see below). Short-term optimizations for peri-
ods P1, P2, and P3 are influenced by the characteristics
of the discrepancies between simulations and observa-
tions (model errors).

Figure 6 illustrates the mean differences of TB (be-
tween simulation and observation) after the six-criteria
short-term calibration (scenario 1) over the three peri-
ods. A total positive bias (0.23 K for period P1, 0.27 K
for period P2, and 0.1 K for period P3) of the simula-
tions is observed: calibration with a larger relative
weight on criterion TB will lead to a preferential cali-
bration of the processes directly linked to the surface
temperatures (soil and vegetation) and will converge to
very different solutions compared to the six-criteria
case (scenario 1). Average features allow the under-
standing of the monocriterion calibration results based
on the minimization of rmse(TB) (scenario 3). Actually,
the curves for the three periods underline a negative

FIG. 5. Model performance for period P of a long-term calibra-
tion with only TB (scenario 3); ranges of rmse for the different
variables are plotted for each iteration of the iterative calibration
process.

FIG. 6. Mean difference of brightness temperature (TB simula-
tion minus TB observation) after a short-term calibration for pe-
riods P1, P2, and P3: scenario 1. The average day is plotted for
each period.
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(positive) bias during the night (daytime). Curves rela-
tive to periods P2 and P3 exhibit a similar shape (with
different time shifting and amplitude offset). For these
two periods canopy is more developed (greater LAI)
than for period P1, and the observed feature near mid-
day is relevant to canopy transpiration. Short-term cali-
bration for period P1 tends to minimize the positive
bias during the day, and the parameterization favors
soil evaporation (aElim and bElim take the higher values
of the initial ranges, about 50). During period P1, the
contribution of vegetation is very low (LAI is lower
than 0.56) and the soil evaporation provides a larger
contribution to the total latent heat flux. For period P2,
canopy transpiration must be reduced near midday to
increase the surface temperature. This is relevant to the
fact that transpiration is the main physical process to
control temperature at this time of day. Parameters
take values in order to globally reduce the surface tem-
perature in daytime and increase it near midday. Soil
heat capacity is increased via lower values of the Ftherm

parameter. In fact, the calibrated values decreased from
1.65 in the six-criteria study (scenario 1) to 0.71 in the
monocriterion study (scenario 3). The same features
are observed for period P3. The consequence on the
surface flux errors at the end of the calibration is an
underestimation of the simulated latent heat flux and
an overestimation of the ground heat flux.

However, short-term calibration for the three periods
leads to an important result: the minimization of
rmse(TB) is correlated with the minimization of G and
LE fluxes for period P1, of w2 and H for period P2, and
of w2, wg, and LE for period P3 as shown by Fig. 7. Thus,
total soil water content w2 could be controlled by the
brightness temperature TB when the canopy is developed
enough (periods P2 and P3). Note that initial soil water
content w20

is retrieved compared to the observations.

Figure 7 indicates a short-term optimization (20 days
here) compared to a long-term one over the whole crop
cycle (155 days in our case) leading to a mean cali-
brated parameter set. Actually, short-term calibration
allows improvement of criterion LE for all periods and,
also for example, TB, wg, and w2, for period P3. Short-
term calibration with criterion TB leads to minimization
of other criteria compared to long-term optimization.
However, this improvement is compensated for the
larger error on the remaining criteria. This result is not
directly usable but means that the dynamics of TB con-
tains a powerful information to preferentially calibrate
some model parameters over short periods and thus
improve the model performance.

Finally, these numerical experiments permit one to
better understand the role of TIR data in model cali-
bration and to underline the necessity of taking advan-
tage of the dynamics of TB on short-term periods to
constrain the dominant processes of the energy and wa-
ter balance.

6. Summary and conclusions

The different numerical experiments performed in
this study were inspired by the previous work of Bas-
tidas et al. (1999), Gupta et al. (1999), and Demarty et
al. (2004, 2005). In our case the methodology was ap-
plied to the SEtHyS model, and the objective was to
analyze the potentialities of TIR remote sensing mea-
surements for SVAT model calibration. Three sce-
narios have been defined to understand the model op-
timization behavior according to the climatic and envi-
ronmental conditions. Multicriteria model calibrations
(scenarios 1 and 2) were achieved over four simulation
periods. We have shown that the influential parameters
and their preferential values are quite different along
the period of simulation (depending on the respective
contributions of soil and vegetation) and that the fea-
sible parameter space consequently varies with time.
This result underlines the possibility of improving the
calibration by implementing a dynamic calibration
strategy (short-term optimization). In fact, the active
and growing vegetation period P2 shows a larger sen-
sitivity of the parameters related to the evapotranspi-
ration processes. Meanwhile the period P1 concerns
sensitive parameters linked to radiative properties and
soil heat flux. Moreover, the parameter sensitivity var-
ies throughout the day with the physical processes in-
volved. For example, the parameters governing the
transpiration process will show a larger sensitivity
around midday, whereas the parameters involved in
soil heat fluxes will be more influential the rest of the
day. Thus, it is clear that the choice of calibration pe-

FIG. 7. Model performance for period P3 long-term and short-term
calibration: scenario 3 (TB data are only used for calibration).
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riods both diurnally and during the vegetation cycle
should permit optimization of the calibration process.

Comparison between scenarios 1 and 2 clearly illus-
trates the contribution of TB to the multiobjective cali-
bration process. Minimization of criteria TB allows im-
provement of soil water content and evapotranspiration
criteria with long-term calibration. However, the errors
in the brightness temperature, and especially the biases
that have been noted on the short-term calibration pe-
riods, prevent the calibration process from succeeding
when only TB is used for calibration. As already noted
by different authors (Gupta et al. 1999; Margulis and
Entekhabi 2003), it is very important to analyze the
causes of these discrepancies before performing a
model calibration. The monitoring of these biases is still
an open question. Indeed, in our case, the temperature
bias varies with time throughout the simulation and is
quasi-null when averaged over all the studied periods.
This result strengthens the necessity of analyzing the
impacts of the choice of calibration periods and adjust-
ing them optimally. When TB is the only criterion used
for calibration (scenario 3), the results are not as good
as in the first two scenarios. However, the use of only
TB for short-term calibration appears to be promising
because the minimization of TB criterion allows the im-
provement of other criteria. The challenge consists now
of developing a calibration methodology that will take
advantage of not only the time-varying model param-
eter influence but also the time availability of the ob-
servations and the dynamics of the TB diurnal cycle to
improve the model calibration methodology without bi-
asing the results.
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APPENDIX

The SEtHyS SVAT Model

This section presents a description of the soil–
vegetation–atmosphere continuum parameterization.

a. Radiative budget

Vegetation density is a determining factor in parti-
tioning the downward solar radiative flux. The radia-
tion partition is a function of a shielding factor f

(Deardorff 1978) depending on the leaf area index. The
following expressions of the f factor are used in both
shortwave and longwave domains, assuming a spherical
distribution of leaves (François 2002):

��f � 1 � e	�0.825LAI
 for longwave domain

�f � 1 � e	�0.5LAI
 for shortwave domain
.

	A1


The radiation balance is then solved simultaneously at
ground and canopy levels for shortwave and longwave
radiation. In the shortwave domain, soil albedo �sg is
assumed to be linearly dependent on surface soil mois-
ture (see parameters list). Foliage albedo �sf is a pa-
rameter of the model.

Thus, the expression of the shortwave net radiation is
at ground level:

Rsg � S↓ 	1 � �f
	1 � �sg


1 � �f�sg�sf
	A2


and at canopy level:

Rsf � S↓	1 � �sf
�f�1 � �sg

	1 � �f


1 � �f�sg�sf
�,

	A3


where S↓ is the incoming shortwave radiation.
In the longwave domain, assuming that canopy and

ground emissivity are known (�f and �g are input pa-
rameters), longwave net radiation is given at ground
level by

RLg � 	1 � �f

�g	R

↓ � �Tg
4


1 � �f	1 � �f
	1 � �g


�
�g�f�f�	Tg

4 � Tf
4


1 � �f	1 � �f
	1 � �g

	A4


and at canopy level by

RLf � �f��f	R
↓ � �Tf

4
 �
�g�f�	Tg

4 � Tf
4


1 � �f	1 � �f
	1 � �g

�

� �f

	1 � �f
	1 � �g
�f	R
↓ � �Tf

4


1 � �f	1 � �f
	1 � �g

. 	A5


Direct solar shortwave radiation S↓ and atmospheric
longwave radiation R↓ are input model data.
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The thermal infrared surface temperature TB (ob-
served above the canopy) results from the partitioning
of the surface and the radiative interaction between soil
(whose temperature is Tg) and the vegetation above
(whose temperature is Tf).

b. Heat fluxes expressions

The mass and energy transfers in equilibrium with
net surface radiation are momentum, sensible, and la-
tent heat fluxes. A conductance formalism allows ex-
pressing them by considering the canopy as a single
vegetation layer (at some height Zaf) above ground
(Thom 1972). Thus, following the electrical (Ohm’s
law) analogy, soil surface, leaf surface, air canopy
space, and atmosphere above canopy are the levels be-
tween which differences of potential (temperature and
humidity gradients) and transfer coefficients, that is,
aerodynamic conductances, can be calculated.

Heat fluxes H and LE (sensible and latent heat
fluxes, respectively) are then determined at three lev-
els,

1) atmospheric reference level:

H � �cpCh	Ta� � Ta
 	A6


LE �
�cp

�
Ch	qa� � qa
 	A7


2) vegetation level:

H� � �cpCh�	T� � Ta�
 	A8


LE� �
�cp

�
Ch�R��qsat	T�
 � qa�� 	A9


3) ground level:

Hg � �cpChg	Tg � Ta�
 	A10


LEg �
�cp

�
ChgCs�qsat	Tg
 � qa��

	A11


with

LE � LEg � LE� 	A12


H � Hg � H�, 	A13


where cp is the specific heat at constant pressure; � is
the psychrometric constant; T and q are temperature
and water vapor pressure; and a, �, a�, and g are indices
relative to air, vegetation, canopy air space, and
ground.

Respectively, Ch, Ch�, and Chg are aerodynamic con-
ductances between canopy air space and the overlaying
atmosphere, leaf surface and canopy air space, and

ground and canopy air space; the R� factor is defined
below. These variables are derived from the eddy flux
theory between two atmospheric levels. In the SEtHyS
model, the formulation follows the parameterization
proposed by Shuttleworth and Wallace (1985). A con-
stant extinction coefficient in the exponential wind
speed profile value for crops (2.5) is considered be-
tween atmospheric and canopy air space levels.

Here Cs is the ground evaporation conductance; it
depends on soil moisture conditions and potential
evaporation Egpot (Bernard et al. 1986; Wetzel and
Chang 1988; Soarès et al. 1988):

Cs � min�1,
Elim

Egpot
�, 	A14


where Elim depends on soil properties (composition and
moisture). Soarès et al. (1988) gives the expression

Elim � aElim�exp�bElim	wg � wresid
2� � 1�,

	A15


where aElim and bElim are model parameters related to
soil evaporation response.

In Eq. (A9) the R� factor accounts for stomatal re-
sistance and that only the fraction of the canopy area
not covered by water will contribute to evapotranspi-
ration. Deardorff (1978) proposed the expression

R� � �dew
dmax

�2�3

� �1 � �dew
dmax

�2�3� 1

		 � CfhRST

,

	A16


R� � 1 for condensation,

where “dew” (“dmax”) is the fraction (the maximal one)
of free water on the foliage. RST is the stomatal resis-
tance; this factor governs the canopy participation to
the energy budget and is responsible for partition be-
tween sensible and latent heat fluxes.

In the model, calculation of RST is based on Collatz
et al. (1991, 1992) and is the same as in SiB models
(Sellers et al. 1992, 1996). Biophysical and environmen-
tal variables manage photosynthesis processes giving
CO2 assimilation rate and then stomatal conductance of
the foliage.

Ball (1988) gives the following leaf stomatal conduc-
tance expression:

gs � m
An

cs
hsp � b, 	A17


where An is net assimilation rate calculated by the
model of Farquhar et al. (1980), cs and hs are CO2

partial pressure and relative humidity at leaf surface, p
is atmospheric pressure, and m and b are empirical fac-
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tors from observations depending on vegetation type
(C3 or C4).

Assimilation rate is determined by means of three
factors: a photosynthetic enzyme (Rubisco) limiting
rate, a light limiting rate, and a limiting rate owing to
the leaf capacity to export or utilize the photosynthesis
products (Collatz et al. 1991). In the model, the itera-
tive solution method for the photosynthesis–stomatal
conductance calculation proposed by Collatz et al.
(1991) has been implemented. Indeed, canopy is con-
sidered as a “big leaf,” assuming bulk or integral values
over canopy depth used in the integrated form of Eq.
(A17) (see Sellers et al. 1992). Stomatal conductance
and net assimilation rate are then determined for the
canopy.

c. Governing equations for SEtHyS prognostic
variables

The soil surface temperature Tg, the vegetation tem-
perature T�, the air temperature inside the canopy Ta�,
and the air humidity inside the canopy qa� are deter-
mined by a first-order linearization of the following
mass and energy budget system:

�
Rng

� Hg � LEg � G

Rn�
� H� � LE�

H � H� � Hg

E � E� � Eg,

	A18


where Rng and Rn� are net radiations at ground and
canopy levels and G is the ground heat flux. Param-
eterization of the soil behavior is based on Deardorff’s
(1978) formalism. Soil surface temperature method
prediction is, namely, the force–restore method (Bhum-
ralkar 1975; Blackadar 1976) and requires deep soil
temperature T2; T2 can be estimated from the mean air
temperature over the previous 24 hours for short-range
studies (Blackadar 1976). A good approximation of T2

may be obtained in our case of study (larger range) by
averaging the air temperature above the surface over a
2-week period preceding the day of simulation on the
Alpilles-ReSeDA site (Coudert 2003). The heat capac-
ity is prescribed by the de Vries (1963) model , and
hydrodynamic properties result from pedotransfer
functions (retention curve, hydraulic conductivity)
based on the Van Genuchten (1980) approach under
the Mualem (1976) hypothesis. The prognostic equa-
tion for ground surface temperature is written as


Tg


t
�

2��

Ce
	Rn � H � LE
 �

2�

�
	Tg � T2
.

	A19


The factor Ce is an equivalent heat capacity related to
the diurnal thermal wave damping layer. In our model,
the parameterization of the equivalent heat capacity
has been weighted by introducing an empirical factor
(“Ftherm” in parameters list; Table 2) compared to
Deardorff (1978).

Deardorff (1978) proposed a similar treatment of
ground soil moisture, leading to the following equa-
tions:


wg


t
� ��Eg � 0.2E�� wg

wmax
� � P��dp1

�C	wg, w2
	wg � w2
, 	A20



w2


t
� �

Eg � E� � P

dp2
, 	A21


where wmax is the soil moisture at soil saturation, wg and
w2 are surface and root zone water contents, P is the
precipitation rate, and dp1 and dp2 are the surface and
root zone layers depths.
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