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ABSTRACT

The Soil Moisture and Ocean Salinity (SMOS) mission recently led by the European Space Agency (ESA)
intends to monitor soil moisture and sea surface salinity (SSS). Since the sensitivity of radiometric L-band signal
to SSS is weak, measuring SSS with an acceptable accuracy is challenging: it requires both a very stable
instrument and very precise corrections of other geophysical signals than the SSS affecting the L-band signal.
Concentration is on the sea surface roughness and temperature (SST) effects and the extent to which they need
to be corrected to optimize both SSS precision and retrieval complexity. In addition to uncertainties regarding
SST and wind speed (W), realistic noise on the SMOS brightness temperatures (Tb’s) are considered and possible
consequences of Tb biases are examined.

In most oceanic regions, random noise in W, SST, and Tb should not hamper the SMOS SSS retrieval within
the Global Ocean Data Assimilation Experiment (GODAE) requirements (a precision better than 0.1 pss over
200 km X 200 km and 10 days). However, minimizing systematic bias errors over the time scale at which the
SSS products will be averaged is critical: the GODAE requirement will not be met if Tb’s or W is biased in
warm waters (25°C) by 0.07 K and 0.3 m s ', respectively, and in cold waters (5°C) by 0.03 K and 0.15 m s ',
respectively, or if no a priori information on W is available. In order to minimize errors coming from the W
natural variability, it is essential to use high-temporal-resolution wind data. The use of the first Stokes parameter
instead of bipolarized Tb degrades the SSS precision by less than 10% in most regions, showing that Faraday
rotation should not hamper SMOS SSS retrieval.

1. Introduction surface salinity (SSS) using L-band radiometry (Swift
and Mclntosh 1983). However, since the ground reso-
lution of measured pixels is proportional to the radi-
ometer wavelength and inversely proportional to the an-
tenna aperture diameter, a real aperture antenna several
* Current affiliation: European Space Agency, Noordwijk, Neth- m.eters wide is necessal:y to mpnlt0r SSS from Sate]hFe
erlands. with a surface resolution suitable for oceanographic
studies (e.g., on the order of 10-50 km to resolve me-
) ) . soscale eddies or of 100—200 km for constraining ocean
Corresponding author address: Dr. Jacqueline Boutin, LODYC/ circulation models). This hindered the development of
IPSL, UMR UPMC/CNRS/IRD 7617, 4, place Jussieu, 75252 Paris N 7 X R p
Cedex 05, France. L-band satellite missions during the previous decades.
E-mail: jb@lodyc jussieu.fr Recently, new satellite projects for measuring SSS that

Studies conducted in the late 1970s and early 1980s
showed that it is theoretically possible to measure sea
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FiG. 1. Distribution of (top) incidence angles and (bottom) pixel
spatial resolution in SMOS FOV.

take advantage of technical improvements have
emerged. In that context, the Soil Moisture and Ocean
Salinity (SMOS) mission, supported by the European
Space Agency (ESA) (see http://www.esa.int/esalLP/
smos.html for more details), uses a new two-dimen-
sional interferometric design for L-band passive remote
sensing, allowing a spatial resolution at ground level of
several tens of kilometers with three coplanar antenna
arms approximately 4 m long (Kerr et al. 2001; Sil-
vestrin et al. 2001) that are more easily deployable from
space than a real aperture antenna to be achieved.
The precision of individual brightness temperature
(Tb) measurements achievable with such a technology
will be a few a kelvins. This is very poor compared to
the typical sensitivity of Tb to SSS: at nadir it varies
from 0.7 K pss~! for a 30°C SST to 0.2 K pss~! for a
0°C SST, whereas the SSS encountered over the open
ocean only varies from 32 to 38 pss [“pss’ is for prac-
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tical salinity scale (Lewis 1980), now widely used for
oceanic salinity measurements; in the following it is
equivalent to parts per thousand in mass of seawater].
Nevertheless, the SMOS two-dimensional field of view
provides the opportunity of combining Tb measured
over the same pixel at several incidence angles [see Figs.
1 and 2, which were derived from instrument field-of-
view simulations (Waldteufel et al. 2003)]. Waldteufel
et al. (2003) showed that such a combination allows the
SSS random uncertainty to decrease to less than 0.7 pss
in 40 km X 40 km pixels, in warm waters at the center
of the swath. On the edges of the swath, this figure is
larger because the number of independent measurements
drops off due to alias elimination.

The present study is an extension of the Waldteufel
et al. (2003) study in which SSS errors were estimated
theoretically for equatorial pixels at a constant salinity
of 35 pss from unbiased Tb. It is aimed at specifying
the precision and accuracy of Tb, W, and SST suitable
for SSS retrieval.

The method employed to estimate the SSS errors is
described in section 2. In section 3, we study SSS errors
obtained after a single satellite pass in 40 km X 40 km
resolution pixels caused by noise and biases in Tb, W,
and SST. In section 4, we examine SSS errors over the
global ocean induced by random noise in SMOS Tb
measurements, W, and SST. We concentrate on SSS pre-
cision at scales of 200 km X 200 km and 10 days, which
are relevant for a large number of oceanographic studies.
At these space and time scales the Global Ocean Data
Assimilation Experiment (GODAE) group recommend-
ed SSS products having an optimized precision of 0.1
pss, the minimum requirement being a precision better
than 1 pss. Results are discussed and summarized in
sections 5 and 6.
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2. Methods

A complete description of the SMOS interferometer
can be found in Kerr et al. (2001). We consider here
the optimal configuration foreseen for SMOS satisfying
the science requirements and compatible for a minisa-
tellite (Waldteufel et al. 2003): an antenna plane tilted
by about 32°, a satellite altitude of 755 km, a spacing
ratio between receiving elements of about 0.88, and 21
receiving elements per arm.

SMOS is equipped with a Y-shaped antenna that per-
mits reconstruction of 2D fields of brightness temper-
atures. The domain of interferometric baselines is star-
shaped. Given the 2D corresponding field of view
(FOV) for reconstructed brightness temperature fields,
a single area over the earth will be seen at various in-
cidence angles (Fig. 1, top) because of the overlapping
of successive FOV as the spacecraft moves ahead. The
SSS retrieval will make use of a set of radiometer mea-
surements with various spatial resolutions (Fig. 1, bot-
tom) performed at various incidence angles.

The Stokes parameters in the antenna frame are linear
combinations of the Stokes parameters in the sea surface
reference frame (Waldteufel and Caudal 2002). In the
following, the upwelling third and fourth Stokes param-
eters (U and V) will be neglected, as they are supposed
to be very small, and brightness temperatures measured
on the two orthogonal antenna ports will be referred to
as Tx and Ty, respectively. Brightness temperatures in
horizontal and vertical polarization in the sea surface
reference frame will be referred as Th and Tv, respec-
tively.

We investigate the impact on retrieved SSS of un-
certainties in ocean surface parameters foreseen to be
used in the inversion scheme and in the Stokes param-
eters themselves because they are expected to be main
contributors to the SSS error derived from Tb measured
in L band (Lagerloef et al. 1995; Yueh et al. 2001).

The sensitivity of Tb to SSS, SST, and W is derived
from the two-scale emissivity model described in Dinnat
et al. (2002), which is based on the Yueh (1997) model.
In the version used in this study, the influence of SSS
and SST on the seawater permittivity is described by
the Klein and Swift (1977) parametrization; the wave
spectrum is chosen to be the Durden and Vesecki (1985)
spectrum multiplied by a factor of 2 as proposed by
Yueh (1997). In this configuration, the sensitivity of Tb
to the wind speed is twice the one considered in Wald-
teufel et al. (2003). We choose it because recent com-
parisons of the Tb sensitivity to the wind speed predicted
by the model with the one observed during the 2000
and 2001 Wind and Salinity Experiment (WISE) and
Eurostarrs campaign have shown reasonable agreement
at low to moderate W values (Camps et al. 2002; Etcheto
et al. 2003, 2004). We do not include any parameteri-
zation for foam effect since the effect of foam on Tb
at L band is poorly known and is expected to be smaller
than at higher frequencies (Reul and Chapron 2002).
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FiG. 3. Brightness temperature (Tb) signal induced by wind speed
at nadir (short dashes) and in horizontal polarization at 30° incidence
angle (long dashes). Note that the effect in vertical polarization at
30° incidence angle is similar to the effect at nadir. SSS and SST
were taken as 36 pss and 25°C, respectively; modifying these values
does not affect strongly the dependence of Tb upon W (Dinnat et al.
2003a).

Therefore, the sensitivity of Tb to W for large W values
might be underestimated.

An example of the wind speed—induced contribution
to Tb is shown in Fig. 3 as a function of wind speed.
Above 2 m s~!, Tb was linearly interpolated between
model values computed at 2 m s~! intervals. Below 2
m s~ ', Tb was linearly interpolated between the model
value at 2 m s ! and the value at 0 m s ' deduced from
the Fresnel reflexion coefficients for a flat sea. Then Tb
versus W is strongly nonlinear at low wind speed. Such
a nonlinear behavior has been observed in situ at S band
by Blume et al. (1977) and at L band during the WISE
experiment (Etcheto et al. 2003, 2004). Nevertheless,
the behavior of the model at low wind speed must be
taken with great caution since the wave spectrum is not
well defined at low wind speeds.

The SSS retrieval error caused by random noise in
W, in SST, and in the radiometric measurements (i.e.,
radiometric sensitivity) is estimated by inverting the Ja-
cobian of the set of Tb with respect to SSS, W, and SST
using the generalized inverse method of Jackson (1972).
This method gives very similar results to the Marquardt
(1963) method that was used in Waldteufel et al. (2003).
We have neglected errors on the incidence angles, U.
Errors of the Proteus platform pointing angle are spec-
ified to be less than 0.05° at 30. When taking into ac-
count SMOS arms oscillations, present indications are
that ¥ errors should be less than 0.03° (at 10) and that
the statistical distribution of the errors in all ¥ measured
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in the FOV should be close to random. Under these
assumptions, adding ¢ error in our simulations would
increase the resulting SSS error by less than 0.4%.

The retrieved SSS biases caused by biases in initial
values specified in the inversion were investigated using
Monte Carlo simulations of noisy and possibly biased
Tb’s, W, and SST. For each considered bias, 2000 SSS
retrievals were performed in a given 40 km X 40 km
pixel, applying the Jackson (1972) method to the noisy
and biased Tb, W, and SST; the SSS retrieval bias in
each pixel was derived from the average of the 2000
retrieved SSSs. Note that only a constant Tb bias over
the FOV has been considered.

3. SSS uncertainties in 40 km X 40 km pixels

In this section we neglect the Faraday rotation. Then
the SSS is supposed to be retrieved from the set of Tx
and Ty measured at different incidence angles in the
same pixel.

We study the uncertainties during only one satellite
pass (a combination of several satellite passes will be
studied in section 4). We consider a 1.5-s elementary
integration time for each measurement made at both
polarizations; this is equivalent to a 20-km spatial spac-
ing between successive measurements along track; the
spacing of independent pixels across track is variable
according to the location of the pixel in the FOV. In
addition, the spatial resolution of the pixels depends on
their location in the FOV. In order to combine mea-
surements made at several locations, we first resample
them at a fixed resolution across track (e.g., 10 km),
better than the smallest measurement’s resolution; then,
in order to get errors at a typical resolution of SMOS
measurements 40 km X 40 km, we estimate the SSS
errors at every 40 km across track by combining the
10-km oversampled SSS errors. In the following, the
SSS error and bias will be referred to as o and By,
respectively. In order to consider the true number of
independent measurements, the original resolution of
the SMOS measurements is taken into account in these
calculations, as detailed in the appendix [Eq. (A1)].

a. Effect of noise

We take into account noise in Tb related to the SMOS
instrument characteristics (ranging from 1.6 to 3.9 K
for a 1.5-s elementary integration time on each polar-
ization) (Waldteufel et al. 2003). We also take into ac-
count noise in the auxiliary parameters used in the in-
version: a W rms error of 2 m s~ ! and an SST rms error
of 1°C are taken as typical of uncertainties derived from
remotely sensed measurements or from operational me-
teorological model estimates. (Note that noise in the
ancillary parameters would have no impact on oy if
Tb’s were perfectly known because in that case SSS
would be overdetermined.) The computation was made
with initial values of 35 pss and 7 m s~! for SSS and
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W, respectively. Other initial SSS and W values give
similar patterns and are considered in section 4.

Figure 4a shows ogg. Since the number of indepen-
dent Tb measurements is maximum in the center of the
swath and since the sensitivity of Tb to SSS is maximum
at high SST, oy increases with decreasing SST (at the
center of the swath, it varies from 0.7 pss at 30°C to
1.5 pss at 0°C), and it increases with increasing distance
of the pixel from the center of the swath (at 20°C the
error varies from 0.8 pss at the center of the swath to
1.1 pss at 400 km and to 2.3 pss at 650 km). In order
to examine the contribution of Tb noise to oggs, Fig. 4b
shows the SSS error (relative to o) given an error in
Tb only. At the edge of the swath, more than 90% of
Osss 18 due to noise in Tb as the number of independent
Tb measurements decreases from swath center to swath
edge. At the center of the swath, about 50% of 0y
comes from noise in Tb. Figure 4c shows the SSS error
due to errors in Tb and in W normalized to ogss. The
contribution of SST noise to oy is always less than
5%, and at the center of the swath about 50% of oy
is due to W a priori uncertainty (Figs. 4b.c).

b. Effect of biases

In addition to adding noise in initial values as in
section 3a, we add biases in Tb’s, SST, or W, named in
the following input biases. We tested the addition of
various input biases: the resulting SSS biases vary lin-
early with them. Hence, only retrieved SSS biases ob-
tained for 1-K Tb biases, for 1°C SST bias, or for I m
s~! W bias are reported in Fig. 5 as SSS biases because
other input biases can be linearly derived from Fig. 5
values. The largest biases occur at low SST as the sen-
sitivity of Tb to SSS decreases with SST. The SSS biases
due to Tb biases are significant: —1.4 pss K~! at 25°C
and —2.5 pss K~' at 10°C; this indicates that an SSS
accuracy of 0.1 pss requires a Tb bias less than 0.07 K
at 25°C and less than 0.04 K at 10°C. The combination
of measurements made at various incidence angles does
not permit correction for biases. Wind speed biases also
introduce significant SSS biases [0.4 pss (m s~ ')~ ! at
25°C and 0.6 pss (m s~')~" at 10°C]. On the other hand,
biases in SST do not strongly bias SSS except at low
SST (0.2 pss °C~! at 10°C).

SSS biases do not strongly vary with the pixel lo-
cation across track, as can be seen in Fig. 5. Only the
computations made with initial values of 35 pss and 7
m s~ ! for SSS and W, respectively, are shown; com-
putations conducted with other initial values are very
similar.

It must be noticed that since the across-track varia-
tions of the retrieved SSS biases are very small, SSS
retrieved from input parameters biased homogeneously
over a given region and time would be biased by an
almost constant value. So, input biases homogeneous in
a GODAE box would lead to biases on retrieved SSS
similar to the ones we derived in individual pixels. Of
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FIG. 4. (a) SSS uncertainties (pss) across track from the center of the swath to the swath edge, in
pixels at 40 km X 40 km resolution, given noise in Tb, W, and SST. (b) Proportion of SSS error due
to noise in Tb. (¢) Proportion of SSS error due to noise in Tb and in wind speed.

Unauthenticated | Downloaded 02/11/21 07:49 PM UTC



SEPTEMBER 2004 BOUTIN ET AL. 1437

:IllllllllllIlllllllllllllllllll

lllllll

Bgs/Brp 09/CK)
&

IIIIIllllIIIllIIIIllIIIII

lllllllllllllllllllll

-3

i =

-5 llllllllllllllllllllllll]lllllE
0 5 10 15 20 25 30

" N LEE RN LR LAY ERRD B -

BSSS/BU (pss/(m/s))
)

|IIII|IIIIIIIIIIIIIIIIIII|II
llllllllllllllllllllllllll

-3
4 F -
_5 - l { I N B | l i I [ A | l 1 1 1 | l 11 1 1 l 11 1 1 l { L Y I | l -
0 5 10 15 20 25 30
:I | L . ) I ¥ uls ¥ 0 I b= =l [ LI [ LI l L I:

1

lllllllllllllllklllll

B SSS/BSST (pss/(°C))
K

|IIIIIIIIIIIIIIIIIIIIlllll

-3
—  0<=X<=360 E
4 — 360<X<=640 | T
55 El oo v v b b b v b v 13
0 5 10 15 20 25 30

SST (°C)

FiG. 5. SSS biases (pss) caused by biases in input values: (a) 1-K bias in Tb’s, (b) 1 m s ! bias in
W, and (c) 1°C bias in SST. Mean of SSS biases at the center of the swath (400 km from the center)
(black) and at the swath edge (360—600 km from the center) (red) are reported together with the std
dev of the biases derived in 40-km pixels.

Unauthenticated | Downloaded 02/11/21 07:49 PM UTC



1438

JOURNAL OF ATMOSPHERIC AND OCEANIC TECHNOLOGY

VOLUME 21

Number of retrieved salinities

FIG. 6. Number of salinities retrieved in 200 km X 200 km over 10 days.

course, this would not be the case if input biases were
variable over 10 days or 200 km X 200 km.

4. Uncertainties in SSS averaged over 200 km X
200 km and 10 days

We now consider uncertainties in SSS at larger time
and space scales. We perform error simulations over the
global ocean, taking into account a simulated SMOS
orbit. Several scenarios were envisaged: 1) the use of
multiangular dual-polarized Tb measurements and in-
stantaneous noisy SST without any a priori knowledge
of the wind speed; 2) same as scenario 1 but with in-
stantaneous noisy wind speed; 3) the use of average
(instead of instantaneous) wind speed; and 4) the use
of the first Stokes parameter (I = Tx + Ty) (instead of
dual-polarized measurements), which is intended to
study to what extent a correction of dual-polarized Tb
for the Faraday rotation effect is relevant. Lastly, since
the Faraday rotation is expected to be at maximum in
the evening while it can most probably be corrected
with a good precision during the morning orbit (LeVine
and Abraham 2002; Skou 2003), we study a scenario
closer to the most realistic physical conditions that will
be referred to in the following as “most realistic sce-
nario”” and in which we use noisy ancillary parameters
(wind speed and SST) and dual-polarized measurements
for the morning orbit and the first Stokes parameter for
the evening orbit.

We first derive the SSS uncertainties at each satellite
pass in 200 km X 200 km resolution pixels and then
average the variance of these uncertainties over 10 days
to estimate the ‘““mean error’ as described in the ap-

pendix. Then a large number of independent measure-
ments are combined: each salinity is retrieved from sev-
eral tens of independent Tb’s [about 40 pairs of (Tv,
Th) close to the swath center, see Fig. 2] and 400—1000
retrieved salinities are averaged (see Fig. 6).

These simulations were conducted during 10 days for
the period 21-31 July 1999. In order to consider a re-
alistic space and time variability of W, we built daily
40-km-resolution wind speed fields by interpolating
along the SMOS track instantaneous 25-km-resolution
wind speeds derived from QuikSCAT measurements
provided by the Jet Propulsion Laboratory (JPL) (Dun-
bar et al. 2001). Since the temporal variability of SST
is small, we use a field of SST averaged over 2 weeks
and 1° derived from the Reynolds analysis (Reynolds
and Smith 1994). The initial SSS field is the World
Ocean Atlas climatology (Antonov et al. 1998) for July.
A summary of these fields is presented in Fig. 7.

a. Unknown wind speed

We take the same random noises in SST and Tb as
in section 3. An error of 20 m s~! is put in W, which
is equivalent to considering it as unknown.

Figure 8 (top) shows the resulting SSS error over the
globe. The error in the estimated SSS is above 0.1 pss
at high latitudes and even in some locations in the Trop-
ics. Large uncertainties close to the continents are due
to the small number of satellite measurements. The
smallest uncertainties are observed in regions of low
wind speed for which the sensitivity of Tb to W is higher
than at moderate wind speeds (see Fig. 3), allowing a
better estimate of W from SMOS measurements. For
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SST and SSS values encountered in the open ocean, the
error in W retrieved from one SMOS pass in 40 km X
40 km pixels at nadir is ~2 m s~! at low wind speed
(~3 ms '), whereas it is ~3.4 m s~ ' at moderate wind
speed (~8 m s~!). The larger uncertainties at high lat-
itudes are explained by a smaller sensitivity of Tb to
SSS at cold SST values.

The uncertainty increase with latitude in the Southern
(winter) Hemisphere is primarily due to an SST de-
crease. In the Northern (summer) Hemisphere, SST is
warmer so that the uncertainties, at equivalent latitude,
are, in most cases, lower than in the Southern Hemi-
sphere. The large uncertainties in the Hudson Bay are
due to very low SSS for which the Tb sensitivity to
SST increases so that the impact of SST error on SSS
error increases.

b. Instantaneous wind speed

We take the same input random noises in SST and
Tb as in section 3. Values of W, derived either from
scatterometry or from meteorological analyses, are usu-
ally of worse quality at low and high wind speeds; there-
fore, we assume a random noise in W that depends on
its intensity: 2 m s ! below 3 ms~!, 1.5 m s~! between
3and 15 m s~', and 10% of W above 15 m s~ '.

Figure 8 (bottom) shows the resulting SSS error over
the globe. Over the global ocean the error in SSS av-
eraged over 10 days is below 0.1 pss everywhere except
close to the ice edges and close to the continents. Be-
tween 30°S and 30°N, the error is below 0.05 pss. Again,
the almost constant error in this region comes from com-
pensation between a decrease of SST with latitude and
a better satellite coverage at higher latitudes; the un-
certainties are maxima in the winter hemisphere.

With respect to the previous scenario (scenario a, un-
known wind speed, see section 4a and Table 1) the SSS
is retrieved with a precision improved by a factor vary-
ing from 1.5 in regions of low wind speeds to 2.5 in
regions of moderate to strong wind speeds; on average
over the global ocean the improvement is a factor close
to 2.

c. SSS retrieval uncertainties when neglecting the
high-frequency variability of wind speed

It would be much simpler in the retrieval scheme to
use only one wind speed average over 10 days than
instantaneous wind speeds. We study here the conse-
quences of not taking into account the high-frequency
variability of the wind speed. We simulate the 10-day
SSS error in the case SSS is retrieved using only a wind
speed average over 10 days. In that case the instanta-
neous wind speed uncertainty (W, ,) increases, because
of the natural variability of the wind speed. We estimate
it as

Weror) = V(s + 03/N), &)

error
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FiG. 7. Global maps of (top) SSS for Jul, (middle) SST from 15
to 29 Jul 1999, and (bottom) 10-day average wind speed from 21 to
31 Jul 1999, illustrating the environmental conditions at the time of
the error simulation.

where s, is the natural standard deviation of the wind
speed over 10 days and 200 km X 200 km, o, is the
wind speed uncertainty defined in section 4b for indi-
vidual wind speed measurements, and N is the number
of measurements used to deduce the wind speed aver-
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FIG. 8. Uncertainties in SSS averaged in 200 km X 200 km boxes and over 10 days. Use of dual-
polarized Tb and (top) unknown wind speed and (bottom) instantaneous wind speed.

age. In (1) we assume that the natural wind speed var-
iability is Gaussian distributed; this is a rather raw ap-
proximation that has been taken to ease the computa-
tions and that has been shown to be acceptable for many
applications (see, e.g., Boutin and Etcheto 1991). We
deduced s, from the standard deviation of QuikSCAT
25-km wind speeds in 2° rasters (see Fig. 9) (we take
the wind speed variability in 2° X 2° representative of
the wind variability in 200 km X 200 km, and N is

equal to the number of SMOS pixels falling in 200 km
X 200 km pixels during 10 days).

When only a 10-day-averaged wind speed is used in
the inversion as the available a priori information on
W, SSS uncertainties are increased in regions of variable
wind speeds and become well above 0.1 pss at latitudes
higher than 40° in the winter hemisphere (Fig. 10, top).
In the Tropics, the increase of errors with respect to
scenario b (instantaneous wind speed) is less than 20%
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FI1G. 9. Std dev of the wind speed in 2° X 2° pixels over 10 days.

(Fig. 10 bottom) because instantaneous W errors are on
the same order as W natural variability. In regions with
small W variability, the use of an average W may even
slightly improve the retrieval; this occurs in case the
natural variability of the wind, s, is well below the
noise of instantaneous W measurements, o,,. Neverthe-
less, this slight improvement has to be taken with cau-
tion since it has been obtained under the assumption
that the wind speed natural variability is Gaussian,
which is only true as a first approximation.

On the other hand, outside the Tropics, the high var-
iability of the wind speed leads to an increase of the
SSS error of more than a factor of 1.5 when using a W
average instead of instantaneous W. Given that about
half of the error in SSS retrieved from instantaneous
wind speed measurements comes from the wind speed
error (see Figs. 4b.c), a factor of 1.5 in Fig. 10 (bottom)
indicates that the error due to wind speed has been mul-
tiplied by a factor of 2. This simulation was conducted
over 10 days during summer in the Northern Hemi-
sphere; the uncertainties in the Northern Hemisphere
would be much higher in winter because SST would be
colder and W stronger and more variable.

d. Use of the first Stokes parameter

Another source of uncertainty is the Faraday rotation
that modifies the polarization ratio of the sea surface
emissivity when the signal propagates through the ion-
osphere. In the presence of Faraday rotation effect, the
first Stokes parameter I is conserved. In order to min-
imize the Faraday rotation effect, one should either cor-

rect it (Skou 2003) or use I instead of Tx and Ty, thereby
losing half of the independent measurements. In the
following, we study the SSS uncertainties determined
as in scenario b but using only measurements of I instead
of Tx and Ty. Figure 11 shows the 10-day SSS uncer-
tainties obtained from I with respect to the error obtained
using two polarizations. If the sensitivity of I to SSS
were on the same order as the one of Tv and Th to SSS,
this error ratio would be about V/2 times that obtained
using Tv and Th because the number of independent
measurements is divided by 2. In fact, the error ratio is
less than V/2 because I is about twice as sensitive to
SSS as Tv and Th separately.

Using Tx and Ty or using I is roughly equivalent at
high latitudes in cold SST regions. On the other hand,
differences up to 10% occur in low-salinity/high-tem-
perature regions (e.g., close to Indonesia and in the east-
ern tropical Pacific) and at swath edges, because the
sensitivity of the first and second Stokes parameters to
SSS and SST vary differently depending on SSS, SST,
and incidence angles.

Nevertheless, in most regions, the absence of any as-
sumption on the Faraday rotation (i.e., the use of the first
Stokes parameter) leads to an uncertainty increased by less
than 10% with respect to the use of dual-polarization Tb.

e. “Most realistic”’ scenario

The Faraday rotation is expected to be maximum in
the evening (LeVine and Abraham 2002) and is probably
rectifiable with a good precision during the morning orbit.
Therefore, we study a “most realistic’’ scenario in which
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F1G. 10. Use of dual-polarized Tb and 10-day-averaged wind speed. (top) Uncertainties in SSS
averaged in 200 km X 200 km boxes and over 10 days. Same color scale as previous figures. (bottom)
Ratios of the values shown in top of Fig. 8 to uncertainties obtained with an instantaneous wind speed

(see section 4b and Fig. 6).

we use dual-polarized measurements during the morning
orbit and first Stokes parameter during the evening orbit.
Figure 12 depicts the resulting SSS uncertainties, assum-
ing the instantaneous wind speed data are available, for
10 days in January (top) and July (bottom).

As the use of I almost does not degrade the SSS in
cold regions, the SSS error remains comparable to sce-
nario b at high latitudes, and so less than 0.1 pss almost

everywhere. With respect to scenario b, it is slightly
increased at low latitudes. In January, errors north of
40°N reach 0.08 pss in large areas due to SST decrease
with respect to July.

Table 1 summarizes the SSS uncertainties obtained
for SSS averaged in 200 km X 200 km pixels over 10
days with the five tested scenarios, both over the global
ocean and in the Tropics between 30°N and 30°S. We
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FIG. 11. Ratio between uncertainties in SSS retrieved from the first Stokes parameter and
uncertainties in SSS retrieved from Tx and Ty.

do not consider pixels with SSS uncertainties larger than
0.3 pss close to the continents. Whatever the scenario,
the mean error in the tropical band is about 30% lower
than the one computed over the global ocean. The main
differences between these scenarios come from differ-
ences in W quality, whereas the use of I does not strongly
impact the SSS precision.

5. Discussion

This section discusses the consistency of previous
estimates for retrieval uncertainties in the general frame
of SMOS measurement errors.

a. Calibration accuracy requirements

Requirements in terms of calibration accuracy are
critical: SSS bias less than 0.1 pss over 200 km X 200
km and 10 days requires Tb bias over the same space
and time scales to be less than 0.04 K at 10°C (less than
0.07 K at 25°C). This is stringent when compared to
SMOS capabilities. The SMOS payload is made of two
parts: the interferometer that provides relative visibility
functions and three noise injection radiometers (NIRs)
that provide normalization of the interferogram. The
former is expected to undergo many instrument errors;
however, they will be monitored by frequent onboard
calibration. The resulting residual errors are expected
to be mostly random and to average over the FOV down
to about 0.05 K (Anterrieu et al. 2003); the latter will
be very thoroughly characterized before launch; ac-
counting for corrections based on the monitoring of

physical temperatures and power supply on board, the
stability of the NIR response curve over 1 month is
expected to better than 0.05 K.

In addition to Tb biases, biases on auxiliary param-
eters will possibly occur. The critical auxiliary param-
eter is the wind speed: bias in W smaller than 0.3 m s !
at 20°C and 0.2 m s~' at 10°C is necessary to achieve
an SSS bias less than 0.1 pss, provided that it is the
only biased parameter. As shown by Waldteufel et al.
(2003), the effect of a W bias depends on the a priori
error stipulated in W (taken as 2 m s! in our study) so
that increasing the a priori W error could reduce the SSS
bias, but this would be a small improvement since it
would lead to less precise SSS that would not meet
GODAE requirements in cold waters (see Fig. 8). SST
is less critical because it is expected to be biased by
less than 1°C and should not hamper unbiased SSS re-
trieval (within 0.1 pss) in warm waters (above 15°C);
it becomes a critical parameter in cold waters.

In the present study, biases in Tb, W, and SST were
not considered in 10-day simulations because 1) global
constant biases are expected to be mostly corrected by
vicarious calibration, and 2) time and space distribution
of Tb biases are likely to be caused by imperfections
in elementary antennas, solar effects, attitude errors,
etc., which are difficult to anticipate, especially in the
absence of any flying SMOS-like instrument. However,
the requirements inferred from the 40-km pixel study
are applicable to GODAE scales assuming that Tb, W,
or SST is homogeneously biased at spatial and temporal
GODAE scales, otherwise, in case Tb biases are in-
homogeneously distributed in the FOV, part of the SSS
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FIG. 12. SSS uncertainties obtained when using dual-polarized Tb during morning orbit, I during
evening orbit, and instantaneous wind speed measurements for (top) Jan and (bottom) Jul.

biases in 40 km X 40 km pixels could compensate each
other when combined in GODAE pixels, thus decreasing
the resulting SSS bias.

b. Precision and auxiliary parameter resolution
requirements

Apart from the biases issue, random noise in Tb, wind
speed, and SST are shown to induce uncertainties in

10-day, 200 km X 200 km averaged SSS less than 0.1
pss everywhere in the open ocean, provided that in-
stantaneous wind speed estimates are used in the SSS
inversion. SST imprecision within 1°C is not a major
issue. The Faraday rotation should not be a major issue
either since using the (Faraday rotation free) first Stokes
parameter induces a loss of precision in most cases less
than 10%. On the other hand, considering the wind
speed as an unknown in the SSS retrieval scheme for
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TABLE 1. Mean ({(¢SSS)) and std dev std(aSSS) of the SSS uncertainties according to various scenarios (pss).

Global ocean 30°N-30°S
Scenario (oSSS) Std(aSSS) (oSSS) Std(aSSS)

(a) Unknown W#* 0.116 0.050 0.089 0.027
(b) Instantaneous W* 0.055 0.038 0.042 0.023
(c) W averaged over 200 km X 200

km-10 days* 0.069 0.044 0.046 0.025
(d) Instantaneous W; use of 1 0.057 0.038 0.044 0.023
(e) Realistic scenario 0.056 0.038 0.043 0.023

* Inversions of Tx and Ty measured during morning and evening orbits.

SMOS prevents meeting the GODAE requirements at
high latitudes and increases the SSS error by a factor
of 2, on average, over the global ocean. This is because
at moderate wind speed SMOS measurements allow re-
trieval of wind speed with a poor precision (typically
3.5 m s') that is worse than the one usually achieved
with scatterometer measurements and models.

The use of 10-day, 200 km X 200 km average wind
speeds is also not sufficient at high latitudes. Never-
theless, in regions of low wind speed variability, this
choice degrades the SSS retrieval uncertainty by less
than a factor of 1.2. An intermediate choice could be
the use of successive instantaneous wind speed averages
over 200 km X 200 km. The natural daily variability
of Win 200 km X 200 km, taken as the standard de-
viation of daily QuikSCAT wind speeds over 2°, is typ-
ically between 0.5 and 1.5 m s~!. Therefore, taking the
same reasoning as in section 4c and according to Eq.
(1), a 200-km wind speed estimate instead of 40-km
estimates would increase the error in the wind speed
used in the retrieval by less than 0.03 m s~!, which is
negligible. Therefore, the use of high-spatial-resolution
wind speed is not critical, whereas high-temporal-res-
olution wind speed is necessary.

The W noise (1.5-2 m s~!) we consider in this study
is slightly larger than W precision expected for W issued
from scatterometer measurements or meteorological
models. Although it is of the order of magnitude of the
rms difference between scatterometer and in situ (buoy
or ship) wind speed measurements (Bentamy et al. 1999;
Bourassa et al. 1997), recently Freilich and Dunbar
(1999) and Quilfen et al. (2001), using a more elaborate
method to separate uncertainties in the in situ and in
the scatterometer measurements, established that most
of the differences come from noise and errors in the in
situ measurements, so that noise on scatterometer wind
speeds is probably less than 1 m s~'. Concerning me-
teorological model wind speeds, H. Hersbach (2002,
personal communication) estimates a precision of 1.1
m s~ ' for European Centre for Medium-Range Weather
Forecasts (ECMWF) first-guess wind speeds at 40-km
resolution, using comparisons of ECMWF W with buoy
and scatterometer wind speeds. The latter does not take
into account spatial correlations between the ECMWF
W errors that are likely to occur since the final mini-
mization of the cost function is done at 120-km reso-

lution, but it is foreseen that the resolution of meteo-
rological wind fields will improve in the next years.

c. Emissivity model imperfections

As discussed previously in section 5b, the W noise
we consider appears to be slightly pessimistic. Never-
theless, these results have been obtained assuming that
the emissivity model is correct and that roughness effect
can be parameterized in terms of wind speed only. In
fact, nonwind effects such as sea surface state and sur-
face currents are expected to modify the roughness; part
of them will be not systematic in every 40-km pixel
over 200 km X 200 km and 10 days and are implicitly
taken into account in our W noise. On the other hand,
these nonwind effects also affect scatterometer mea-
surements: Kelly et al. (2001) and Quilfen et al. (2001)
have shown that scatterometer wind speeds may suffer
from regional and seasonal biases coming from nonwind
effects that on some occasions reach 1 m s~!. In case
of L band, Dinnat et al. (2003b) have estimated that the
difference on I obtained for a not fully developed sea
with respect to a fully developed sea reaches a maximum
of 0.2 K at nadir, corresponding to a maximum impact
of 0.2 pss on SSS. This is not negligible, but if scat-
terometer wind speeds are going to be used in the re-
trieval, errors in L-band modeling and in scatterometer
modeling associated with these effects might partly
compensate each other.

Even in the absence of nonwind effects, the depen-
dence of Tb with wind speed must also be known with
accuracy better than 0.03 K. The results presented in
this study use an emissivity model that has to be vali-
dated and improved. Although Tb’s obtained with this
model are inside the error bars of the measurements
conducted during several campaigns like WISE 2000,
WISE 2001 (Camps et al. 2001, 2002), and the European
Salinity, Temperature and Roughness Remote Scanner
campaign (EuroSTARRS) (Etcheto et al. 2003, 2004),
these experiments were local and it is difficult to extend
their results to the global ocean. On the other hand, it
is important to study the sources of errors even with
imperfect models, to get insights into the critical pa-
rameters that will be necessary to take into account in
the calibration/validation plans.

We have not taken into account the wind direction,
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assuming dependence of Tb with it to be negligible.
According to recent scatterometer validations, wind di-
rection is usually retrieved with an error within *+20°
(Bourassa et al. 1997; Dickinson et al. 2001). We per-
formed sensitivity tests taking into account wind direc-
tion with such a bias; biases in SSS up to 0.1 pss appear
on some part of the swath. However, when several parts
of the swath are averaged together, these biases com-
pensate one another so that the resulting SSS bias over
10 days is negligible.

Although the emissivity model considered here is
probably imperfect, the conclusions should remain valid
even with a slightly different Tb—W dependence. It is
unlikely that Tb—W dependence is very different since
it is compatible with existing measurements. Future
studies are nevertheless needed to define the best model
to be used in the SSS retrieval, both locally with pre-
launch aircraft campaigns and at global scale after
SMOS launch.

6. Conclusions

The expected precisions on SMOS radiometric mea-
surements and on auxiliary parameters to be used in the
SSS retrieval should not hamper meeting the GODAE
requirements. On the other hand, requirements in terms
of calibration accuracy are very stringent. This stresses
the need for a sustained effort to handle the problem of
calibration accuracy of both radiometric measurements
and auxiliary parameters and the need for an external
vicarious calibration based on in situ measurements: the
definition of the need in terms of methods and of in situ
measurements has to be addressed in order that useful
SSS measurements can be performed with SMOS. Yet,
the global calibration of the direct emissivity model after
launch should help to adjust the model including pos-
sible systematic biases of the ancillary parameters.
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APPENDIX

SSS Uncertainties Computations: Noise on Tb, W,
and SST

At a given abscissa x; across the FOV, the SSS is
assumed to be retrieved from the measurements ob-
tained for various incidence angles a during successive
FOVs. The associated SSS rms error o, is derived by
the Jackson (1972) method. The computation is repeated
for N, values of x; abscissa evenly spaced by &x; ox is
chosen to be smaller than any pixel size R: for example,
ox = 10 km, whereas R lies in the 30—-50-km range.
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The SSS estimate at 200 km X 200 km resolution
during one satellite pass, (SSS), is assumed to be derived
from a weighted average of all independent SSS; esti-
mates falling in this large box,

1/2

Nj Nj
(SSS) = | >} SSS/(R,02)/>. 1/R,0?)| ,
j=1 j=1

where R; values are averages of R values for every in-
cidence angle entering in the retrieval. The weight is
the inverse of the variance of the estimate multiplied by
the pixel size. This is intended to put less weight onto
pixels at the edge of the swath associated with large
uncertainties. Doing that, we neglect the natural vari-
ability of the SSS between typically 40 and 200 km
because it is expected to be smaller than the SSS error
at 40-km resolution (cf. Fig. 4a).

We then compute a quadratic average rms error {(o;)
over a range Ax across the FOV. When considering the
GODAE requirements, Ax = 200 km and N, = 20. The
average is done in the same way as the SSS average: it
is weighted by the inverse of the product of pixel size
R; by the local variance o7 itself:

Nj Nj
}‘1 1/12_,./}‘T 1/(R,0?)
Jj= Jj=

Considering a AxAy = 200 km X 200 km area, the
averaging process illustrated by Eq. (Al) is extended
to the N, retrievals obtained along track, resulting in
(o)

12

(o)) = (A1)

Ny N Ny Nj 12
(o, = |2 2 URK/D 2 UR0%)| . (A2)
k=1 j=1 k=1 j=1

where N, = Ay/dy, and Jy is the along-track spacing
corresponding to successive datasets. Note that these
datasets are fully independent. In the SMOS scenario,
N, is of the order of 10. The corresponding rms error
0, for a single orbit is then (o) divided by the square
root of the (N.N,) number of independent SSS esti-
mates: A

Ty = (04 )/ VNN, (A3)

Contrary to the assumptions made for computing the
SSS average over 200 km X 200 km during one satellite
pass, the SSS average made over 10 days is assumed
to be made over varying salinities, because the natural
temporal SSS variability is assumed to be of the same

order or even larger than o,,,. Thence, the error de-

creases temporally as 1/V'(N,,,), N,,.., being the number
of satellite passes during 10 days. The error over 10
days, 094, 1s then derived as the quadratic average of

O, computed at each satellite pass over 200 km X 200

km boxes:
Npath
— 2
O 10days — 1/2 ]/Upalh_i'
i=1

(A4)
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