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1 Introduction and the main result

The paper is devoted to the study of the low-lying spectrum of the Hamiltonian of the
so-called ”spin-boson” model. The Hilbert space of the model is

H = C2 ⊗ Fs,

where Fs is the symmetric (boson) Fock space (see [4]):

Fs = Fs

(
L2(Rd)

)
=

∞⊕

n=0

F (n),

with F (0) = C, F (n) =
(
L2(Rd)

)⊗n

sym
(n ≥ 1) the symmetric tensor power, endowed with

the scalar product

(Ψ,Φ)F(n) =





ψ0ϕ̄0, if n = 0,

(n!)−1
∫

Rdn

ψn(k1, ..., kn)ϕn(k1, ..., kn)dk1...dkn, if n ≥ 1.

The formal Hamiltonian of the ”spin-boson” model is defined as an algebraic sum

H = H0 +Hint , (1.1)

of the Hamiltonian of non-interacting subsystems of two-level spin and of free boson field:

H0 := ε σ3 ⊗ I + I ⊗
∫

Rd

ω (q) a∗(q)a(q)dq, (1.2)

and of the Hamiltonian coupled these subsystems:

Hint := ασ1 ⊗
∫

Rd

(λ (q) a∗(q) + λ (q)a(q))dq . (1.3)

Here,
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• σ3, σ1, are the Pauli matrices

σ3 =

(
1 0
0 −1

)
, σ1 =

(
0 1
1 0

)
;

• a∗(k), a(k) are the boson creation and annihilation operators [4]: for φ ∈ L2(R
d),

a∗(φ) =
∫
a(q)∗φ(q)dq, a(φ) =

∫
a(q)φ(q)dq, which act on the vector

Ψ = (ψ0, ψ1(k1), ..., ψn(k1, ..., kn), ...) ∈ Fs

according to the following rules:

(a∗(φ)Ψ)n(k1, ..., kn) =






0, if n = 0 ,

n∑
i=1

ψn−1(k1, ..., ǩi, ...kn)φ(ki), if n ≥ 1 ,

(a(φ)Ψ)n(k1, ..., kn) =
∫
ψn+1(k1, ..., kn, k)φ(k)dk, if n ≥ 0 .

• the one-boson spectrum ω(k) > 0 (the boson dispersion law) and λ(k) (the form-
factor) are functions whose properties will be discussed below;

• ε > 0 and α ≥ 0 are real parameters, whereby we suppose the coupling ”constant”
α≪ 1.

The properties we require for ω(k), λ(k) are the following:
(A1) ω(·) : Rd → (0,∞) is a continuously differentiable function, having a unique non-
degenerate minimum at the origin ω(0) =: κ, and with ∂ω(q) 6= 0 for q 6= 0. Moreover,
lim
q→∞

|∂ω(q)|/ω(q) = 0;

(A2) λ (·) : Rd → C is a continuously differentiable function, dominated by a bounded
positive square integrable function h : Rd → (0, 1], i.e.

|λ (q) | ≤ h(q), |∂λ (q) | ≤ Ch(q),

for some C > 0;
(A3) on every level set Σx = ω−1(x) of the function ω, the function λ is not identically
equal to zero. i.e. for all κ ≤ x <∞, λ|Σx

6= 0.
The Hamiltonian H0 of the ”free” (non-interacting) system has two simple eigenval-
ues e00 = −ε, e01 = ε; the corresponding one-dimensional eigenspaces will be denoted

H(i=0,1)
0,0 ⊂ H. Besides, there exist two sequences H(i)

0,n, n = 1, 2, ... (i = 0, 1) of H0-

invariant subspaces on n-boson states. Under assumption (A1), in each H(i)
0,n, the spectrum

Σ0 of H0 is continuous and fills the half-infinite intervals [λ0
i,n,∞), where λ0

i,n = e0i + nκ
(i = 0, 1; n = 1, 2, ...).

The paper is concerned with the description of the structure of the lower part of the
spectrum of the weakly interacting (0 < α ≪ 1) system. Namely, our main result (see
Theorem 5.1) can be formulated as follows:
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(i) Below the continuous spectrum Σ0, there exist either one, e0 < −ε, or two, e0 < −ε <
e1 < ε, simple eigenvalues of H ; the corresponding one-dimensional eigenspaces will
be denoted H(i)

0 = {CF
(i)
0 }, i = 0, 1.

(ii) In the orthogonal complement [H(0)
0 ⊕H(1)

0 ]⊥ there exist (depending on the number

of eigenvalues) either one, or two mutually orthogonal, invariant subspaces H(i=0,1)
1 ,

such that the restrictions H |
H

(i=0,1)
1

are unitarily equivalent to the operators of

multiplication by the functions

Ei(q) := ei + ω(q) , i = 0, 1 ,

acting , respectively, in the Hilbert spaces L2(G
(i=0,1)
η ), where the domains G

(i=0,1)
η ⊂

Rd are defined by

G(i)
η = {q ∈ Rd : ei + ω(q) < λ0

i=0,n=2 − η} , i = 0, 1 . (1.4)

Here, 0 < η := η(α), where η = η(α) is small for small α. Thereby, the unitaries
establishing the equivalence are explicitly constructed.

Remark 1.1 In fact, the two points above exhaust (though this is not explicitly shown in
the paper) the spectrum of H in the interval (−∞, λ0

0,2 − η), meaning that the spectrum of

H in the orthogonal complement
{
H(0)

0 ⊕H(1)
0 ⊕H(0)

1 ⊕H(1)
1

}⊥

has no point below λ0
0,2−η.

We did not concentrate here on the problem of completeness, although we think that it is
possible within out method. Instead, we focused on the explicit study of the discrete part
of the spectrum.

Let us briefly describe our method, by which the subspaces H(i)
n (n = 0, 1 ; i = 0, 1)

and the spectrum of the Hamiltonian H within them are constructed. It consists in the
following: consider the equation

(H − zI)F = 0, F ∈ H, z ∈ R, (1.5)

which determines the eigenvectors F and eigenvalues z. This equation can be written as
an infinite system of equations for the components of the vector F ,

F = {f0(σ), f1(σ, k), ..., fn(σ, k1, .., kn), ...} , σ = ±1, ki ∈ Rd, (1.6)

where fn are symmetric functions of the variables k1, .., kn. After eliminating in a special
effective way all higher components fn, n = 2, 3, ... from Eq. (1.5), we are left with an
equation for the vector F≤1 = (f0, f1) of the form:

A(z)F≤1 − zF≤1 = 0, (1.7)

where
{
A(ξ), ξ ∈ (−∞, λ0

0,2 − η)
}

is a family of generalized Friedrichs operators (see, e.g.
[1]). For each given ξ, the operator A(ξ) has one (or two) eigenvalues ei(ξ), i = 0, 1, which
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can be calculated, e.g. as the zeros of the corresponding Fredholm determinant, while its
continuous spectrum is found using scattering theory and coincides with the spectrum of
the operators of multiplication by certain functions ei(q; ξ) in the space L2(R

d). Finally,
the solutions ei of the equations ei(ξ) = ξ define the discrete spectrum of the operator
H , and the solutions ξ(i)(q) of the equations ei(q; ξ) = ξ, which are shown to be equal to
ei + ω(q), give its continuous spectrum.

The method sketched above has been applied in authors’ papers [12], [1], where a model
of a quantum particle interacting with a massive scalar Bose field was considered and the
lower branch of the spectrum of its Hamiltonian (polaron) has been studied. It has been
also used in [13], for the analogous problem in a model of a quantum particle interacting
with a massive vector Bose field (similar to the Pauli-Fierz model in electrodynamics).

Remark 1.2 It should be noted that our results concerning the continuous branches of
the spectrum of the Hamiltonian 1.1 are already contained in the paper [6], but there all
invariant subspaces of H are constructed using the abstract methods of scattering theory,
under condition that its eigenvalues and eigenvectors are known.

The essential difference is that we construct the eigenfunctions for discrete spectrum of
H as well as generalized eigenfunctions for continuous spectrum (lowest one-boson spectral
branches) explicitly.

Besides, some analogous results are contained in the papers [8], [2], [11], [14], and also
in [10], [20], however in the latter the Hamiltonian H with a ”cutoff in the number of
bosons” was considered.

Beside this introduction the paper consists of three sections. In Section 2, the pro-
cedure of elimination of the higher components of the vector F from Eq. (1.5) and its
reduction to Eq. (1.7) is presented in detail. Thereby we consider directly the general
case, where the components fn, n > n0 with an arbitrary n0 ≥ 0 are eliminated. In
Sections 3, 4, Eq. (1.7) is analyzed for n0 = 0 and n0 = 1 and the invariant subspaces of
the operator H indicated above, along with its (discrete and continuous) spectra in them,
are constructed.

2 Reduction to a finite number of bosons

We shall show here how the spectral problem for H can be reduced, at sufficiently small
coupling, to an equivalent problem within the subspace with at most n bosons.

It will be convenient to represent H as a space of C2-valued functions:

H = L2(C,C2; dµ), (2.1)

where C =
⋃∞

n=0 Cn is the set of all finite subsets of Rd, thereby Q ∈ Cn if |Q| = n, and
dµ is the so-called Lebesgue-Poisson measure:

dµ(Q) = (1/|Q|!)
∏

q∈Q

dq. (2.2)
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Also, for Q ∈ C, let ω(Q) =
∑

q∈Q ω(q). To simplify notation, we shall write Q \ q :=
Q \ {q} and Q ∪ q := Q ∪ {q}.

The Hamiltonian of the spin-boson model (1.1) writes in this representation

(H0F )(Q) = [εσ3 + ω(Q)]F (Q)

(HintF )(Q) = ασ1[
∑

q∈Q λ(q)F (Q \ q) +
∫
λ(k)F (Q ∪ k)dk].

(2.3)

Let us consider the orthogonal sum decomposition:

H = H≤n ⊕H>n, (2.4)

where H≤n = {F ∈ H;F (Q) = 0, ∀Q, |Q| > n} ∼ L2(
⋃

k≤n Ck,C
2; dµ). Accordingly, the

Hamiltonian (2.3) has a matrix representation

H =

(
An Cn

C∗
n Bn

)
, (2.5)

where An = PH≤n
HPH≤n

, Bn = PH>n
HPH>n

(here, PH>n
, PH>n

denote the orthogonal
projections on the corresponding subspaces), and Cn : H>n → H≤n is given by

(CnF )(Q) = δ|Q|,nασ1

∫
λ(k)F (Q ∪ k)dk, (2.6)

while C∗
n : H≤n → H>n equals

(C∗
nF )(Q) = δ|Q|,n+1ασ1

∑

k∈Q

F (Q \ k)λ(k). (2.7)

As Ran(Cn) ⊂ Hn, C∗
n can be viewed as an operator : Hn → H>n.

The restriction to H≤n of the resolvent of the Hamiltonian is obtained by solving for
Fn ∈ H≤n, F̃n ∈ H>n the system of two equations, where G ∈ H≤n:

{
(An − zI≤n)Fn + CnF̃n = G

C∗
nFn + (Bn − zI>n)F̃n = 0,

(2.8)

where I≤n, I>n are the unit operators in H≤n,H>n, respectively.
For z ∈ C \ spec(Bn), the second Eq.(2.8) can be solved for F̃n. Upon insertion of the

solution into the first Eq.(2.8), one obtains a reduced problem in H≤n:

(An − Cn(Bn − zI>n)−1C∗
n − z)Fn = G. (2.9)

If the operator in the l.h.s. is invertible and Fn(z) is the solution of Eq.(2.9), then
(Fn(z), F̃n(z)), where

F̃n(z) = −(Bn − zI>n)−1C∗
nFn(z), (2.10)

is the unique solution of Eq.(2.8)
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Our next task is to obtain a good characterization of the operator

Mn(z) := (Bn − zI>n)−1C∗
n : Hn → H>n. (2.11)

Let η > 0, and define

Dn,η :=
{
z ∈ C : Re z < λ0

0,n+1 − η
}
. (2.12)

(We remind that λ0
0,n := −ε+ nκ is the first threshold of the n-boson branch of H0.)

Lemma 2.1 There exists α0 = α0(n, η), such that, for any α < α0 and z ∈ Dn,η, the
operator Mn(z), Eq. (2.11), is bounded.

Proof. We represent Bn in the form

Bn = B0
n + Vn,

where

(B0
nF )(Q) = (εσ3 + ω(Q))F (Q),

(VnF )(Q) = ασ1[
∑

k∈Q

λ(k)F (Q \ k) +

∫
λ(k)F (Q ∪ k)dk], F ∈ H>n.

Hence, Mn(z) is (formally) represented as

Mn(z) = (I>n + (B0
n − zI>n)−1Vn)−1(B0

n − zI>n)−1C∗
n. (2.13)

The assertion of Lemma 2.1 follows from the representation (2.13), if we prove that:

1. ‖(B0
n − zI>n)−1Vn‖H>n

< 1 for z ∈ Dn,η and α sufficiently small;

2. ‖B0
n − zI>n)−1C∗

n‖H>n
<∞.

To prove 1 we split (B0
n − zI>n)−1Vn into the sum of two terms:

(S1(z)F )(Q) =

{
(εσ3 + ω(Q) − z)−1ασ1

∑
q∈Q

F (Q \ q)λ(q), if |Q| > n+ 1

0, if |Q| = n + 1

(S2(z)F )(Q) = (εσ3 + ω(Q) − z)−1ασ1

∫
λ(k)F (Q ∪ k)dk

and estimate separately their norms.
Let Fl ∈ L2(R

dl) be the components of F . We have, for l ≥ n+ 2,

‖(S1(z)F )l‖L2(Rdl) <
lα‖λ‖L2(Rd)

(l − n− 1)κ+ η
‖Fl−1‖L2(Rd(l−1)).
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Hence,

‖S1(z)F‖2
H>n

=
∑

l≥n+1

1
l!
‖(S1(z)F )l‖2

L2(Rdl)

≤ α2‖λ‖2
L2(Rd)

∑
l≥n+2

l
((l−n−1)κ+η)2

‖Fl−1‖
2

L2(Rd(l−1))

(l−1)!

≤ α2‖λ‖2
L2(Rd) max

l≥n+2

l
((l−n−1)κ+η)2

‖F‖2
H>n

= α2
(n+2)‖λ‖2

L2(Rd)

(κ+η)2
‖F‖2

H>n
.

A similar calculation gives the following estimate of the second term:

‖S2(z)F‖2
H>n

≤ α2
(n+ 1)‖λ‖2

L2(Rd)

η2
‖F‖2

H>n
.

As a consequence, the inequality in 1 holds for z ∈ Dn,η, if

α <
1

2‖λ‖L2(Rd)

min{ κ+ η√
n+ 2

,
η√
n+ 1

}

Point 2 can be proved similarly. �

We shall show that, for z ∈ Dn,η and for α sufficiently small, Mn(z), Eq.(2.11) has
a particular representation, which we now define. Let M2 be the space of square 2 × 2
complex matrices with some norm | · | (e.g. |n| = 1

2
maxi,j |ni,j|), and h : Rd → (0, 1] be

the continuous square-integrable function appearing in assumption (A2).

Definition 2.2 An operator Mn : Hn → H>n is said to have a h-regular representa-
tion in terms of coefficient functions, if there exist continuously differentiable M2-valued
functions

µ(m)
n (·; ·; ·) : C × Cn−m × (Rd)m → M2, m = 0, 1, ..., n,

where µ
(m)
n (Q1; ·; ·) = 0 for |Q1| ≤ m, and µ

(m)
n (Q1;Q2; ·) = 0 for Q1

⋂
Q2 6= ∅, satisfying,

for some M > 0, the estimation

sup
Q2∈Cn−m

max
|α|≤1

|∂αµ(m)
n (Q1;Q2; k1, ..., km)| < M

∏

q∈Q1

h(q)

m∏

i=1

h(ki), (2.14)

such that, for f ∈ Hn and |Q| > n,

[Mnf ](Q) =
n∑

m=0

∑

Q̂⊂Q,|Q̂|=n−m

∫
µ

(m)
n (Q \ Q̂; Q̂; k1, ..., km)

×f(Q̂ ∪ {k1, ..., km})dk1...dkm.

(2.15)

8



Here and below, we use the notation: for a multiindex α = {αi
k; k = 1, ..., n, i = 1, ..., d}

and Q = {q1, ..., qn} ∈ Cn,

(∂αf)(Q) =
∏
i,k

∂αi
k

∂(qi
k
)
αi

k

f(Q),

|α| =
∑
i,k

αi
k.

In Eq. (2.15), the sum over Q̂ is a symmetrization, so that the l.h.s. depends only on
the set Q. As f is permutation symmetric, it is not necessary to impose the symmetry
of µ

(m)
n with respect to the k’s. The estimation (2.14) means that the function µ

(m)
n and

its gradient are bounded uniformly, in particular M is independent of |Q1|. The set of all
coefficient functions for a given h and n is a Banach space Bn with the norm ‖µn‖ = inf M ,
where the infimum is over all M for which Eq.(2.14) holds.

In order to show thatMn(z) has a regular representation for all z ∈ Dn,η and determine

the corresponding functions µ
(m)
n (z), we shall use the identity

[1 + (B(0)
n − zI>n)−1Vn]Mn(z) = (B(0)

n − zI>n)−1C∗
n. (2.16)

Suppose an operator Mn : Hn → H>n is defined as in Eq.(2.15) by the coefficient

functions µn = {µ(m)
n (Q1;Q2; k1, ..., km)}, where |Q2| = n − m. Then, one can easily

see that (B
(0)
n − zI>n)−1VnMn is likewise defined by a sequence of coefficient functions,

{[Γ(z)µn](m), m = 0, ..., n}, with

[Γ(z)µn](m)(Q1;Q2; k1, ..., km) = α(εσ3 + ω(Q1 ∪Q2) − z)−1σ1

×
{

∑
q∈Q1

λ(q)µ
(m)
n (Q1 \ q;Q2; k1, ..., km)

+
∫
λ̄(q′)µ

(m)
n (Q1 ∪ q′;Q2; k1, ..., km)dq′

+λ̄(km)µ
(m−1)
n (Q1;Q2 ∪ km; k1, ..., km−1)

}
,

(2.17)

where the last term does not appear if m = 0. Let us also note that the r.h.s. of Eq.(2.16)
allows the representation Eq.(2.15) with the coefficient functions µ̂n(z):

[µ̂n(z)]
(m)(Q1, Q2; k1, .., km) = δm,0δ|Q1|,1α[εσ3 + ω(Q2 ∪ q1) − z]−1σ1λ(q1), (2.18)

where we put Q1 = {q1}. Therefore, Eq.(2.16) can be written as a fixed-point equation
for the coefficients µn = µn(z):

µn + Γ(z)µn = µ̂n(z). (2.19)

Proposition 2.3 For any η > 0 and n ≥ 0, there exists α0(η, n) > 0, such that for any
α < α0(η, n), and for all z ∈ Dn,η, Eq. (2.19) has a unique solution µn(z) ∈ Bn, which is
Bn-valued analytic in Dn,η and ‖µn(z)‖ ≤ Kα/η for some constant K. Moreover,

µ(m)
n (z;Q1;Q2; k1, ..., km) = µ(m)

m (z − ω(Q2);Q1; ∅; k1, ..., km) (2.20)
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Proof. As both sides of Eq. (2.17) defining Γ(z) contain the same Q2 and the same m-
tuple (k1, ..., km), it will be convenient to treat these variables as parameters, define (for
|Q2| = n−m) the functions of Q1:

ν
(m)
Q2,(k1,...,km)(Q1) := µ(m)

n (Q1;Q2; k1, ..., km), (2.21)

and remark that

[Γ(z)µn](m)(Q1;Q2; k1, ..., km) = [∆m(z − ω(Q2))ν
(m)
Q2,(k1,...,km)](Q1)

+α[εσ3 + ω(Q1) − (z − ω(Q2))]
−1 · σ1λ(km)ν

(m−1)
Q2∪km,(k1,...,km−1)

(Q1),

(2.22)

where we used that ω(Q1 ∪ Q2) = ω(Q1) + ω(Q2) for Q1 ∩ Q2 = ∅. The operator
∆m(z), z ∈ Dm,η acts on the functions ν(Q) (such that ν(Q) = 0 for |Q| ≤ m) according
to the formula

(∆m(z)ν)(Q) = χ>m(Q)α(εσ3 + ω(Q) − z)−1

×σ1{
∑
q∈Q

λ(q)ν(Q \ q) +
∫
λ(k)ν(Q ∪ k)dk},

(2.23)

where χ>m(Q) is the indicator of the set C>m.
Let us consider the Banach space B̃ of all continuously differentiable functions {ν :

C → M2}, for which

‖ν‖ = sup
Q∈C

max
|α|≤1

|∂αν(Q)|
∏
q∈Q

h(q)
<∞, (2.24)

where | · | denotes the norm in M2. Also, let B̃>m ⊂ B̃ be the subspace of functions ν
which vanish on C≤m, i.e. ν(Q) = 0, ∀Q, |Q| ≤ m.

Lemma 2.4 For every η > 0 and m ≥ 0, there exists α̂0(η,m) > 0, such that for any
α < α̂0(η,m), ∆m(z) is a bounded operator in B̃>m, norm-analytic of z in Dm,η, and

sup
z∈Dm,η

‖∆m(z)‖ ≤ 1/2. (2.25)

Also, the function

ν̂(z − ω(Q2); ·) := µ̂(0)
n (z; ·;Q2; ∅) = µ̂

(0)
0 (z − ω(Q2); ·; ∅; ∅)

is a B̃>0-valued analytic function of z ∈ Dn,η (n = |Q2|) and ‖ν̂(z − ω(Q2))‖ ≤ Cα/η in
Dn,η for a certain constant C.

The proof of this lemma is similar to that of Lemma 2.1. �
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Remark 2.5 We shall consider also the Banach space ˜̃B consisting of continuously dif-
ferentiable functions ν : C → C2 with the norm ‖ν‖ given by Eq. (2.24), in which now

| · | means the usual norm on C2. Its subspaces ˜̃Bn,
˜̃B≤n,

˜̃B>n are introduced as above. It
follows from Proposition 2.3 and the representation (2.15) that, for all z ∈ Dn,η, Mn(z)

applies the space
˜̃B′

n, the dual space of ˜̃Bn, into
˜̃B′

>n ⊂ H>n and is bounded with respect

to the norm of
˜̃B′. Besides, assumptions (A1) and (A2) imply that the operator H can

be extended to an unbounded operator acting in
˜̃B′ (denoted also H) on a domain includ-

ing all finite (with respect to the spatial variables, as well as to the number of variables)

elements of
˜̃B′:

{φ ∈ ˜̃B′ : φ(Q) = 0, if ∃R, ∃N, dist(0, Q) > R or |Q| > N} (2.26)

In this way, as follows from Eq. (2.22), ν
(0)
Q2,∅(·) satisfies the equation (2.19) for m = 0,

which writes as
ν(·) + ∆0(z − ω(Q2))ν(·) = ν̂(z − ω(Q2); ·). (2.27)

If z ∈ Dn,η, the difference z − ω(Q2) belongs to D0,η, therefore, according to Lemma 2.4,
for α < α0(η, 0), the equation has one solution

ν
(0)
Q2,∅(z; ·) = ν

(0)
∅,∅(z − ω(Q2); ·) ∈ B̃>0, (2.28)

where the equality comes from the fact that both sides obey the same equation (2.27),
therefore both equal its unique solution, (I+∆0(z−ω(Q2))

−1ν̂(z−ω(Q2)). Obviously, the
solution is analytic of z ∈ Dn,η and (by the smoothness of ω) continuously differentiable
of Q2 = {q1, ..., qn}. For its norm we have, by Lemma 2.4, the estimate:

sup
z∈Dn,η ,Q2∈Cn

‖ν(0)
Q2,∅(z)‖ ≤ sup

z∈D0,η

‖(I + ∆0(z))
−1‖‖ν̂(z)‖ < 2Cα/η. (2.29)

We consider next the case m > 0, m ≤ n. Eq. (2.19) satisfied by ν
(m)
Q2,(k1,..,km)(·) writes

ν(·) + ∆m(z − ω(Q2))ν(·)
= −α[εσ3 + ω(·) − (z − ω(Q2))]

−1σ1λ(km)ν
(m−1)
Q2∪km,(k1,...,km−1)

(z; · ), (2.30)

and, for α < α0(η,m), allows to determine inductively ν
(m)
Q2,(k1,...,km)(z; ·) in terms of the

solution ν
(m−1)
Q2∪km,(k1,...,km−1)

(z; ·) of the (m−1)th equation. Suppose that ν
(m−1)
Q′

2,(k1,...,km−1)
(z)(·)

has been shown to fulfill:

1. For z ∈ D|Q′
2|+m−1,η,

ν
(m−1)

Q′
2,(k1,...,km−1)

(z) = ν
(m−1)
∅,(k1,...,km−1)

(z − ω(Q′
2)) ∈ B>m−1, (2.31)

and

‖ν(m−1)
∅,(k1,...,km−1)

(z)‖B̃>m−1
< C2m(α/η)m

m−1∏

i=1

h(ki); (2.32)
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2. ν
(m−1)
∅,(k1,...,km−1)

(z) is a B̃>m−1-analytic function of z ∈ Dm−1,η, differentiable of k1, ..., km−1

and

sup
z∈Dm−1,η

max
1≤i≤m−1

|∂ki
ν

(m−1)
∅,(k1,...,km−1)

(z;Q)| ≤ C ′2m(α/η)m

m−1∏

i=1

h(ki)
∏

q∈Q

h(q), (2.33)

where the constants C,C ′ do not depend on m, k1, ..., km−1, Q.

Remark that, by Eqs. (2.28) and (2.29), ν
(0)
Q2,∅(z) fulfills both conditions.

Using Lemma 2.4 we find that Eq. (2.30) has, for α < α0(η,m) and z ∈ D|Q2|+m, one
solution

ν
(m)
Q2,(k1,...,km)(z; ·)

= (I + ∆m(z − ω(Q2)))
−1α[εσ3 + ω(·) − (z − ω(Q2))]

−1σ1λ(km)ν
(m−1)
Q2∪km,(k1,...,km−1)

(z; ·)
(2.34)

which has the analogous properties. This proves the existence of the coefficient functions
µ

(m)
n (z;Q1;Q2; k1, ..., km) and their estimates (2.14).

The equality (2.31) in the case m > 0 follows again by induction with respect to m:
Taking Q2 = ∅ in Eq. (2.34), we have:

ν
(m)
∅,(k1,...,km)(z)

= (I + ∆m(z))−1α[εσ3 + ω(·) − z)]−1σ1λ(km)ν
(m−1)
{km},(k1,...,km−1)

(z; ·) (2.35)

Suppose that (2.31) holds true; then,

ν
(m−1)
Q2∪km,(k1,...,km−1)

(z; ·) = ν
(m−1)
{km},(k1,...,km−1)

(z−ω(Q2); ·) = ν
(m−1)
∅,(k1,...,km−1)

(z−ω(Q2)−ω(km); ·),

wherefrom it follows that the r.h.s. of Eq. (2.35) written for z 7→ z − ω(Q2) coincides
with the r.h.s. of Eq. (2.34). This proves (2.31) for m, hence the equality (2.20).

The proposition 2.3 is proved. �

The following corollary collects the information on the structure of the operator
Cn(Bn − zI>n)−1C∗

n acting in Hn implied by the regular representation of Mn(z).

Corollary 2.6 The following representation holds: for α < α0(η, n), and f ∈ Hn, Q ∈
Cn,

[Cn(Bn − zI>n)−1C∗
nf ](Q) = mn(z;Q)f(Q)+

n∑
m=1

∑
Q1⊂Q;|Q1|=m

∫
D̂n,m(z;Q1;Q \Q1; k1, ..., km)f((Q \Q1) ∪ {k1, ..., km})dk1...dkm,

(2.36)
where

1. mn(z;Q) = m0(z − ω(Q); ∅) is analytic of z ∈ Dn,η, and

|mn(z;Q)| ≤ 2C ′(α2/η)‖λ‖2
L2(Rd);

Hence, mn(z;Q) is continuously differentiable of Q ∈ Cn, as well.
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2. D̂n,m(z;Q1;Q2; k1, ..., km) = D̂m,m(z − ω(Q2);Q1; ∅; k1, ..., km) is analytic of z ∈
Dn,η, continuously differentiable of {Q1;Q2; k1, ..., km} ∈ Cm × Cn−m × (Rd)m, and

max
|α|≤1

|∂αD̂n,m(z;Q1;Q2; k1, ..., km)| ≤ C ′(2α/η)m+1
∏

q∈Q1

h(q)
m∏

i=0

h(ki), (2.37)

where C ′ is a constant.

Proof. The assertions follow by applying the representation (2.15), the identity Eq.(2.20)
and the estimates (2.32), (2.33) in the formulae:

mn(z;Q) = ασ1

∫
λ(q′)µ(0)

n (z; q′;Q; ∅)dq′, (2.38)

D̂n,m(z;Q1;Q2; k1, ..., km) = ασ1

∫
λ(q′)µ

(m)
n (z;Q1 ∪ q′;Q2; k1, ..., km)dq′

+ασ1λ(km)µ
(m−1)
n (z;Q1;Q2 ∪ km; k1, ..., km−1).

(2.39)

�

The M2-valued kernels D̂(Q1;Q2; k1, ..., km), which are continuously differentiable on
Cm × (Rd)m and dominated by h as in Eq.(2.37), form a Banach space Km with the norm

‖D̂‖ = sup
Q1,Q2,k1,...,km

max
|α|≤1

|∂αD̂(Q1;Q2; k1, ..., km)|/
∏

q∈Q1

h(q)

m∏

i=0

h(ki),

where | · | is the norm in M2.

3 Discrete spectrum

We consider here, as an example of the general analysis, the cases n = 0, 1. This allows
the construction of the eigenvectors and of part of the one-boson branch. In this section
we consider the discrete part of the spectrum.

I. For n = 0, the equation (2.9) becomes an equation in C2:

(εσ3 −m0(z; ∅) − z)f = g, (3.1)

where the matrix m0(z; ∅) is analytic in D0,η and |m0(z; ∅)| ≤ 2C ′‖λ‖2α2/η. Eq.(3.1) has
a unique solution unless z is a (real) zero of the determinant of the matrix in the l.h.s.,
i.e., denoting m(z) := m0(z; ∅),

det(εσ3 −m(z) − z) = 0. (3.2)
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This equation can be brought to the form

1 +
m(z)11 + (1/2ε)det(m(z))

z − ε
+
m(z)22 − (1/2ε)det(m(z))

z + ε
= 0. (3.3)

Now, m(z) = C0(B0 − z)−1C∗
0 is positive and increasing for z ∈ (−∞, λ0

0,1 − η). As
0 < m(z)ii = 0(α2), while 0 < det(m(z)) = 0(α4), both numerators are positive at
z = ∓ε. The graph of the function in the l.h.s. is schematically depicted in Fig.1 (for the
case ε < λ0

0,1 − η).

−ε 0 ε e0 + κe0 e1
• •

Figure 1a: The graph of the l.h.s. of (3.3) : case of two roots

−ε 0 ε

e0 + κ

e0

• •

Figure 1b: The graph of the l.h.s. of (3.3) : case of one root
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One concludes that there exists always a zero e0 < −ε. Also, whenever ε < λ0
0,1 − η =

−ε + κ − η, there exists a second zero −ε < e1 < ε. For z = ei, i = 0, 1, Eq.(3.1) with
g = 0 has nontrivial normalized solutions fi, which can be completed with the higher
components −M0(ei)fi to eigenvectors of H :

F
(i)
0 (Q) =

{
fi , Q = ∅
(−M0(ei)fi)(Q) , Q 6= ∅. (3.4)

Eq.(3.2) has no other real solution z < λ0
0,1 − η. Also, there are no complex solutions

z̃, Imz̃ 6= 0: otherwise, considering an eigenvector f̃ of the matrix εσ3 −m(z̃) correspond-
ing to the eigenvalue z̃ and completing it with the vector −M0(z̃)f̃ ∈ H>0, one would
obtain an eigenvector of H with a non-real eigenvalue.

¿From now on, we consider for definiteness the case in which Eq. (3.3) has two
solutions e0, e1 < λ0

0,1 − η. The case with one solution is treated similarly.

II. For n = 1, the equation (2.9) is a system of two equations, valid for z ∈ D1,η:




(εσ3 − z)f0 + ασ1

∫
λ̄(k)f1(k)dk = g0

ασ1λ(q)f0 + [εσ3 − (z − ω(q)) −m(z − ω(q))]f1(q)

−
∫
D̂1,1(z; q; ∅; k)f1(k)dk = g1(q)

(3.5)

The operator

[B(z)f1](q) = [εσ3 − z + ω(q) −m(z − ω(q))]f1(q) −
∫
D̂1,1(z; q; ∅; k)f1(k)dk (3.6)

has an analytic inverse whenever the matrices εσ3 − (z − ω(q)) −m(z − ω(q)), ∀q ∈ Rd

are invertible, what happens for z ∈ C \ I, where we denoted I = [e0 +κ,∞). As we shall
see below, λ0,1 = e0 + κ is the left boundary of the spectrum of H . Let D̄0 = {z ∈ C :
Re z < λ0,1}, n = 1, 2, .... The following proposition holds:

Proposition 3.1 For η > 0 sufficiently small, α < α0(η, 1) and z ∈ D1,η \ I the inverse
B(z)−1 exists and has the representation

[B(z)−1f ](q) = [εσ3 − (z − ω(q)) −m(z − ω(q))]−1 (3.7)

× {f(q) +

∫
K(z; q, k)[εσ3 − (z − ω(k)) −m(z − ω(k))]−1f(k) dk} ,

where the kernel K(z; ·, ·) ∈ K1 and its K1-norm is uniformly bounded for z ∈ D̄0. Besides,
K(z; ·, ·) is a K1-valued analytic function of z in D1,η \ I, which has boundary values at
the cut I, i.e. for all x ∈ [e0 + κ, λ0

0,2 − η) the following limits exist in K1:

K±(x; ·, ·) = lim
ǫց0

K(x± iǫ; ·, ·). (3.8)

The kernels K±(x; ·, ·) are Hölder-continuous K1-valued functions of x ∈ [e0 +κ, λ0
0,2−η).
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A similar statement is outlined in our paper [1]. For the reader convenience below we
shortly resume the proof of the Proposition 3.1 and we leave a detailed demonstration
(which includes a generalization of the Privalov lemma) for Appendix. Note that essen-
tially the proof consists in the following :
Denoting by D̂1,1 the integral operator with the kernel D̂1,1(z; q; ∅; k) ∈ K1, one has:

B(z)−1 = (εσ3 − (z − ω(·)) −m(z − ω(·)))−1

+ {
∞∑

k=1

[(εσ3 − (z − ω(·)) −m(z − ω(·)))−1D̂1,1]
k}

× (εσ3 − (z − ω(·)) −m(z − ω(·)))−1,

(3.9)

where every term of the sum is an integral operator with kernel in K1 and the sum
converges in K1 for α sufficiently small, uniformly for z ∈ D1,η. Hence we arrive at
the representation (3.7), where the kernel K(z; ·, ·) ∈ K1 depends analytically on z ∈
D1,η \I. The existence of the limits (3.8) and the properties of the boundary value kernels
K±(x; ·, ·) are proved for every term of the series (3.9) using induction over k. Thereby,
we use that, if two z-dependent kernels K1(z), K2(z) ∈ K1 possess boundary values like
in Eq.(3.8), then the kernel

K3(z; q, k) :=

∫
K2(z; q, q

′)[εσ3 − (z − ω(q′)) −m(z − ω(q′))]−1K1(z; q
′, k) dq′ ,

has the same property, in view of the Sokhotski formula: 1/(x+ i0) = P(1/x) + iπδ(x).
Indeed, the inverse matrix (εσ3 − (z − ω(q′)) −m(z − ω(q′)))−1 has the structure: either

A0

e0 − (z − ω(q′))
+ φ(z − ω(q′)),

if Eq. (3.2) has one solution e0; or

A0

e0 − (z − ω(q′))
+

A1

e1 − (z − ω(q′))
+ φ(z − ω(q′)),

if a second solution e1 exists, too. Here, A0, A1 are 2×2-matrices and φ(z) is a M2-valued
analytic function in D0,η. Therefore, denoting by dνx(q) the Gelfand-Leray measure on
the surface C1,y = {q′ : ω(q′) = y}, we obtain

K±(x; q, k) =
∫ ∞

κ
dy

[
(

∑
j=0,1

Aj/[ej + y − x± i0] + φ(x− y))

×
∫
C1,y

K1,±(x; q; q′)K2,±(x; q′; k)dνy(q
′)
]
dx.

As the internal integral over the surface C1,y is a smooth function of y, the integral with
respect to y can be done and gives Hölder continuous functions of x, Ki,±(x; ·, ·), i = 1, 2
(as follows from the Plemelj-Privalov theorem [15], [16], and Appendix).
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Next, we consider Eq.(3.5) for g1 = 0, i.e. again the resolvent of H restricted to H0.
We have

f1(·) = −α(B(z))−1σ1λ(·)f0.

Plugging f1 into the first equation (3.5) we obtain that

(
εσ3 − z − α2σ1

∫
λ̄(q)[B(z)−1σ1λ(·)](q)dq

)
f0 = g0.

Comparing this with Eq. (3.1) we obtain:

m0(z; ∅) = α2σ1

∫
λ̄(q)[B(z)−1σ1λ(·)](q)dq, (3.10)

what provides the analytic continuation of m(z) to D1,η \ I. We have thus shown that Eq.
(3.3) determines completely the discrete spectrum of the operator H below its continuous
spectrum.

Let us remark that lim
ξրe0+κ

m(ξ) is finite in dimension d ≥ 3, because the 1/q2-

singularity of the integrand in Eq.(3.7) is integrable. Therefore, in the case ε > e0 +κ, the
second solution e1 of Eq.(3.3) exists if, and only if, the l.h.s. of that equation is negative
for ξ = e0 + κ. This exhausts the discrete spectrum of H below its continuous spectrum.

4 One-boson branches

We proceed now to the construction of the one-particle branches of the (continuous)
spectrum of the operator H . Consider the family {A(ξ), ξ ∈ [e0+κ, λ0

0,2−η]} of selfadjoint
operators, acting in H≤1 according to: for F = (f0, f1) ∈ H≤1,

(A(ξ)F )0 = εσ3f0 + ασ1

∫
λ̄(k)f1(k)dk

(A(ξ)F )1(q) = ασ1λ(q)f0 + (εσ3 + ω(q) −m(ξ − ω(q)))f1(q)

−
∫
D̂1,1(ξ; q, ∅, k)f1(k)dk.

(4.1)

Along with this, consider the family {A0(ξ), ξ ∈ [e0 + κ, λ0
2 − η]} acting in H1:

(A0(ξ)f)(q) = (εσ3 + ω(q) −m(ξ − ω(q)))f(q), f ∈ H1. (4.2)

Concerning the latter, let us denote by e0(ξ, q), e1(ξ, q) the eigenvalues of the matrix
εσ3 + ω(q) −m(ξ − ω(q)). One can easily see that these eigenvalues are the solutions of
the equation

1 +
m11(ξ − ω(q)) + 1

2ε
detm(ξ − ω(q))

−ε+ ω(q) − e
+
m22(ξ − ω(q)) − 1

2ε
detm(ξ − ω(q))

ε+ ω(q) − e
= 0 (4.3)
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which is similar to Eq. (3.3). The graph of the l.h.s. as a function of e looks like the
graph of Fig. 1.

−ε + ω(q) ε + ω(q)
e

e0(ξ, q) e1(ξ, q)
• •

Figure 2: The graph of the l.h.s. of (4.3)

Hence one can see that its roots are simple and placed in the order e0(ξ, q) < ω(q)−ε <
e1(ξ, q) < ω(q) + ε. As, for fixed q, the matrix m(ξ − ω(q)) is positive and increasing of
ξ < λ0

2 − η, both roots e0(ξ, q), e1(ξ, q) are monotonously decreasing functions of ξ in the
interval (−∞, λ0

0,2 − η). Their graphs are sketched in Fig. 2. Moreover, as a consequence
of Eq. (4.3), the two roots belong respectively to O(α2)-neighbourhoods of ω(q) ∓ ε,
therefore the distance between them is larger than ε for small α:

e1(ξ, q) − e0(ξ, q) > ε. (4.4)

For every ξ ∈ [e0 + κ, λ0
0,2 − η), let

E(ξ) = inf
q
e0(ξ, q) = −ε+ κ− O(α2).

Obviously, the spectrum ofA0(ξ) is absolutely continuous and covers the half-axis [E(ξ),∞).
Let us now calculate the resolvent (A(ξ) − z)−1 of A(ξ). As a preliminary to this, we

consider the resolvent of the operator B̃(ξ) acting in H1 as

(B̃(ξ))(q) = [εσ3 + ω(q) −m(ξ − ω(q))]f1(q) −
∫
D̂1,1(ξ; q; ∅; k)f1(k)dk; f ∈ H1. (4.5)

In the same way as for Eq. (3.7), we find for RB̃(ξ)(z) = (B̃(ξ) − z)−1

(RB̃(ξ)(z)g)(q) = [εσ3 − z + ω(q)) −m(ξ − ω(q))]−1

× {g(q) +
∫
Kξ(z; q, k)[εσ3 − z + ω(k) −m(ξ − ω(k))]−1g(k)dk},

(4.6)
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where the kernel Kξ(z; ·, ·) ∈ K1 is a K1-analytic function of z in C \ [E(ξ),∞). Thereby,
the limits

K±
ξ (x; ·, ·) = lim

ǫց0
Kξ(x+ iǫ; ·, ·)

exist in K1 and the functions K±
ξ (x; ·, ·) are K1-valued Hölder continuous functions of

x ∈ [E(ξ),∞).
The resolvent RA(ξ)(z) = (A(ξ) − zI≤1)

−1 can now be written as: for G = (g0, g1),

(RA(ξ)(z)G)0 = f0 = ∆−1
ξ (z)(g0 − ασ1

∫
(RB̃(ξ)(z)g1)(k)λ̄(k)dk)

(RA(ξ)(z)G)1(q) = f1(q) = (RB̃(ξ)(z)[g1(·) − ασ1λ(·)f0])(q)
(4.7)

where ∆ξ(z) denotes the M2-valued analytic function of z ∈ C \ [E(ξ),∞)

∆ξ(z) = εσ3 − z − α2σ1

∫
[RB̃(ξ)(z)λ(·)](k)λ̄(k)dk (4.8)

The inverse matrix ∆−1
ξ (z) has either one, or two simple poles τ0(ξ) < τ1(ξ) < E(ξ) lying

on the real axis at the left of −ε and ε, respectively. These poles are the eigenvalues of
the operator A(ξ) with corresponding eigenvectors ψ

(0)
ξ , ψ

(1)
ξ :

ψ
(i)
ξ =

(
f

(i)
ξ,0, f

(i)
ξ,1(q) = −α(RB̃(ξ)(τi(ξ))σ1λ(·))(q)f (i)

ξ,0

)
, i = 0, 1, (4.9)

where f
(i)
ξ,0 are the null vectors of the matrix ∆ξ(τi(ξ)). As agreed before, we consider the

case of two roots τ0(ξ), τ1(ξ). Also, the limits

[∆−1
ξ (x)]± = lim

ǫց0
∆−1

ξ (x± iǫ), x ∈ [E(ξ),∞)

exist, whereby, for α small,

±Im[∆±
ξ (x)] = α2πσ1




∫
ω(k)−ε=x

|λ(k)|2dk 0

0
∫

ω(k)+ε=x

|λ(k)|2dk


 +O(α4).

Hence, as a consequence of assumption (A3), the matrices ∆±
ξ (x)

−1
are non-singular

on [E(ξ),∞), in other words, the operator A(ξ) has no eigenvalues embedded in the
continuous spectrum.

Remark that, in view of Eq. (3.10), for z = ξ, the matrix ∆ξ(z) equals the matrix
εσ3 − ξ −m(ξ) in the l.h.s. of Eq. (3.1) and the zeros τi(ξ) of det ∆ξ(z) satisfy

τi(ξ) = ξ, i = 0, 1, (4.10)

i.e. the condition under which they equal, respectively, the solutions ei, i = 0, 1 of Eq.
(3.3).
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Let us construct, for every ξ ∈ (e0 + κ, λ0
0,2 − η), the vectors

F
(i)
ξ = (ψ

(i)
ξ , ψ̄

(i)
ξ = M1(ξ)f

(i)
ξ,1) ∈ H,

which, obviously, fulfill the equation

HF
(i)
ξ = ξF

(i)
ξ + (τi(ξ) − ξ)ψ

(i)
ξ ,

therefore, if ξ = ei they are the eigenvectors of H with eigenvalues ei, i = 0, 1. In this
way, we reobtain the already constructed eigenvectors of H , Eq. (3.4).

Using general criteria of absence of the singular continuous spectrum of a self-adjoint
operator [18] and the explicit form of the resolvent RA(ξ)(z), one can show that A(ξ)
has no singular spectrum. Hence, the space H≤1 splits into the orthogonal sum of two
invariant subspaces of A(ξ):

H≤1 = Hac + Hd, (4.11)

where Hac = Hac(ξ) is the subspace of absolute continuity of A(ξ) and Hd = Hd(ξ) is the

subspace corresponding to the discrete spectrum, generated by the vectors ψ
(0)
ξ , ψ

(1)
ξ (or

by ψ
(0)
ξ alone in the case of one root).

Consider the embedding

I : H1 → H≤1 : If = (0, f) ∈ H≤1 for f ∈ H1,

and construct the wave operator

s− lim
t→+∞

exp [itA(ξ)]I exp [−itA0(ξ)] = Ω+ = Ω+(ξ). (4.12)

The limit exists and Ω+ : H1 → H≤1 is unitary and

Ω+A0(ξ)(Ω
+)−1 = A(ξ)|Hac (4.13)

i.e. the restriction of A(ξ) to Hac is unitarily equivalent to A0(ξ) (for details, see [1] or
[13]).

The generalized eigenfunctions of the operator A0(ξ) have the form

δ
(i)
q̄,ξ = δ(q − q̄)φi(ξ, q̄),

where φi(ξ, q̄) are the eigenvectors of the matrix εσ3 + ω(q̄)−m(ξ − ω(q̄)) corresponding
to the eigenvalues ei(ξ, q̄), i = 0, 1 - the solutions of the equation

det [εσ3 − z + ω(q̄) −m(ξ − ω(q̄))] = 0. (4.14)

Known formulas of scattering theory ([17]) allow to write the generalized eigenfunctions
of the continuous spectrum of A(ξ) as

ψ
(i)
q̄,ξ = Ω+δ

(i)
q̄,ξ = lim

ǫց0
iǫRA(ξ)(ei(ξ, q̄) − iǫ)Iδ(i)

q̄,ξ.
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Using the explicit form (4.7) of the resolvent RA(ξ)(z), we find

ψ
(i)
q̄,ξ,0 = −α∆−1

ξ (ei(ξ, q̄))σ1

[
λ̄(q̄) +

∫
(εσ3 − ei(ξ, q̄) + ω(k) −m(ξ − ω(k)) + i0)−1

×K−(ei(ξ, q̄); k, q̄)λ̄(k)dk
]
φi(ξ, q̄)

ψ
(i)
q̄,ξ,1(q) = δ(q − q̄)φi(ξ, q̄) + (εσ3 − ei(ξ, q̄) + ω(q) −m(ξ − ω(q) + i0))−1

×K−(ei(ξ, q̄); q, q̄)φi(ξ, q̄)
(4.15)

The somewhat formal derivation of the form of the generalized functions ψ
(i)
q̄,ξ is bol-

stered by the following lemma:

Lemma 4.1

(a) For every fixed q̄ ∈ Rd, ξ < λ0
0,2 − η and i = 0, 1:

i. the vector ψ
(i)
q̄,ξ,0 ∈ C2 is a C2-valued bounded function of q̄;

(ii.) the function ψ
(i)
q̄,ξ,1(q) is a C2-valued generalized function of q in

˜̃B′
1 and, for

every fixed q ∈ Rd, it is a C2-valued generalized function of q̄ in
˜̃B′

1.

(b) For any ϕ ∈ S(Rd), define

C
(i)
ϕ,ξ,0 =

∫
ϕ(q̄)ψ

(i)
q̄,ξ,0dq̄, C

(i)
ϕ,ξ,1(q) =

∫
ϕ(q̄)ψ

(i)
q̄,ξ,1(q)dq̄;

then,
Ψ

(i)
ϕ,ξ = (C

(i)
ϕ,ξ,0, C

(i)
ϕ,ξ,1(·)) ∈ H≤1. (4.16)

Thereby, for two functions ϕ1, ϕ2 ∈ S(Rd),

(Ψ
(i)
ϕ1,ξ,Ψ

(i′)
ϕ2,ξ) = (C

(i)
ϕ1,ξ,0, C

(i′)
ϕ2,ξ,0)C2 +

∫
(C

(i)
ϕ1,ξ,1(q), C

(i′)
ϕ2,ξ,1(q))C2dq

= (ϕ1, ϕ2)L2(Rd)δi,i′ .

(4.17)

A similar lemma appears in [1] and the proof there applies in our case. The meaning
of relation (4.17) can be better seen by writing it more formally:

(Ψ
(i)
q̄,ξ,Ψ

(i′)
q̄′,ξ) = δ(q̄ − q̄′)δi,i′. (4.18)

In this way, for every ξ < λ0
0,2 − η and q̄ ∈ Rd, we constructed two generalized eigen-

vectors Ψ
(i)
q̄,ξ ∈ ˜̃B′

≤1, i = 0, 1 of the operator A(ξ) with the eigenvalues ei(q̄, ξ), i = 0, 1,
respectively. By acting on them with the operator M1(ξ) (see Remark 2.5) we obtain the
generalized functions

Ψ̄
(i)
q̄,ξ = M1(ξ)Ψ

(i)
q̄,ξ ∈

˜̃B′
>1. (4.19)
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Obviously, the entire vector F
(i)
q̄,ξ = {Ψ(i)

q̄,ξ, Ψ̄
(i)
q̄,ξ ∈

˜̃B′} satisfies the equation

HF
(i)
q̄,ξ = ξF

(i)
q̄,ξ + (ei(q̄, ξ) − ξ)Ψ

(i)
q̄,ξ

(here H denotes the extension of H to
˜̃B′, cf. Remark 2.5). Let ξ(i)(q̄), i = 0, 1 denote

the unique (as seen on Fig. 3) solutions less than ±ε respectively, of the equations

ei(q̄, ξ) = ξ, i = 0, 1. (4.20)

�
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�
�

�
�

�
�

�
�

�
�

�
�

�
�

−ε

ε

e0(ξ, q̄)

e1(ξ, q̄)

εξ(1)(q̄)

•

−εξ(0)(q̄)

•

ξ

Figure 3: Solving Eq. (4.20)

Now, it is clear that F
(i)

q̄,ξ=ξ(i)(q̄)
= F

(i)
q̄ is a generalized eigenvector of H with eigenvalue

ξ(i)(q̄). We remind that ei(q̄, ξ) satisfies Eq.(4.14), which, for z = ξ, becomes

det [εσ3 − (ξ − ω(q)) −m(ξ − ω(q))] = 0. (4.21)

Comparing this equation with Eq. (3.2), we see that Eq. (4.21) has two solutions:

ξ(i)(q̄) = ei + ω(q), (4.22)
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where ei, i = 0, 1 are the two solutions of Eq.(3.2). Thereby, as the matrix εσ3 + ω(q̄) −
m(ξ − ω(q̄)) approaches, when ξ → ξ(i)(q̄) the matrix εσ3 + ω(q) − m(ei), one of its
eigenvectors φi(ξ, q̄) approaches the eigenvector of the latter for the eigenvalue ξ(i)(q̄), i.e.
for all q̄ and i = 0, 1, ϕi(ξ, q̄)|ξ=ξ(i)(q̄) = fi.

The conditions
ξ(i)(q̄) < λ0

0,2 − η, ξ(0)(q̄) < ξ(1)(q̄)

define two bounded domains G
(i)
η ⊂ Rd of allowed values of q̄:

G
(0)
η = {q̄ : ξ(0)(q̄) < λ0

0,2 − η}
G

(1)
η = {q̄ : ξ(1)(q̄) < λ0

0,2 − η} ⊂ G
(0)
η .

(4.23)

For q̄ ∈ G
(1)
η , there are two generalized eigenvectors of H , F

(i)
q̄ = F

(i)

q̄,ξ(i)(q̄)
, i = 0, 1,

with eigenvalues ξ(i)(q̄), i = 0, 1,respectively, while, for q̄ ∈ G
(0)
η \ G(1)

η , there is only one

eigenvector left. The functions ξ(i)(q̄) are smooth functions of q̄ ∈ G
(i)
η and minq̄ ξ

(0)(q̄) =
e0 + κ coincides with the lowest end of the continuous spectrum of H .

Let C0
∞(G

(i)
η ) =: C(i), i = 0, 1 be the space of infinitely smooth functions with support

in the domains G
(i)
η , i = 0, 1, respectively.

Lemma 4.2 For any ϕ ∈ C(i), the vector

F (i)
ϕ =

∫

G
(i)
η

F
(i)
q̄ ϕ(q̄)dq̄ ∈ H. (4.24)

A similar statement is contained in [1] and the proof there applies to the case at hand
through verbatim.

We introduce now two subspaces of H as the closures of the linear span of the vectors
(4.24):

H(i) = {F (i)
ϕ , ϕ ∈ C(i)}, i = 0, 1.

As explained in [1], the calculation of the scalar product of two vectors (4.24) reduces to
the calculation of the generalized function

Qi,i′(q̄, q̄′) = (F
(i)
q̄ , F

(i′)
q̄′ )H, q̄ ∈ G(i)

η , q̄
′ ∈ G(i′)

η . (4.25)

As F
(i)
q̄ , F

(i′)
q̄′ are generalized eigenvectors of H with eigenvalues ξ(i)(q̄), ξ(i′)(q̄′) respec-

tively, Qi,i′(q̄, q̄′) is concentrated on the surface {ξ(i)(q̄) = ξ(i′)(q̄′)}, hence it is a sum of
generalized functions of the form A(q̄)δ(q̄ − q̄′) and B(q̄, q̄′))δ(ξ(i)(q̄) − ξ(i′)(q̄′)) (this is
rigorously proved in [1]). Therefore, in calculating Qi,i′(q̄, q̄′), one can discard all terms
not containing such singularities. So,

Qi,i′(q̄, q̄′) =
(
ψ

(i)
q̄,0, ψ

(i′)
q̄′,0

)

C2
+

∫ (
ψ

(i)
q̄,1(q), ψ

(i′)
q̄′,1(q)

)

C2
dq

+
∫

C>1

(
[M1(ξ

(i)(q̄))ψ
(i)
q̄,1(·)])(Q), [M1(ξ

(i′)(q̄′))ψ
(i′)
q̄′,1(·)])(Q)

)

C2
dQ

(4.26)
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(we remind that C>1 denotes the set of all finite subsets with more than one point endowed
with the measure (2.2)). It will be convenient to calculate separately the scalar products
for each pair (i, i′) = (0, 0), (0, 1), (1, 1):

• i = i′ = 0. The first term in (4.26) is a continuous function of q̄, q̄′ and will be

discarded, as agreed. To calculate the second term in (4.26), we represent ψ
(0)
q̄,1 as

(see (4.15))

ψ
(0)
q̄,1(q) = δ(q − q̄)f0 + [A0(ξ

(0)(q̄), q, q̄)f0]�[ξ(0)(q) − ξ(0)(q̄) + i0]

+[A1(ξ
(0)(q̄), q, q̄)ϕ0

1(ξ
(0)(q̄), q)]�[e1(ξ

(0)(q̄), q) − ξ(0)(q̄) + i0]

(4.27)

and similarly ψ
(0)
q̄′,1; here, f0 is the null vector of the matrix (3.1) corresponding to

the solution e0 of Eq. (3.3), e1(ξ
(0)(q̄), q) is the second eigenvalue of the matrix

εσ3 +ω(q)−m(ξ(0)(q̄)−ω(q)) and ϕ0
1(ξ

(0)(q̄), q) the eigenvector corresponding to it,
and

A0(ξ
(0)(q̄), q, q̄) = (K−(ξ(0)(q̄), q, q̄)f0, f0)C2

A1(ξ
(0)(q̄), q, q̄) = (K−(ξ(0)(q̄), q, q̄)ϕ1(ξ

(0)(q̄), q), ϕ1(ξ
(0)(q̄), q)C2.

(4.28)

By virtue of Eq. (4.4), the third term in (4.27) is a regular function of q and q̄
and we discard it. For the second term we use Sokhotski’s formula 1/[x + i0] =
iπδ(x) + P (1/x) and obtain

ψ
(0)
q̄,1(q) = δ(q − q̄)f0 + iπA0(ξ

(0)(q̄), q, q̄)δ(ξ(0)(q) − ξ(0)(q̄))f0 + regular terms.

In this way, the second term in Eq. (4.26) equals, modulo regular terms:

∫ (
ψ

(0)
q̄,1(q), ψ

(0)
q̄′,1(q)

)
C2
dq = δ(q̄ − q̄′)

+δ(ξ(0)(q̄′) − ξ(0)(q̄))
{
iπ[A0(ξ

(0)(q̄), q̄′, q̄) −A0(ξ(0)(q̄′), q̄, q̄′)]

+π2
∫

ξ(0)(q)=ξ(0)(q̄)

A0(ξ
(0)(q̄), q, q̄)A0(ξ(0)(q̄′), q, q̄′)dq

}
(4.29)

For the calculation of the third term of Eq. (4.26) we represent (M1(ξ
(0)(q̄))ψ

(0)
q̄,1(·))(Q)

as (see Eq. (2.15)):

(M1(ξ
(0)(q̄))ψ

(0)
q̄,1(·))(Q) =

∑
q∈Q

µ
(0)
1 (ξ(0)(q̄);Q \ q; q; ∅)ψ(0)

q̄,1(q)

+
∫
µ

(1)
1 (ξ(0)(q̄);Q; ∅; k)ψ(0)

q̄,1(k)dk.
(4.30)
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Now, it is easy to see that the only contribution of this expression to the third term
of (4.26) comes from the sum over q and equals

∫

Rd

dq
∫

C>1

dQ(µ
(0)
0 (ξ(0)(q̄) − ω(q);Q; ∅; ∅)f0, µ

(0)
0 (ξ(0)(q̄′) − ω(q);Q; ∅; ∅)f0)C2

×[δ(q − q̄) + iπA0(ξ
(0)(q̄); q, q̄)δ(ξ(0)(q) − ξ(0)(q̄))]

×[δ(q − q̄′) + iπA0(ξ
(0)(q̄′); q, q̄′)δ(ξ(0)(q) − ξ(0)(q̄))]

=
∫
dQ

(
µ

(0)
0 (e0;Q; ∅; ∅)f0, µ

(0)
0 (e0;Q; ∅; ∅)f0

)
C2

×{δ(q̄ − q̄′) +
[
iπ(A0(ξ

(0)(q̄); q̄′, q̄) −A0(ξ(0)(q̄′); q̄, q̄′))

+π2
∫
{ξ(0)(q)=ξ(0)(q̄)}

dqA0(ξ
(0)(q̄); q, q̄)A0(ξ

(0)(q̄′); q, q̄′)
]
δ(ξ(0)(q̄) − ξ(0)(q̄′))

}

(4.31)
In the equality above we used Eq. (2.20). Let us remark that the vector

F0(Q) =

{
f0, Q = ∅

µ
(0)
0 (e0, Q, ∅, ∅)f0, |Q| > 0

is nothing but the eigenvector (found above) of H corresponding to e0. Hence,

∫
dQ

(
µ

(0)
0 (e0;Q; ∅; ∅)f0, µ

(0)
0 (e0;Q; ∅; ∅)f0

)

C2

= ‖F0‖2 − ‖f0‖2 = ‖F0‖2 − 1 = R = O(α2).

Collecting the expressions above, we obtain that Q0,0(q̄, q̄′) equals

Q0,0(q̄, q̄′) = ‖F0‖2 [δ(q̄ − q̄′)

+
{
iπ(A0(ξ

(0)(q̄); q̄′, q̄) −A0(ξ(0)(q̄′); q̄, q̄′))

+π2
∫
{ξ(0)(q)=ξ(0)(q̄)}

dqA0(ξ
(0)(q̄); q, q̄)A0(ξ(0)(q̄′); q, q̄′)

}

×δ(ξ(0)(q̄′) − ξ(0)(q̄))
]

• i = i′ = 1. A similar calculation gives

Q1,1(q̄, q̄′) = ‖F1‖2 [δ(q̄ − q̄′)

+
{
iπ(A1(ξ

(1)(q̄); q̄′, q̄) −A1(ξ(1)(q̄′); q̄, q̄′))

+π2
∫
{ξ(1)(q)=ξ(1)(q̄)}

dqA1(ξ
(1)(q̄); q, q̄)A1(ξ(1)(q̄′); q, q̄′)

}

×δ(ξ(1)(q̄′) − ξ(1)(q̄))
]
,

where F0 and F1 are the eigenvectors of H constructed above, corresponding to the
eigenvalues e0 and e1, respectively.
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• i 6= i′. Finally,
Q0,1(q̄, q̄′) = Q1,0(q̄′, q̄) = 0, (4.32)

as these functions have as factors (F0, F1)H = 0.

We have thus proved:

Lemma 4.3 The subspaces H(1) and H(2) are orthogonal. The scalar product in each of
them has the form

(F
(i)
ϕ1 , F

(i)
ϕ2 )H(i) = ‖Fi‖2

λ0
0,2−η∫

κ+ei

dx
[∫

χ
(i)
x
ϕ1(q)ϕ2(q)dν

(i)
x (q)

+
∫

χ
(i)
x

∫
χ

(i)
x
M

(i)
x (q, q′)ϕ1(q)ϕ2(q′)dν

(i)
x (q)dν

(i)
x (q′)

]
, i = 0, 1.

(4.33)

Here, χ
(i)
x is the level surface of the function ξ(i)(·):

χ(i)
x = {q : ξ(i)(q) = x}, x ∈ [x+ e1, λ

0
0,2 − η),

endowed with the Gelfand-Leray measure dν
(i)
x generated by the function ξ(i)(·), andM

(i)
x (q̄, q̄′)

denotes the restriction to χ
(i)
x × χ

(i)
x of the function

M (i)(q̄, q̄′) = iπ(Ai(ξ
(i)(q̄); q̄′, q̄) −Ai(ξ(i)(q̄′); q̄, q̄′))

+ π2
∫
{ξ(i)(q)=ξ(i)(q̄)}

dqAi(ξ
(i)(q̄); q, q̄)Ai(ξ(i)(q̄′); q, q̄′).

(4.34)

Our estimates imply that the operatorsM (i), i = 0, 1 given by the kernelsM (i)(q̄, q̄′), i =
0, 1 are bounded in H(i), i = 0, 1, respectively, and their norms are ≤ 1 for small α. This,
and the formulas (4.32), (4.33), imply, in particular, that

C0‖ϕ‖L2(G
(i)
η )

< ‖F (i)
ϕ ‖H(i) < C1‖ϕ‖L2(G

(i)
η )

for certain constants 0 < C0 < C1, therefore the applications ϕ 7→ F
(i)
ϕ : C(i) → H(i)

are continuous with respect to the L2(G
(i)
η )-norm, and, as such, they extend to one-to-

one applications : L2(G
(i)
η ) → H(i), ϕ 7→ F

(i)
ϕ , ϕ ∈ L2(G

(i)
η ). Thereby, the action of the

operator H on a vector F
(i)
ϕ ∈ H(i) is given by the formula

HF (i)
ϕ = F

(i)

ξ(i)ϕ
, (4.35)

where (ξ(i)ϕ)(q) = ξ(i)(q)ϕ(q), q ∈ G
(i)
η .

As seen from Eq. (4.33), each of the spaces H(i) can be represented as a direct integral
of spaces

H(i) =

⊕
∫

[ei+κ,λ0
0,2−η]

G(i)
x dx, where G(i)

x = L2(χ
(i)
x , dν

(i)
x ),
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whereby the spaces G(i)
x are ”eigenspaces” of H(i) = H|H(i), i.e.

H(i) =

⊕
∫

[ei+κ,λ0
0,2−η]

xI(i)
x dx,

where I
(i)
x is the unit operator in G(i)

x .

Lemma 4.4 For each i = 0, 1 there exists a bounded operator B(i) acting in H(i) and
commuting with H(i), such that

(
F

(i)

B(i)ϕ1
, F

(i)

B(i)ϕ2

)
= (ϕ1, ϕ2)L2(G

(i)
η )
, ϕ1, ϕ2 ∈ L2(G

(i)
η ) (4.36)

Proof. The scalar product (4.33) induces in G(i)
x a sesquilinear form:

〈ϕ1, ϕ2〉G(i)
x

= ‖F (i)‖2((I
(i)
x +M (i)

x )ϕ1, ϕ2)G(i)
x
,

where (ϕ1, ϕ2)G(i)
x

is the scalar product in G(i)
x and M

(i)
x is the selfadjoint operator in G(i)

x

defined by the kernel M
(i)
x (q̄, q̄′). Our estimates show that ‖M (i)

x ‖ < 1 for α small, hence

that the bounded operator B
(i)
x = (I

(i)
x +M

(i)
x )−1/2 exists. Obviously,

〈B(i)
x ϕ1, B

(i)
x ϕ2〉G(i)

x
= (ϕ1, ϕ2)G(i)

x
.

Therefore, the operator B(i) =

⊕
∫

[ei+κ,λ0
0,2−η]

B
(i)
x dx, which commutes with H(i), satisfies the

condition (4.36) as well. The lemma is proved. �

The Lemma 4.4 shows that the application ϕ 7→ F̂ϕ : L2(G
(i)
η ) → H(i), where F̂ϕ =

FB(i)ϕ, ϕ ∈ L2(G
(i)
η ), is unitary. Thereby, as B(i) commutes with H(i), the relation (4.35)

still holds:
HF̂ (i)

ϕ = F̂
(i)

ξ(i)ϕ
.

5 Conclusion

In conclusion we would like to notice that observations made in Sections 3 and 4 can be
resumed as the following statement:

Theorem 5.1 Under the assumptions made concerning the parameters of the model (1.1),
and for α sufficiently small, for the operator H one has:
(i) One (or two) eigenvectors F

(i)
0 with the eigenvalues ei, respectively, below its continu-

ous spectrum (i = 0, or i = 0, 1).

(ii) For any η, one, or two (depending on the number of eigenvectors F
(i)
0 ), invariant
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subspaces H(i), and one, or two, bounded domains G
(i)
η ⊂ Rd, such that the restriction of

H to H(i)is unitarily equivalent to the operator of multiplication by the function

ξ(i)(q) = ei + ω(q), q ∈ G(i)
η

acting in L2(G
(i)
η ).

This theorem summarizes our main result about the structure of the spectrum of a two-
level quantum system weakly coupled to a boson field (spin-boson model) announced in
the Section 1.

In conclusion we would like to note that (in spite of the technical difficulties) we believe
that our method allows some generalizations and improvements to be able :
(i) to construct in a similar way the multi-boson branches; cf. [6], where it is nicely done
in a different way (a limited space of the present paper does not allow us to enter into
details of [6] and we recommend it for the reader as an important reference);
(ii) to prove the completeness, which reduces to the proof that the Hilbert space H =

C2 ⊗Fs in imbedded by a nuclear operator into the space
˜̃B′, see Remark 2.5 and (2.26).

A project concerning these two points is now in progress.
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6 Appendix

Proof of Proposition 3.1 :

Let K1 be a space of smooth functions: f(q, k) ∈ M2 for q, k ∈ Rd, such that

‖(∂ε1
q ∂

ε2
k f)(q, k)‖ ≤ C h(q)h(k) , ε1,2 = 0, 1 . (6.1)

Here ∂ε
q := (∂ε

q1
, . . . , ∂ε

qd
) and ‖·‖ is equal to the sum of the matrix-norms of {∂ε1

qi
∂ε2

qj
f}d

i,j=1,ε1,ε2
.

We define the norm in K1 by
‖f‖K1 := inf C , (6.2)

over C verifying (6.1).
Recall that the kernels {D̂1,1(z; q; ∅; k)}z belong to the family of K1-valued functions

Dz(q, k) defined in the semi-plane

D1,η = {z ∈ C : Re z < λ0
0,2 − η = 2κ− ε− η} , (6.3)

see (2.12), with the cut along the interval (see Proposition 3.1):

I = (κ+ e0, 2κ− ε− η) . (6.4)

We assume that:
(1) The family {Dz(q, k)}z is K1-analytic in D1,η\I.
(2) It is also K1-continuous and bounded: ‖Dz‖K1 < L1, in the closure D1,η\I.
(3) limz→0 ‖Dz‖K1 = 0 .
(4) For x ∈ I the limit values D±

x (q, k) := limz→±x Dz(q, k) verify the Hölder condition:

|D±
x1

(·, ·) −D±
x2

(·, ·)| < C1 |x1 − x2|1/2 , (6.5)

for constant C1 and exponent 1/2.
By (3.6) the kernel of the inverse operator B(z)−1 has the form:

[B(z)−1](q, k) = [εσ3 − (z − ω(q)) −m(z − ω(q))]−1 (6.6)

× {δ(q, k) +K(z; q, k)[εσ3 − (z − ω(k)) −m(z − ω(k))]−1} ,

where (formally) we put:

K(z; q, k) =

∞∑

n=1

K(n)(z; q, k) (6.7)

with K(n=1)(z; q, k) := Dz(q, k) and the other terms are defined by recursions

K(n+1)(z; q, k) :=

∫

Rd

K(n)(z; q, q′)[εσ3 − (z − ω(q′)) −m(z − ω(q′))]−1K(1)(z; q′, k) dq′ ,

(6.8)
for n + 1 ≥ 2.
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Let for a given n the kernel K(n)(z; q, q′) verifies the same conditions (1)-(4) as the
function Dz(q, k), we denote them (1)(n)−(4)(n) with the evident substitutions of the corre-
sponding constants by Ln and Cn. Now we have to prove that the function K(n+1)(z; q, q′)
satisfies conditions (1)(n+1) − (4)(n+1) with constants that verify the estimates:

Ln+1 < θ Ln and Cn+1 < θ Cn , (6.9)

for some 0 < θ < 1. Notice that (6.9) implies (a uniform in the closureD1,η\I) convergence
of (6.7) in the K1-norm, i.e. the the kernel K(z; q, q′) verifies the conditions (1)-(4) for
some L∞ and C∞.

To this end we first use the representation:

[εσ3−(z−ω(q′))−m(z−ω(q′))]−1 =
A0

e0 − z − ω(q′)
+

A1

e1 − z − ω(q′)
+ϕ(z−ω(q′)) . (6.10)

Here A0 and A1 are two residues of the matrix-valued rational complex function Φ(ζ) :=
[εσ3−ζ−m(ζ)]−1 at poles e0 and e1 respectively, see (3.2), and ϕ : C 7→ M2 is an analytic
function bounded in domain {ζ ∈ C : Re ζ < λ0

0,1 − η = κ− ε− η}. Then (6.8) yields:

K(n+1)(z; q, k) = K(n+1),0(z; q, k) +K(n+1),1(z; q, k) + K̂(n+1)(z; q, k) , (6.11)

where (j = 0, 1)

K(n+1),j(z; q, k) :=

∫

Rd

K(n)(z; q, q′)
Aj

ej − z − ω(q′)
K(1)(z; q′, k) dq′ , (6.12)

K̂(n+1)(z; q, k) :=

∫

Rd

K(n)(z; q, q′) ϕ(z − ω(q′)) K(1)(z; q′, k) dq′ . (6.13)

The recursions (6.12) and (6.13) imply K1-analyticity of terms (6.11) in domain D1,η\I
and the estimates:

max{‖∂zK
(n+1),j(z; q, k)‖K1; ‖K(n+1),j(z; q, k)‖K1} < Const×

max{‖∂zK
(n),j(z; q, k)‖K1; ‖K(n),j(z; q, k)‖K1}max{‖∂zK

(1),j(z; q, k)‖K1; ‖K(1),j(z; q, k)‖K1} ×{
1

(dist(z, I))2
+

1

dist(z, I)

}
,

where dist(z, I) is the distance between z and the cut I. Similarly one also obtains:

max{‖∂zK̂
(n+1)(z; q, k)‖K1; ‖K̂(n+1)(z; q, k)‖K1} < Const×

max{‖∂zK̂
(n)(z; q, k)‖K1; ‖K̂(n)(z; q, k)‖K1}max{‖∂zK̂

(1)(z; q, k)‖K1; ‖K̂(1)(z; q, k)‖K1} ×
sup

ζ∈(D1,η\I)

|ϕ(ζ)| .

Moreover, for any n the function K̂(n)(z; q, k) is K1-continuous on the closure D1,η\I and
one gets for the limit values on the cut:

K̂(n+1),±(x; q, k) := lim
z→±x

K̂(n+1)(z; q, k) = (6.14)
∫

Rd

K(n),±(x; q, q′) ϕ(x− ω(q′)) K(1),±(x; q′, k) dq′ .
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Then estimate (6.5), condition (4)(n) , and (6.14) yield

‖K̂(n+1),±(x1; ·, ·) − K̂(n+1),±(x2; ·, ·)‖K1 < Rn+1 |x1 − x2|1/2 , (6.15)

where

Rn+1 = Const max{Cn, sup
x∈I

‖K(n),±(x; ·, ·)‖K1} ×

max{C1, sup
x∈I

‖K(1),±(x; ·, ·)‖K1} max
ζ∈(D1,η\I)

|ϕ(ζ)| .

By virtue of (6.14) one also gets that limz→∞ ‖K̂(n+1)(z; ·, ·)‖ = 0. Therefore, the family

{K̂(n+1)(z; ·, ·)}z verifies the conditions (1)(n+1) − (4)(n+1).
Now we have to check the same properties for the kernel K(n+1)(z; ·, ·). To this end

we introduce

B(z; q, k|y > κ) :=

∫

Γy:={q′:ω(q′)=y}

K(n)(z; q, q′) K(1)(z; q′, q) dνy(q
′) , (6.16)

with integration over the Gelfand-Leray measure νy(·) on the surface Γy, see [3]. Notice
that by (6.16) one gets:

|B(z; q, k|y)| < ‖K(n)(z; ·, ·)‖K1‖K(1)(z; ·, ·)‖K1 h(q)h(k)

∫

Γy

h(q′)2 dνy(q
′) . (6.17)

Thus, B ∈ K1 for any z ∈ D1,η\I and y > κ with the norm-estimate:

‖B(z; ·, ·|y)‖K1 < ‖K(n)(z; ·, ·)‖K1‖K(1)(z; ·, ·)‖K1

∫

Γy

h(q′)2 dνy(q
′) , (6.18)

and ∫ ∞

0

‖B(z; ·, ·|y)‖K1 dy < ‖K(n)(z; ·, ·)‖K1‖K(1)(z; ·, ·)‖K1

∫

Rd

h(q′)2 dq′ . (6.19)

Now we can prove the following estimates of y-derivative of B:

‖∂yB(z; ·, ·|y)‖K1 < C(y)‖K(n)(z; ·, ·)‖K1‖K(1)(z; ·, ·)‖K1 (6.20)

where the asymptotic of the function C(y) for y ց κ is

C(y) = (y − κ)(d/2−2) + O((y − κ)(d/2−2)−ǫ) , ǫ > 0 , (6.21)

whereas out of this κ-vicinity the function C(y) is bounded.

Lemma 6.1 Let f(q) be a smooth function on Rd. Let us define the function

I(y) :=

∫

Γy

f(q) dνy(q) . (6.22)

Then we have

|∂yI(y)| < d2

∫

Γy

{ |(∇f)(q)|
|(∇ω)(q)| + |f(q)| |(∆ω)(q)|

|(∇ω)(q)|2
}
dνy(q) . (6.23)
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Proof. Notice that using differential forms [9] one can rewrite (6.22) as

I(y) :=

∫

Γy

Ω0(f) , (6.24)

where Ω0(f) = f Ω̃ and Ω̃ is a special (Gelfand-Leray form), which has the following local
coordinate representation:

Ω̃ =
1

∂ω/∂q1
dq2 . . . dqd . (6.25)

Without lost of generality we can suppose that ∂ω/∂q1 6= O and |∂ω/∂q1| ≥ |∂ω/∂qj | , j =
2, . . . , d. By (6.24) and (6.25) one gets [9]:

∂yI(y) =

∫

Γy

Ω1(f) , Ω1(f) =

{
∂q1f

1

∂ω/∂q1
+ f ∂q1

1

∂ω/∂q1

}
Ω̃ . (6.26)

Since the convexity of ω implies d|∂ω/∂q1| ≥ |∇ω| and |∂2ω/∂q2
1| < |∆ω|, we obtain the

estimate (6.23). �

Corollary 6.2 The estimate (6.23) implies (6.20) with

C(y) = d2

∫

Γy

{
2h(q)2

|(∇ω)(q)| + h(q)2 |(∆ω)(q)|
|(∇ω)(q)|2

}
dνy(q) = (6.27)

= d2 ∂y

∫

{κ<ω(q)<y}

h(q)2

{
2

|(∇ω)(q)| +
|(∆ω)(q)|
|(∇ω)(q)|2

}
dq .

Moreover, since for y ց κ one gets in domain of integration: |(∇ω)(q)| ∼ √
y − κ and

dq ∼ |y − κ|d/2−1dy, the right-hand side of the last identity in (6.27) has asymptotics
(y − κ)(d/2−2) that proves (6.21). On the other hand, for y > κ + ǫ, ǫ ≥ ǫ0 > 0 the same
expression is bounded.

By virtue of (6.20) and (6.21) we get for d = 3 the B(z; ·, ·|y) verifies the Hölder
condition with exponent 1/2:

‖B(z; ·, ·|y1) − B(z; ·, ·|y2)‖K1 < Ĉ3 |y1 − y2|1/2 , (6.28)

whereas for d > 3 we obtain:

‖B(z; ·, ·|y1) −B(z; ·, ·|y2)‖K1 < Ĉ>3 |y1 − y2| . (6.29)

Finally, B(z; ·, ·|y) is continuous in the closure D1,η\I, as a function of z, and by (6.16)
we have for it on the cut I the values:

B±(x; q, k|y) :=

∫

Γy

K(n),±(x; q, q′) K(1),±(x; q′, q) dνy(q
′) , (6.30)

which satisfy the above estimates (6.18)-(6.20) and (6.28) or (6.29), for z = x.
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Moreover, we find behaviour of (6.30) as a function of x:

‖B(x1; ·, ·|y)− B(x2; ·, ·|y)‖K1 < C̃d |x1 − x2|γd , (6.31)

where C̃d = Ln C1 + L1Cn (see (6.9)) and γd=3 = 1/2, γd>3 = 1 .
Summarizing we conclude that for j = 0 we obtain the corresponding representation

of the kernel (6.12) in the form:

K(n+1),0(z; q, k) =

∫ ∞

κ

B(z; q, k|y)
e0 + y − z

dy . (6.32)

Now to establish desired properties, (1)(n+1) − (4)(n+1), of this kernel on the basis of the
B(z; q, k|y) properties, we consider a more general integral:

K̃(n+1),0(z1, z2; q, k) =

∫ ∞

κ

B(z1; q, k|y)
e0 + y − z2

dy . (6.33)

Lemma 6.3 (Privalov’s lemma for vector-valued functions)
Let {f(z, y)}z,y ⊂ B for z ∈ D0 \ I with a cut I and y ∈ (κ,∞) be family of vector-valued
functions in a Banach space B. Assume that they verify the following conditions:
(a) f(z, y) is B-analytic in D0 \ I and B-continuous on the closure D0 \ I for any fixed
y ∈ (κ,∞).
(b) The limit values f±(x, y) on the cut I verify the Hölder condition:

‖f±(x1, y) − f±(x2, y)‖B < C1|x1 − x2|1/2 , x1,2 ∈ I . (6.34)

(c) For any z ∈ D0 \ I one has

‖f(z, y1) − f(z, y2)‖B < C2|y1 − y2|1/2 , y1,2 ∈ (κ,∞) . (6.35)

(d) For any z ∈ D0 \ I the integral
∫ ∞

κ

‖f(z, y)‖B dy < R . (6.36)

(f) Uniform boundedness and limits at infinity:

sup
{z∈D0\I,y∈(κ,∞)}

‖f(z, y)‖B < M and lim
z→∞

‖f(z, y)‖B = lim
y→∞

‖f(z, y)‖B = 0 . (6.37)

Let us define the (Bochner) integral

F (z1, z2) :=

∫ ∞

κ

f(z1, y)

e0 + y − z2
dy , (6.38)

where e0 is defined by the cut I (6.4). Then the function (6.38) has the following proper-
ties:
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(1) It is analytic in D := {D0 \ I} × {D0 \ I} in two variables z1, z2 . (2) It is uniformly
bounded and continuous in the closure D:

‖F (z1, z2)‖B < A1M .

(3) The limit values F±(x1, x2) on the cut I satisfy the Hölder conditions:

‖F±(x1 + δ1, x2 + δ2) − F±(x1, x2)‖B < Ĉ(|δ1|1/2 + |δ2|1/2) ,

where
F±(x1, x2) := lim

ε1,2→+0
F (x1 ± iε1, x2 ± iε2) ,

and Ĉ = A2(C1 + C2) .

Proof. Follows through verbatim of the standard demonstration for complex-valued func-
tions, see e.g. [16]. �

Applying Lemma 6.3 to our case of B = K1 shows that limit values K̃(n+1),0,±(x1, x2; q, k)
of integral (6.33) verify the Hölder condition for variables x1, x2. Since

K(n+1),0(z; q, k) = K̃(n+1),0,±(z, z; q, k) ,

we obtain that the functionK(n+1),0,±(x; q, k) also verifies the Hölder condition for the vari-
able x. Moreover, from the estimates that contain the factor max{z∈D1,η\I}

‖K(1)(z; ·, ·)‖K1 =
α yield:

‖K(n+1),0(z; ·, ·)‖K1 < const α‖K(n)(z; ·, ·)‖K1

and
‖K(n+1),0,±(x1; ·, ·) −K(n+1),0,±(x2; ·, ·)‖K1 < const α Cn ,

see (6.9).
Similarly one checks these estimates for the family {K(n+1),1(z; ·, ·)}z. Therefore, the

whole family {K(n+1)(z; ·, ·)}z verifies the recurrent estimates (6.9), that finishes the proof
of Proposition 3.1. �
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Figures Captions

• Figure 1a: The graph of the l.h.s. of (3.3) : case of two roots

• Figure 1b: The graph of the l.h.s. of (3.3) : case of one root

• Figure 2: The graph of the l.h.s. of (4.3)

• Figure 3: Solving Eq. (4.20)
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