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We report on direct measurements of the electronic shot noise of a Quantum Point Contact (QPC)
at frequencies ν in the range 4-8GHz. The very small energy scale used ensures energy independent
transmissions of the few transmitted electronic modes and their accurate knowledge. Both the
thermal energy and the QPC drain-source voltage Vds are comparable to the photon energy at the
observation frequency, leading to observation of the shot noise suppression when Vds < hν/e. The
measurements provide the first direct comparison to the high frequency shot noise scattering theory
without adjustable parameters.

PACS numbers: 73.23.-b,73.50.Td,42.50.-p,42.50.Ar

How to probe the correlation time of the electrical cur-
rent through a quantum conductor? This correlation
time arises from the most basic property of electrical
charge carriers, namely their fermionic nature. The cur-
rent through a biased two terminal quantum conductor
can be represented as the emission of wave packets, oc-
cupied by one electron, regularly spaced in time[1]. The
temporal width and spacing of these wave packets is the
correlation time τsource of the electrical current. The
electrons are scattered back or forth within the conduc-
tor. The quantum uncertainty of the scattering (par-
tition noise) yields to current fluctuations called shot
noise [1, 2, 3, 4]. Measuring the shot noise thus amounts
to determine wether electrons have been transmitted or
not. This cannot be done on time scales shorter than
the width of the incoming electron wave packets τsource.
Therefore, the shot noise power vanishes for frequencies
corresponding to time scales shorter than τsource. In this
letter, we report on measurements of this crossover in a
single mode conductor, yielding to the first direct com-
parison to the high frequency shot noise scattering theory
without adjustable parameters.

We briefly summarize the quantitative treatment
which put the qualitative approach of the introduction
on firmer ground (see ref [2] for a more detailed dis-
cussion). If one considers a two terminal conductor,
the source coherence time is given by τsource = h/eVds,
where Vds stands for the potential difference between the
two contacts. The noiseless incoming current is thus
I0 = 2eVds/h for each spin-degenerate electronic mode.
At zero temperature, the zero frequency shot noise spec-
tral density is then SI(0) = 2eI0ΣiDi(1 − Di). The last
factor comes from the variance of the binomial statis-
tics for electrons crossing the conductor in mode (i) with
transmission probability Di [2, 3, 4]. The noise shot noise
power is reduced if one probes the system on time scales

comparable to electron correlation time h/eV [5]. More
specifically, in order to detect shot noise at frequency ν,
a photon energy hν has to be transmitted from the sam-
ple to the detection circuit. The energy range of elec-
trons able to participate to current fluctuations is then
eVds−hν for Vds > hν/e. Thus, the finite frequency shot
noise is reduced to SI(ν) = SI(0)(eVds − hν)/eVds, and
is completely suppressed for Vds < hν/e. This suppres-
sion is very similar to that of finite frequency equilibrium
thermal noise when kBT < hν, when electrons have not
enough thermal energy to emit photons.

Accurate measurements of low frequency shot noise
have definitely established the validity of the scattering
picture of quantum transport [6, 7]. However, much less
is known about high frequency quantum shot noise. A
first motivation to investigate this regime was that a di-
rect experimental test of the theory was missing. A sec-
ond motivation is the recent prediction that in the fre-
quency range ≃ eVds/2h to eVds/h, current fluctuations
could lead to non-classical photon emission [8, 9, 10] in
the external measuring circuit, when only one or few elec-
tronic modes are transmitted, for instance in a Quantum
Point Contact. Another interesting aspect is the modi-
fication of the quantum transport laws at high frequen-
cies which may lead to departure from the above shot
noise picture [11] in experimental configurations where
inclusion of current conservation effects may be impor-
tant [12, 13].

The first finite frequency shot noise measurements on
normal conductors have been done using diffusive con-
ductors [14]. While measurements were consistent with
theory, the diffusive conductor did not allow to vary
transmission nor to probe the few transmission mode
regime. More recently, a Quantum Dot has been used as
on-chip detector to probe the shot noise of a QPC in the
10 to 150 GHz frequency range[15]. Here most features
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expected for QPC shot noise were observed qualitatively,
validating the photo-detection method. However the lack
of knowledge of coupling parameters prevent quantita-
tive shot noise measurements. The QPC voltages used
was very large, in the range 0.05 to 0.5EFermi, and the
quantum limit cut-off frequency of shot noise was larger
than expected (Vds ≃ 5 × hν/e).

In this letter, we present the first accurate test of the
scattering theory of finite frequency quantum shot noise
for normal coherent conductors using a Quantum Point
Contact in the 4-8GHz frequency range. The direct mea-
surement of the total excess noise, the ability to tune and
control electronic mode transmissions, the small energy
scale used (eVds ≪ 0.02EFermi) ensuring energy inde-
pendent transmissions and allowing to probe the pho-
ton limited regime (kBT < hν, eVds < or > hν), give
unprecedented clean conditions for a direct comparison
between experiment and theory with no adjustable pa-
rameters.

The experimental set-up is represented in figure 1. The
two-terminal conductor is a QPC realized in a 2DEG
in GaAs/GaAlAs heterojunction inserted between two
transmission lines and placed in a dilution refrigerator.
The sample characteristics are a 35 nm deep 2DEG with
36.7 m2 V−1 s−1 mobility and 4.4 1015 m−2 electron den-
sity. In order to increase the sensitivity, both contacts are
separately connected to 50 Ω coaxial transmission lines
via two quarter wave length impedance adapters, raising
the effective input impedance of the detection lines to 200
Ω over a one octave bandwidth centered on 6GHz. The
transmitted signals are then amplified by two cryogenic
Low Noise Amplifiers, with Tnoise ≃ 5K. Two circulators,
thermally anchored to the mixing chamber temperature
(65 mK) protect the sample from the current noise of the
cryogenic amplifiers (thus, the electromagnetic environ-
ment seen by the QPC is 200 Ω at base temperature). Af-
ter further amplification and eventually narrow bandpass
filtering at room temperature, current fluctuations are
detected using two calibrated quadratic detectors whose
output voltage is proportional to noise power. Up to a
calculable gain factor, the detected noise power contains
the weak sample noise on top of a large additional noise
generated by the first cryogenic amplifiers. In order to re-
move this background, we measure the excess shot noise,
i.e. ∆SI(ν, T, Vds) = SI(ν, T, Vds) − SI(ν, T, 0). Practi-
cally, this is done by applying a 93 Hz 0-Vds square-wave
bias voltage on the sample through the DC input of a
bias T, and detecting the first harmonic of the square-
wave noise power response of the detectors using lock-in
techniques. In terms of noise temperature, referred to the
50 Ohms input impedance, a shot noise variation gives
rise to a noise temperature variation of:

∆T 50Ω
n (ν, T, V ) =

ZeffZ2
sample

(2Zeff + Zsample)2
∆SI(ν, T, V ) (1)

FIG. 1: Schematic diagram of the measurement set-up. Both
sides of the QPC are connected to two 50 Ω coaxial transmis-
sion lines via two quarter wave length impedance adapters,
raising the effective input impedance of the detection line to
200 Ω. Two circulators, thermalized at 65 mK, protect the
sample from the noise radiated by amplifiers. The transmit-
ted signal is amplified by two cryogenic Low Noise Amplifiers,
with Tnoise ≃ 5K. The signal is further amplified and filtered
at room temperature and detected by a quadratic detectors
which output voltage is proportional to the total noise tem-
perature.

Equation 1 demonstrates the advantage of impedance
matching: in the high source impedance limit Zsample ≫

Zeff , the increase in noise temperature due to shot noise
is proportional to Zeff . With the 200 Ω / 50 Ω impedance
transformer, our set up is thus four times more efficient
than when directly connecting the sample to standard
50 Ω transmission lines. Finally, the Quantum Point
Contact differential conductance is simultaneously mea-
sured through the DC input of the bias T with a low
frequency lock-in technique.

We first characterize the Quantum Point Contact. The
inset of figure 4 shows the differential conductance versus
gate voltage when the first two modes are transmitted.
As the experiment is performed at zero magnetic field,
the conductance exhibits plateaus, quantized in units of
G0 = 2e2/h. We used a short Quantum Point Con-
tact (the constriction determined by the split gates are
80 nm long) in order to reduce the dependance of the
sample conductance with bias voltage (δG/G ≤ 6% for
Vds ≤ 80µV for G ≃ 0.5 G0). As a consequence, the
plateaus are not very pronounced. The measured con-
ductance (open circles) is well described by the saddle
point model (solid line) introduced in Ref.[16]. From the
fitting parameters, one can establish a direct correspon-
dence between the total conductance of the sample and
the transmissions of the different modes of the QPC.

We then set the gate voltage to obtain only one mode,
half transmitted (G ≃ 0.5 G0). Figure 2 shows the shot
noise measured for two different frequencies 4.77 GHz
and 7.63 GHz and bandwidth 90 MHz and 180 MHz re-
spectively. As we have two independent detection chains,
the measurements have been done simultaneously. We
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note a striking suppression of shot noise variation at low
bias voltage, and that the onset of noise increases with
the measurement frequency. This feature is in agreement
with the expected suppression of shot noise at high fre-
quency.
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FIG. 2: Excess noise temperature, referred to the 50 Ω input
impedance, as a function of bias voltage, measured at 4.22
GHz (open circles) and 7.63 GHz (open triangles). The solid
lines represent the linear fits to the data in the [-80 µV,-50
µV] range for Vds, and in [50µV,80 µV] range, from which the
intercept V0 is deduced.

To guarantee that the increase in noise temperature
is due to shot noise and not to heating, we repeat the
same experiment at fixed frequency (here we used a 5.4-
5.9 GHz filter) for different conductances. We plot the
slope d∆Tn/dV measured between 50µV and 80µV. The
energy range is chosen so that eV is greater than hν by
at least 5kBTfridge over the entire frequency range. As
one can see on figure 4, the data agree qualitatively with
the expected D(1-D) dependence of pure shot noise.

We now give a quantitative comparison between our
measurements and the high frequency scattering model
for quantum shot noise. The expected excess power spec-
trum is given by:

∆SI(ν, T, V ) = 2G0

∑

i

Di(1 − Di)

(

hν − eV

e(hν−eV )/kBT − 1

+
hν + eV

e(hν+eV )/kBT − 1
−

2hν

ehν/kBT − 1

)

, (2)

where Di stands for the transmission of the ith spin de-
generate mode. This gives a cusp in the noise power
at zero temperature: ∆SI(ω, T, V ) = 2G0

∑

i Di(1 −

Di)(eV −hν) if eV > hν and 0 otherwise. At finite tem-
perature, the cusp is thermally rounded. At high bias
(eV ≫ hν, kBT ), equation 2 gives a shot noise variation
:

∆SI(ν, T, V ) = 2G0

∑

i

Di(1 − Di) (eV − eV0) , (3)

with

eV0 = hν coth

(

hν

2kBT

)

. (4)

In the low frequency limit V0 characterizes the tran-
sition between Johnson-Nyquist noise and shot noise
(eV0 = 2kBT ), whereas in the low temperature limit, it
marks the onset of photon suppressed shot noise (eV0 =
hν).
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FIG. 3: Intercept of the excess noise asymptote with the zero
excess noise axis, plotted as a function of the observation
frequency. The dashed line correspond to the low frequency
(eV0 = 2kBT ) and high frequency (eV0 = hν) limits, and the
solid line is a fit to theory, with the electronic temperature as
only fitting parameter.

As shown on figure 2, V0 is determined by the inter-
section of the high bias linear regression of the measured
excess noise and the zero excess noise axis. Figure 3
shows the variation of V0, as a function of the observation
frequency, measured at fixed conductance G ≃ 0.5G0.
Equation 4 gives a very good fit to the experimental data.
The only fitting parameter is the electronic temperature
Telec = 72 mK, in good agreement with the fridge tem-
perature (65 mK).

To get a quantitative comparison between theory and
the measured variation of shot noise with transmission,
one must evaluate the increase in electron temperature
due to finite bias-voltage. The sample dimensions being
much larger than the electron-electron energy relaxation
length, but much smaller than electron-phonon energy
relaxation length, we are in the ’hot electrons’ regime.
If one assumes that electrons within the ohmic contacts
remain at the lattice temperature, the electronic temper-
ature is given by the Wiedemann-Franz law [7]:

T 2
e = T 2

0 +
24

π2

G

Gm

(

1 +
2G

Gm

) (

eV

2kB

)2

, (5)
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where Gm stands for the total conductance of the 2D
leads, estimated from the conductance measurements to
12 mS ±20%. The increased noise temperature is then
due to both shot noise and to the increased Johnson-
Nyquist noise. For a lattice temperature of 65 mK and a
80 µV bias voltage one gets an effective temperature 85
mK at G = G0/2. This accounts for the small discrep-
ancy between the fridge temperature and the electron
temperature deduced from the variation of V0 with fre-
quency. For G = 2G0, on gets an electron temperature
of 115 mK at 80 µV excitation voltage. The photon en-
ergy is thus still significantly higher than kBT , strongly
reducing the influence of thermal effects.
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FIG. 4: Open circles: Derivative of the excess current noise
deduced from the measured increase of the noise temperature.
Full line: theoretical prediction, based on the transmissions of
the different modes deduced from the QPC conductance. The
only fitting parameter is the attenuation of the Microwave
Signal. Inset: Open circles: conductance of the sample as a
function of the applied gate voltage. Solid Line: fit with the
’Saddle Point Model’ from ref. [16].

We extract the slope d∆SI/d(eV ) from a linear regres-
sion to the experimental data between 50 µV and 80 µV
drain source voltage. Figure 4 displays d∆SI/d(eV ) as
a function of the sample conductance, both normalized
to G0. The solid line gives the total expected excess
current noise, estimated from equations 2 and 5, using
the attenuation of the signal as a free parameter. The
contribution due to electron heating is evaluated by cal-
culating the difference of Johnson-Nyquist noise (at zero
bias voltage) at the maximum temperature (at 80 µV)
and the minimum temperature (at 50 µV) of the drain
source excursion. The agreement is quite satisfactory,
given the accuracy of the saddle-point model descrip-
tion of the quantum point contact transmission, which
assumes constant width and spacing of the conductance
plateaus. We find a 5 dB attenuation, in good agreement
with the expected 6 dB deduced from calibration of the
various elements of the detection chain.

In conclusion, we performed the first direct measure-
ment of the finite frequency shot noise of the simplest
mesoscopic system, a quantum point contact. The data
are found in quantitative agreement with theoretical pre-
dictions. The technique we developed should be very
useful to investigate the statistical properties of photons
produced by a phase coherent single mode conductor, or
the finite frequency shot noise of strongly correlated sys-
tems.
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