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Approximation of Euler-type equations by systems of vortices
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CNRS UMR 7598 & Université Pierre et Marie Curie
Boite courrier 187
75252 Paris Cedex 05
France

Abstract. We prove the weak convergence for any time of a system of quasi-vortex with positive and
negative signs and without any trucature of the kernel to the solution of the Euler equation. Quasi-vortex
means here that the kernel has a singularity in 1/|z|* with o < 1 instead of diverging in 1/|z| near the
origin. We also give some bounds on the force field for the true vortex case and explain why our technic
fails in this case.
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1 Introduction

Before making a review of know result, and introducing our result, we shall write the problem to fix the
notation. We shall consider here system of N ’generalized’ vortex (N € N) evolving in R%2. We denote
their position by (Xi,...,Xy) and the strengh opf the i-th vortex by w;/N with w; in [—1,1]. These
vortices are governed by the following system of differential equations:

N

: 1

Xizu(Xi(t))ZNijK(Xi—Xj) for i=1,...,N, (1.1)
J#i

where K : R — R is the kernel of interaction. Here the kernel will be C*° except at the origin. So, once

we precise the initial conditions (X?,...,X%), for which we assume there are not two vortices at the

same place, there is a unique solution defined till the first collision.

This equation was originally introduced in the case of the Biot-Savart kernel K (z) = 21 /|z|? as a discrete

approximation of the Euler equation written just above.

Here we shall focus on the limit of the distribution of the vortex wy(t) = (1/N) Efvzl widx, ) when the

number of particles increased untill +o0.

The continuous equation associated to that system (for one time, this is the discrete model that is

derivated from the continuous one) is the Euler equation

Ow+u-Vw=0

U R ey =K (12

with a given initial vorticity w®. Remark that the distribution of vorticity wy (t) of the first system (1.1)
solve the Euler equation in the sense of distribution if the kernel is regular.

What kinds of kernel K are usually used? For a system of vortex in dimension two, K is given by the
Biot Savard law:

i
x
K(z)=—
where 2+ is the vector of same length as x so that (z,2") is a direct orthogonal basis. This is the case

of physical interest. However, in the first part of our article we will state theorems for forces satifying

N K(z)| < C—, < :
(€)K@ <Ong P

div(K) = 0, for somea < 1.

In this case, we will obtain estimates that will allow us to conclude that convergence occurs

Here, we will prove that, wy(t) converge towards the unique solution of the Euler equation (1.2), if K
comports itself like 1/|x|%, @ < 1 in the neighbourhood of 0.
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The subject of approximation of the Euler equation has been studied by many authors. The weak
convergence for the vortex system was proven by Jean-Marc Delort in [Del91]. Steve Schochet simplified
the proof in [Sch96] and [Sch95]. The principle of their demonstration is to lower the singularity with a
symmetrisation of the kernel. This can only yield weak convergence. A work of great interest was done
by J. Goodman, T.Y. Hou and J. Lowengrub, using numerical technics. They prove the convergence of
the vortex method with well-distributed initial conditions to the Euler system [GHL90], [GH91]. The
restiction of there work is that they use vortices initially distributed on a regular grid, but that allows
them to obtain a good order of convergence, and without any trucatune of the kernel. Here, We shall use
vortices initially distributed with some regularity, but our assumptions are not so strong than those in
[GHL90]. We will not obtain order of convergence, but the result of convergence is stronger than the one
of S. Schochet [Sch95]. Our results will use the techniques introduced by Pierre-Emmanuel Jabin and
the author in [MJO03].

1.2 Resolution of the ODEs

Before speaking of the limit when the number of particles became very large, we need to talk a little
bit about the resolution of the system of ordinary equations. A good reference for this problem is the
book of C. Marchioro and M. Pulvirenti [MP94]. They do a careful analysis of the system to show that
the problem of the singularity can be solved and that the set of the initial conditions for which collision
occurs is negligible. Here, thanks to the hypotheses we will put on the initial conditions, we will show
that collisions never occur for the system of simili-vortex system , and that there are not any collisions
till a time 7" for the system of true vortices.We also refer to [MP94] for the existence and the uniqueness
of solution of the Euler equation when the vorticity is in L>°.

We will show some result of convergence of system of vortex to the continuous equation it approximates,
the Euler equation.

2 Main results

To state our result, we introduce a notion of L°° discrete norm.

Definition 1 (L*° discrete norm). Choosen an n in R, an a signed measure w in R?, the L*°- discrete
norm of p at scale n is

1 [lw| * €B0,/2)llo0
o0 = ) B ’ = ’
lwlloo,n wsgﬂg 2 wl(B(z,n)) Vol(B(0,1n/2)

where B(0,n) denotes the ball of center 0 and diameter n, |w|(A) is the total variation of w in the set A,
£B(0,n)» the characteristic fonction of the ball of radius n/2 and Vol is the Lesbegue measure on R2.

Remark 1. This is the definition for R? because we will only work on R?, but this can of course be
extended for all the R™. If w is a sum of N vortex of strengh £1/N, |w|loo,, compute the number of
vortex in a ball of size n.

Using this norm is like saying that we do not want to look too close at the vortices. If we know their
position with an incertude of 7, it will be sufficient for us. It allows us to get rid of the singularity of the
Dirac masses. But on the other hand, we have to prove that the uncertainty on the position of the Dirac
masses will not have any consequences in the calculation.

We want to look for every N at a scale that goes to zero when e goes to infinity, because at the limit a
uniform bound on such L°°-discrete norm will give us true L°° bounds. Now, at which scale n can we
look at? We have vortex of strengh 1/N. We define € by N = e~2. Remark that since we have e~2 vortex
in dimension 2, ¢ is the order of the average distance between vortex. We want to look at scale of type
e®. If k is strictly greater than 1, the initial € norm of the distribution of vortex automatically blows
up as € — 0. So ¢ is the smallest scale we can look at, our microscopical scale. At this scale and roughly
speaking, we deal with a finite number of particles per box. If we look at a scale ¢ with a k € (0,1),
the number of particles by box goes to infinity and maybe we will be able to observe macroscopical
comportement at this scale. The use of that norm at different scales will be crucial in the rest of this
article.

We will use this tool in the case of the simili-vortex. By this we mean the system of ODE when the force
satisfy the condition (C,) that we recall here:

C
< (O —
(Ca) |K(z)| < C |x|a+1’

VK (z)] <

div(K) = 0, for somea < 1.
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- R(t) is the size of the support of uy:

R(t) = sup [X;i(t)|-

i=1,...,

- m(t) control the minimal distance between two vortices.

3
m(l) = Su T )

We recall that we define the distribution of vorticity wy by

LN
wn(t) = N Zwi 0, (t)
i=1

For this system, we obtain the following result of convergence:

Theorem 1. For each N, choose the initial positions of N wvortices so that R(0), m(0) and |wn|/co,e are
uniformly bounded. Moreover, assume that un(0) goes weakly in the sense of measure to a function w°,
which is then in L>°. Then, for every t in R, wx(t) goes weakly to w(t), the unique solution of the FEuler
equation (1.2) with initial conditions w°.

Remark 2. We were not able to prove a same result for the true vortex case, in the last section we explain

why. We will obtain some optimal bound which will not allows us to conclude the proof of convergence.

Warnings. We will often erase the time ¢ or the subscript N in our calculation, but the reader should
keep in mind that we always do calculations at a fixed time ¢ and for a fixed N. We will also use many
time C as a numerical constant whose value can change from one line to another. An equation with a
C in it means that there exists a numerical constant ( a real) so that... Non-numerical constants will be
denoted by other letters as Kj...

3 The system of simili-vortices

This section is devoted to the proof of Theorem 1. Before begining the proof, we will give a sketch of it.

3.1 Sketch of the proof.

Our is to show that a norm ||wnt|/c,, remains bounded independantly of N. Once we get that bound,
the convergence follows (see Lemma 3 and the following). For this, we give bounds of the speeds of
the vortex (called U) and of a discrete equivalent of the derivative of the speed (VU), using discrete
equivalent of Holder inequalities. This bound allows us to obtain differential inequalities satisfied by the
couple (Rn(t), my(t)), independant of N except for small terms. These differential inequalities implies
the existence a time 7 till which these quantities do not explode, (and so do ||wnt||ee,), independantly
of N. This gives the convergence for short time. To obtain long-time convergence, we replace the system
of differential inequalities in (R,m), by a new one, sub-linear, which never explodes. To get this new
system, we get more accurate bound on U and VU, introducing new scales 7 greater that &, to show that
at this scales, the || wnt| oo,y is almost preserved.

According to the sketch, we will begin by the convergence for short time.

3.2 Convergence for short time

Step 1. Estimate of the speeds. We define
XN
U(t)= sup u(X;(t))=sup| —= ij K(X; — Xj)
i=1,...,.N N o
Then we have the following result
Lemma 1. We have the following bound

U < Cl|wl| 3% R + Ce**|wlloo,e m(t)”
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We will use a discrete equivalent of this inequality. We choose one i and decompose the space R? in the
subset Iy = {|z — X;| < e} and I = {|]z — X;| € [2"¢, 28 1)} for all k € N. The greatest k such that I,
may contain at least one particle is kyq. = [R/€] + 1, where the brackets denoted the integer part. We
denote by uy the part of the speed of X; due to the vortices in . It is easy to bound ug by

m(t)\* _
o] < e e? ("22) = ol )"

using the lowest bound e/m(t) for the minimal inter-vortices distance. For the remaining terms, we use
a discrete analog of an Holder inequality. For this, remark that

W(Ze) <1 and that  [w](Z) < [w]locc(21e)?
If we take the first inequality at the power 1/2 multiplied by the second at the power 1/2, we obtain

jwl(Tk) < 4l 25 e

Moreover, for each X; € Iy, we have | X; — X;| > 2*e. So we can bound |ug| by |uy| < 8||w||éé?€(2k+15)1’a.
Now, we sum from k& = 0 to k;nqz. We obtain

Emax kmax

Do lukl < 16wt Y 2k (3.1)
k=0 k=1
< Oz (3.2)
Adding the bound on ug to this one give the expected result. O

Step 2. Estimation of the derivative of the speed.
e deline [w(Xi(1)) — u(X; (1))
— u i — U 1
VU(t) = sup J
iz 1 XG() = Xa(t)]

We use this definition instead of a true bound on VU = wy * VK because a vortex does not interact_ with
itself and then this quantity is not of real interest. The following lemma will give us a bound on VU (t)

Lemma 2. We have the following bound
VU(t) < Cllw(t)lloc,R(1)' ™ + Ce' (1 + [|w(®) ]l oo,eJm(t) T

Proof. We pick an i and a j. Then,

w(Xs) —u(Xy)| _ [K(X = X)) = K(X; = X)|
X, - x| NIX; — X}
1
t—— > K (X — X;) - K(X, — X3)| (3.3)
X5 =Xl 2

The first term is bounded by Ce?|X; — X;|~(1+®) < Cel=m(t)'*+*. To bound the others, we use

K (Xe = X;) = K(Xx = X0)| _ ¢ .
X, — Xi ~ min(| Xy — X, [ X — X))

This inequality come from the condition (Cy) on the derivative of K. We decompose the space into the
subsets I; = {z|min(|z — X;|, |z — Xj|) € [le, (I + 1)e]} for I equals 0 to lmax = [R/2¢]. Remark that we
do not use the same decomposition that in the proof of the estimate for the speed field, because we use
the dicrete Holder inequality with p = 1 and ¢ = co. The absolute vorticity in I; is bounded by

wl(L1) < Cllwlloo,le?,
and for every vortex k in I;, min(| Xy — X|, | X; — X&|) > le. Then,

1 3 |K (X — Xj) — K(Xy — X))
N | X5 — Xi

< O|w|oo,ee ™72

w; €I}

Separetely, the contribution of Iy can be bounded by C||lw| e cc'*m(t)!T*. Adding all these contribu-
tions, we get
l?‘nal‘
VU() < Clwllooe e ™ D 17 + C|wlloo,e + 1)e'*m(t) '+
=1

We may bound the sum 252‘{1 =@ by Cll-® = CR!=*¢>~!, This gives the expected result. O

max
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Now we want to control the growth of R and m. For R, we can obtain

Rt) = Silsup Xi(0) (3.4
< sup (g1x001) 35)
< sup | Xi(1)] < U(®). (3.6)
For m, we do as above:
. 0 €
"= (i‘éﬁ’ X0 X, <t>|> 50
- CEU(Xi(1) ~ U (1)
=W O-XG0P 55)
< m(t)VU(t). (3.9)
We finally obtain the following system of ordinary differential equations:
m(t) < VU(t) m(t)
R <ot (3:10)

With this and the bounds (3.2) and (2), we can bound 77 and R in function of m, R, and ||w||s.c-
Moreover, it is possible to bound ||w| e in terms of m(t). Indeed, we can not put more than CM?
particles in a ball of size ¢ if we want that the minimal distance between particles to be greater than
g/M. So, we can bound [|w||ec.e by ||w|lco.c < Cm(t)?. Putting all together, we get the following system
of differential inequalities for m and R:

m(t) < Cm(t)>R(t)1= + Cel=om(t)* (3.11)
R(t) < Cm(t)?R(t)! =@ + Ce?~om(t)*+e '
As long as the two quantities containing ¢, that is Ce!=*m(t)*+® and Ce?~*m(t)*** are less than one,

a condition that is true at time ¢ = 0 if ¢ is sufficiently small, we may write

{ m(t) < Cm(t)*R(t) > + 1 (3.12)

R(t) < Cm(t)R(t)' > 4+ 1
Now, we choose mg and Ry so that mpy(0) < mg and Ry (0) < Ry for all N. We denote also (my, R;) the

solution of the ODE
m(t) = Cm(t)*R(t)' " +1
R(t) = Cm(t)R(t)' > +1

with initial conditions (mg, Rp). It exists till a time of explosion T*. Since the right hand side terms
are increasing in R and m, we can write my(t) < m; and Ry(t) < R; provided that the conditions
Cel=m(t)4* < 1 and Ce?~*m(t)?t* < 1 are true. This will be the case for any time ¢ less than T* if
¢ is small enough. So, we get uniform bound on my and Ry for ¢t < T*.

Step 4. Conclusion of the convergence.

So, we have uniform bounds on ||w(t)||ee,e, mn(t) and Ry(t) for all ¢ < T*. This will imply strong
convergence results for the field of speeds, and allow us to take the limit in the equation. First, if we
take a subsequence of wy (t) that goes weakly in the sense of measure to w, this w belongs to L*°. This
is proved in the following lemma:

Lemma 3. Take a sequence of probability measure w,, on R? that converge weakly to w, and such that
there exists a sequence p,, of positive real going to zero so that ||wn|cc.p, s uniformly bounded. Then, w
belongs to L.

Proof of the lemma. We denote by &, the caracteristic function of the ball B(0, p,,) for the sup distance,
divided by is volume 4p2: &, = 1/(4p})€p(0,p,)- We choose a smooth test function ¢. We have

[ o)t = [ o) den - wn v )w) + [ ol)iln <)) (3.13)
=/ (6(x) — 65 €(2) duon (& / B()d(wn * £) () (3.14)
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mass one, and the second is bounded by ||¢||1||wn * &nlloo = |@ll1]|wnllco,p. - We get,

] [ 6(a) dan(@)| <196t + [ol1lonlc

Taking the limit when n goes to +00, we obtain

< Timinf 6] Jn loc.p,
n—oo

\ [ ota) dano)

Since this is true for every smooth ¢, this means that w belongs to L> and that:
[wlloe < lminf [|wn|oc,p,,
n—oo

O

Moreover, with those uniform bounds, we can obtain the strong convergence for the speed field. This is
state in the following lemma

Lemma 4. Choose a sequence w, = 1/N E?’Zl dx,(+) with the X; solution of (1.1 such that w,(0) — wo,
for large n. Assume that that there exists a sequence py, of positive real going to zero and a time T
such that supi<t||wnt|loo,p, is uniformly bounded. Then, the sequence wy converge weakly to the solution
w € L™ of the Euler equation (1.2) with initial condition wy.

Proof of the lemma. We extract a subsequence in the wy that we will still denote by wy which converges
to a w in L. We denote by uy the speed field created by wy and by u the field created by w. That
means

un (z) = / K(z—y)don(@)  u(z) = / K(z - y) dw(z),

with the convention K(0) = 0, because there is no self-inteeraction for the vortices. Then, for every
positive r (and every time ¢t < T

lun (2) —u(z)| = |/K(3; —y)d(wy —w)(y)|

< /m—er |K(z —y)|d(wny — w)(y) +/ |K (z — y)| d(wy +w)(y)

lz—y|<r

The first term goes to 0 when N goes to 400 because of the weak convergence of wy to w and the
continuity of the kernel outside the origin. The second can be bounded by (||w||co + Cllwn]lco.c)r>™® +
£27Y wn ||oo.em(t)® using the previous decomposition for the term due to wy or equivalently by replacing
R(t) by r in the proof of Lemma 1. So this term goes to zero when r goes to zero and we get the pointwise
convergence of uy to u. Moreover, the sequence uy is uniformly bounded in L>°. This allows us to pass
to the limit in the Euler equation, satified by all the wy and we obtain that w is also a solution of the
Euler equation, with initial conditions wg. Since the solution of the Euler equation is unique in L™, we
get that the whole sequence wy goes weakly to w, the solution of the Euler equation. And this gives us
the convergence till the a time T*. O

3.3 Long time convergence

How could we get a convergence for long time? For this, we need bounds on R and m for any time. This
could be done if our system of inequalities were sub-linear. Remark that, it could be so if we could write
that ||w(t)|lco.e = || omegallsc. It this case, we won’t have to replace ||w||ooc by m(¢)? in the sytem
(3.10), and instead of (3.12), we will obtain a system of the form below:

m(t) < C| omegalso,em(t) R(1)' ™ +1
R(t) < C| omegalloo R()' > +1

This system do not explode in a finite time. The second line give us a polynomial growth for R and once
we obtain this growth, we obtain an exponential growth for m by replacing R by its bound in the first
line. So we will get bound for our two quantities for every time. Remark also that this preservation of
the L°° norm is obvious in the continuous model, the Euler equation and that here we will need work to
obtain. But how can we obtain bound of L discrete norms. It seems that the L°° norm at scale ¢ is not
preserved. But, the answer is to look at larger scale, a mesoscopic scale. We will be able to obtain the
asymptotic preservation of the discrete L> norm at a mesoscopic level. The following proposition states
it more precisely:
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Then, there exist two constants K1 and Ko depending on m, R such that for allm > €
€
[wn (@)lloen < (1+ Kon” + Kl;)IIwN(O)Iloo,s

To prove this proposition, we first introduce the following definitions:

Definition 2 (Parallelogram). A parallelogram in R? is a set S defined by
S = {zl| Az — z0)|| < p}

where A is a 2 x 2 matriz of determinant 1, p is a positive real and o belongs to R?. A, p, xo will be
called respectively the matrix, the size and the center of the parallelogram.

Remark that this definition conrespond to the usual definition, because we use the sup distance. Our
paralel are just centered at the origin.

Definition 3 (Not too stretched parallelogram). A parallelogram is not to stretched if

|[A—Id|| = sup ||Az — x| <1/2.
llzll=1

Remark 3. Roughly speaking, this definition means that our parallelogram has a shape close from the
one of a square. It is not too stretched in one direction.

At a time ¢, we will look at a box Sy = {x||x — 20| < p} and let it evolves backward according to the field
of velocity uy created by the vortices till time ¢’ < ¢ not too far from t. We obtain a set denoted Sy .
We will show that this set could be included in a not too streched parallelogram with almost the same
volume than the initial box. Thank of the control on the shape of the paralellogram, we will be able to
cover it by e-ball, and control the number in particle in it. It is at this stage that we need this definition
of not too strechted parallelogram. Because, to cover a rectangle of width 2 and length 1 with e-ball,
we need much more ball than for a square of same volume. We will no introduce a notion of e-volume
and a lemma relating e-volume and volume for not too strechted parallelogram.

Definition 4 (e-volume). The e-volume of a set S, denoted by Vol:(S) is the minimal number of balls
of diameter € that we need to cover it, divided by the volume of such a ball (which equals the volume of
the covering).

Vol.(S) = inf{Vol(U;B(x;,e/2))|[N € N,ay,...,2, € R%sothat S C U;B(z;,¢/2)}, (3.15)
where Vol denote the Lebesque measure of R2.

Lemma 5. Let S be a not too streched parallelogram of size p. Then

Vol.(S) < (1+ 2%)21/01(5)

Proof of the lemma. We suppose that zo = 0 for simplicity. We set S;. = {xso that|Az| < p+ e} and
Si2e = {xso that|Az| < p + 2e}. We define P = S..NeZ? and P. = P + B(0,¢/2), the union of all the
balls of diameter €/2 with center in P.

First, we will show that S C P.. For this, we choose an z in S and associate to it a couple m of Z? so
that |x —em| < e/2. Then,

|A(em)| < |A(em — 2)| + |Az| < | Alllz — em] + p.

Since ||A|| < 2, we obtain that em belongs to S, and then to P.
Next, we shall show that P. C Sys.. We choose a y in P, and associate to it a couple m of 72 so that
ly —em| < ¢e/2. Then,

|Ay| < [A(y —em)| +elAm| < [[A[lly —em|[+p+e

Again, we obtain |Ay| < p+ 2¢ and then y belongs to Syo.. Now, we can compare the e-volume of S and
the volume of the two others sets. We have

Vol.(S) < Vol(P:) < Vol(S12)

And Vol(Si2:) = (det(A))"L(p+2¢e)? = (1 + 2%)2‘/01(5). This concludes the proof. O
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inverse are always less than 2 because ||A — Id|| < 1/2. The inequality on the inverse implies that a not
too streched parallelogram of center xg is always included in the ball centered at xo of radius twice its size.

With these tools, we shall control the backward evolution of the vortices that are in a parallelogram at
time t. Before stating a lemma, we introduce some usefull notations. We will denote parallelogram by
St, it means that it is related to the time t. And then, its size, center, and matrix will always be denoted
by pt, ©; and A;. We will also use an approximation of the field of the form

N
ue(x) = ZwiKs(x - X,(1)), (3.16)

where K. is an approximation of K given by K. = K x£.. & is a classical approximation of the identity,
by instance & = (1/e2)£(+/e) with a £ C*° with suport in B(0,1) of total mass 1. This approximated
field u. satisfy the same estimate than u, because K. satisfies the same conditions (1) than K.

Lemma 6. Choose a timet >0 and a v € (0,1). There exists two positive constants K1 and Ks, such
that for every not too streched parallelogram Sy (with size py, center x; and matrice Az), there exists a
time t* < t and a family of not too streched parallelogram (Sy )<<t (with size p}, center xy and matrice
A} )such all the vortices that are in Sy at time t are in S, at time t'. The parallelograms Sy satisfy:

1. their center xy is the point x; transported backward in time by ue,

ii. their matriz Ay are always of determinant 1 and satisfy the ODE

A, = —A, Vue(zs)

i1i. their size py satisfies
ps = —K18 - KgpiJr’Y.

The time t* before which no control by a not too streched parallelogram is possible is the time when
|A: — Id|| becomes greater than 1/2 and is of the order of (1/2 — ||Ay — Id||)/VU(¢).

Proof of the lemma. We lemma means roughly that close vortices have a commun motion. In first ap-
proximation they all move according almost smooth flow they created. To show this precisely, like in
this lemma we use approximation of the field do get ride of the singularity. We shall then control the
difference between the approximation and the true field for a particle.

() = ue(X0)] £ - SRS = X) = KX~ X))
i

Using the derivative of K, we can show that |K(z) — K.(z)| < Using this bound and our usual

Ce
W
division of the space, we can compute the difference due to the particles at distance greater than €. For
the rest, we do not use the last bound and bound the difference by the sum of the two terms and bound

it as above:
C

K (2) — Ke(2)] < T

‘We obtain at the end
sup [u(X;) = ue(Xy)| < Cllwl|oo,c R()' ™ + Ce*||w|| 0o em (t)

i=1,...,
So if we define K1 = C||w||oo.c (R(t)' ™ 4+ m(t)*),we obtain
sup |u(X;) —ue(X;)| < Kie.
i=1,..,N

Now, to obtain the EDO on the size of the parallelogram, we shall bound the derivative with respect to
the time of |A;(X;(¢t) — x¢)|. We have (remember that we are interested in backward estimates)

P (Xi(t) = 2e)| 2 =|An(=Vue () (Xi(t) — 0 + u(Xi(t)) — ue(z))]

E t
—[JAe||lu(Xi(t) — ue(Xi(2))] — - .. (3.17)
Al e (Xi(1)) = e (o) — Vue(we) (X(t) = )

v
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Ay is the error between the field u. and its linearization near xs. To bound this term, we remark that

Clz -yl

[Kelw) = Kely) = VR = 0)| £ o

if we use a Taylor inequality. Moreover,

/0 (1 — W VE((1 - we + uy) — Ke(y)) - (z — y) du(3.18)

Clz -yl
min(|z|, [y[)' e

|K6(x) - Ke(y) - VKE(y)(x - y)|
(3.19)

And we can get many inequalities between this two. We fix a positive v smaller than 1 — «a. If we take

the first inequality at the power v, and the second at the power (1 — ) and multiply them, we obtain
Cla —y"*?

min(|z], [y[) o+

|Ke(z) — Ke(y) — VEc(y)(z —y)| < (3.20)

Thanks to this inequality, we get that

C|X;(t) — zy |1 1
AQE_ N Z i X (t) — X(t) = X () 1Hoty
= (min(X; (#) — 2], | X5 (1) = Xa(2)])

We can bound this sum exactly as we do for VU, the derivative of u (see Lemma 2). The only difference
is that 1 + « is replaced by 1+ a + . We obtain

Ay > —C1Xi(t) — 2" ([w]loo,e RE) ™7 + 777 (||w]l oo e + 2)m(t)ToT7)
bound that we will also write that bound Ay > — K| X;(t) — a¢|'T7, with
Ky = Cllwlloo e (R(£)' =77 +m(t) %)

Finally, we obtain

d
T AX (1) = @) 2 = (| Al (Kae + K| Xi(8) — | 7)

Using the remark 4, we can bound |X;(t) — x| by 2p; so that
d
o[ AXi(t) —ae)] 2 —(Kie + Kap ™),

This is true till Sy is not too streched because in that case ||Ay|| < 2. For this, we need to multiply K3
and K5 by a numerical constant. And this inequality implies that if X;(¢) belongs to S;, then X will
also belongs to Sy
There only remains to prove the ODE satisfied by the determinant to finish the proof of this lemma. For
this, we just derivate classically the determinant:

d

E(det(As)) = tr(A;lAS) = tr(Vue(zs)) = div(ue(zs)) =0,

because K and then K. are divergence free. O

Thanks to this lemma, we will get the asymptotic preservation of the L> discrete norm on the interval of
T:

time [0, T3], with 77 the time so that VU(t)dt = 1/4. This is the aim of the following proposition:
0

Proposition 2. We fix a v € (0,1 —~) and a Ty so that fOTl VU(t)dt = 1/4. Then,there exist two
constant Ky and Ko depending on vy, R and also m such that for every time t < Ty, we have the following
bound on ||w(t)|loc,n:

2
€
lw(®)l[oo,n < [l(0)]]oo,e (1 + CKon™ + Kl;)

Proof. We choose an x and denote Sy = B(z,n). Since, B(z,n) is a not too streched parallelogram
with matrix Id, we can make it evolve backwards according to the preceding Lemma 6. We obtain

a family (Sp)i<p<: of parallelograms. The matrix of the family of parallelogram we obtain satisfy
Al = ApVue(xs). This give the bound:

t .
|4, — Id| < / VU (s) dselt UG ds
t/
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means that the family is define till time ¢* = 0. The paralellogram Sy will help us to bound wy (¢, S¢) by

lwv (8, 8e)| < Jwiy (So)l < l|lwn (0)lloc,eV ol (So)

Now, we only need a bound on the size pg of Sy to control is e-volume. To be precise, we define
kL = ps — K1e(t — s).With this notation, the ODE satisfied by p; may be rewritten if ps is greater than
Klé‘
kappal, > — Kok,
Pt
(1= Ka(t — s)ry )1/

If we integrate this equation, we obtain ks < . This inequation give the following
one if we replace Kk, by p, — Kie(t — u) in it:

Pt
(1= Ka(t = s)p{ )/

Ps < +K1(t—5)€

If p] Ty is choosen sufficiently small, we may rewrite it (with a multiplication by a scalar of K3)
ps < pr(1+ Ka(t — s)p)) + Ki(t — s)e.
So, at time ¢’ = 0, our vortices were localized in a not too stretched parallelogram of size smaller than
po < n(l+ Kotn?) + Kyte.

Using Lemma 5 to controlits e-volume, we obtain that

2
Vol(Sy)) < 772 <1 + Kotn™ + Kl%)

Now, if we choose for Sy every ball of size 7, we obtain

2
€
lw(@lloo,n < [lw(0)loo,e (1 + Kotn” + Kl;)

O

The bound we obtain at scale n are much better than the one we obtain at scale e. Thanks to them, the
system of inequalities on R and m will be sublinear up to some negligeable term. The only problem is
that this new bound is only valid till the time 73. We shall bypass this difficulty by iterating the previous
Proposition 2. This give the following Lemma;:

Lemma 7. Let t be a time t € R and ny a sequence of scale going to 0 so that n/e goes to +oo. We
fit a N and choose a integer k so that f(f VUN(s)ds < k/4. We also define

1/k
Sn = <i> .
NN

Then the following inequality holds if N is large enough:
lw()lloo,n < Nl(0)[loo,e (1 + Kon” + K18)* (3.21)

Proof. For, the proof, we will erase the subscript IV for clarity, and because we will work at N constant.
To prove the lemma, we only use the proposition 2 k times. The first time between 0 and 77 with the scale
¢ and €/0. The second time between T7 and Ty, where T defined by f;? VUn(s)ds < 1/4, replacing
e by €/ and €/6 by /62 in Proposition 6. We do it k times, the last time with the scale /5~ and
£/0% =1 and obtain that:

ol < IOl ] (145 (5) + 50

=1

And this product can be bounded by the right hand side of (3.21). O

10
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Now we can use these bounds on the norms |wl/e,, to refine our bound on U and VU. Using decom-
position of the space at scale 7 and then at scale € for what is close from the discontinuity, we get the
bounds of the following lemma

Lemma 8.

U(t) < Clwll 2B + Clwlin' ™ + 2 wllso,em(t)® (3.22)
VU(t) < CllwlloonR(1)' ™ + Cllwlloo,en' ™ + Ce' = (lwlloo.e + 2)m(t) +* (3.23)

Proof. To prove these new estimates, we use exactly the same technic that in Lemma 3.2 and 2. First
we use the same decomposition of space, with n replacing ¢, and then we do a more finer estimate, using
g, for the particles 7 close of our particle, which one we bound the force. O

3.3.2 A new sub-linear system of differential inequalities

We will now introduce a system of differential equation that will be able to give us the bound we need.
this is the following one:

{ ii(t) = Clw(0)]c r7(t) R()' = + 1
= Cw(0)loc. R~ + 1

Xt
P
~
=
|

with the initial conditions R and m® so that my(0) < m® and Ry (0) < R for all N. We also define
VU = Cllw(0) o eR()' 7,

where we use for C' the same constant that in (8). This is a bound for the derivative of the field if we use
R and / in the bound and neglect the term with power of .

We now choose a time ¢, and fix a k such that fg VU(s) ds < k/4. Using the bounds (8), and (3.21) with
this k, we get the following system of inequalities

{ R(t) < |lw(O)[[LER(#)! + Sk (R(t), (1))
m(t) < m(t)([w(0) oo, R(E)' ™ + SR (R(t), m(2)))

where S! and S? are two polynoms with positive coefficients using ||w(0)||co,e containing all a positive
power of €, eta or €/n. This means that they will become small if N is chosen large enough. More
precisely, we choose Ny such that for N > Ny,

sup max(Sy (R(s), m(s)), S§ (R(s), (s))) <

s<t

N =

We will show that from this rank, my and Ry are bounded by m and R till time t. We fix a N greater
than Ny and define 7y to be the first time where either Ry (s) > R(t) or my(t) > m(t). Till this time,

)

N =

m?X(Sjy(RN(S),mN)(t)a) <

because the S; have positive coefficients. Moreover, if 7y < ¢, we have

/TN VUy(s)ds < /t VU (s)ds < k/4
0 0

and then we have the right to use the the bound of Lemma 7, and the system (3.3.2). But at time 7y,
max(S4 (Ry (7 ), mn (7)) < 1/2. Thanks to this, and the fact (3.3.2), the bounds Ry(s) > R and
mpy(t) > m(t) will remains true a little after 7. so 7y is necessarily greater than ¢. And we have the
uniform bound we need till ¢. The asymptotic preservation of ||w(t)| oo, also occurs.

At this point, we only need to use the Lemma 4 to end the proof of the convergence for long time. The
argument is the same as for short time, replacing € by 1. And the result is proved.

4 The vortex system
Why we state result for that kind of kernel and not for true vortices, evolving with the Biot-Savard law?
Because in the true case, this technic wouldn’t work. Why? Essentially because in the true vortex case,

and in the Euler equation, the field of speed is not any more Lipschitz, but satisfy only in the estimate

lu(z) —u(y)| < —K |z — y[log(lz — yl).

11



Yy Leii Uuvalilopoiib ol il ot iiiadbioe UL L oA UL VBB DL AL Py bALL ALY s AL Uy L bR
wouldn’t give us the right to conclude as in the previous section. Basically because we won’t be able to
control m and the minimal distance between particles any more. This can be seen thank to the following
argument: The solution of the EDO 2/ = —zlog(x) are of the type z(t) = 20° . So, if we look at two
particles in the field of a Euler fluid with vorticity in L°°, initially separated by a distance of order ¢,
they only need a time of order 1 to get closer up to a distance of order £2. And for us, this will imply an
explosion of m in a finite time. For this reason, our technic can not by applied in that case.

In fact, there already exists result of convergence for true vortex system towards true Euler equation.
But, they are all relaying on the fact that we can use some symetrisation of the Euler kernel, in a little
much regular case.

Nevertheless, we state in the following lemma the two estimate we can obtain on U and its derivative:
The second is given in the following lemma

Lemma 9. There exists constants C such that:

Ut) < Cllwlloe(R(E) +em(t)) (4.1)
sup [u(Xs) —u(X;)| < Cllwlloc,e((1 +log(R) + log(max(e, | X; — X;])))|Xi — Yj[ 4 em(t)) (4.2)

i#]
Proof of the lemma. We choose a couple (4,j) to estimate the difference |u(X;) — w(X;)|. We will of

course decompose the space in cells of size e. We pick one integer L depending on ¢ that we will fix later
and decompose the sum

1 X — X
[u(Xs) —uw(X;)] < = . i’
! N min(Xk—X,;lzl):(k—Xj)>2Ls min(| Xy — X;l, | X — Xj])?

9 1
+ = -
e<min(| Xy —X;|,| X —X;[)<2Fe
9 1
L2 ' 4.3
N Z min(| Xy — X;[, | X — Xj) (*3)
min(| X, —X;|,| X —X;|)<e

We decompose the first sum VU in

B 1 lmaz |X7,_X]|
=N min(| Xk — X;l, | Xi — X;])2

where I; = {k|min(| X}, — X;|,|Xx — X;|) € [2EF e, 2EHH ]} and e, = [logy(R/2%€)] + 1. The total
vorticity in Iy can be bounded wy (I1) < C(25He)?||w|| ... We get:

_ kot O] soe (2%He
VU1 < |X; - Xj] Z ” ”2Lil i (4.4)
Imax
< Cllwlooel X = X5 D1 (4.5)
=1
AS linaz = log(R/2%¢), we get
R

VU, < Cllwlloo,e| Xi — X;] log(ZTg)
For the second sum VUs, we use the decomposition J,, = {k| min(| Xy — X;|, | Xi — X;|) € [27e,2m €]},
for m =1 to L — 1. The total vorticity in J,, satisfy w(Jm) < [|Jwleo.e(2)2. So,

L-1
VU; < Cllwlloce Y

m=1

(2e)’

And the last term VU3 is bounded by
VU35 < 2||wl|oo,cem(t)

Putting the three bound together, we obtain

. R
VU < Cllwlloo,el Xi — Xl log(57 ) + Ollwlloo,ce (2" + m(t)) (4.6)

12
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the continuous case. Of course, we can not obtain exact equality, but only equality up to a factor two,
because L must be an integer, But this factor two will not raise any difficulty and will disappear in the
constant C. If | X; — X — J| < € the best choice is to take L = 1. So, with choice, we obtain:

sup |u(X;) — u(X;)| < Cllwllco (1 +1og(R) + log(max(e, | X; — X;()))|Xi = Yj[ +em(t)) (4.7)

i#]
O

With this lemma, we are not able to conclude, because the bound on VU do not allow us to bound the
grow of m.
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