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The problem of prescribed critical functions

Emmanuel Humbert∗and Michel Vaugon†

March 23, 2007

Abstract

Let (M,g) be a compact Riemannian manifold on dimension n ≥ 4
not conformally diffeomorphic to the sphere Sn. We prove that a smooth
function f on M is a critical function for a metric g̃ conformal to g if
and only if there exists x ∈ M such that f(x) > 0.

Keywords: Best constants, Sobolev inequalities.
Mathematics Classification: 53C21, 46E35, 26D10.

1 Introduction

1.1 Critical functions

Let (M, g) be a compact Riemannian manifold on dimension n ≥ 3. The
Sobolev embedding H2

1 (M) into LN(M) (N = 2n
n−2

) asserts that there exists
two constants A, B > 0 such that, for all u ∈ H2

1 (M),

(
∫

M

|u|Ndvg

)
2

N

≤ A

∫

M

|∇u|2dvg +

∫

M

Bu2dvg S(A, B)

Here, H2
1 (M) is the set of functions u ∈ L2(M) such that ∇u ∈ L2(M). It is

well known that the best constant A in this inequality is

A = K(n, 2)2 =
4

n(n − 2)ω
2

n
n

where ωn stands for the volume of the standard n-dimensional sphere. As
shown by Hebey and Vaugon [6], this best constant is attained. In other
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words, there exists B > 0 such that S(K(n, 2)2, B) is true for all u ∈ H2
1 (M).

We note B0(g) the smallest constant B such this assertion is true. Clearly,
S(K(n, 2)2, B0(g)) holds for all u ∈ H2

1 (M). This inequality is sharp. More-
over, we have (see the general reference [5])

B0(g) ≥ max
( n − 2

4(n − 1)
K(n, 2)2 max

M
Sg, V olg(M)−

2

n

)

(∗)

where Sg the scalar curvature of g. Natural questions are then:

-does there exists extremal functions in S(K(n, 2)2, B0(g))? Extremal func-
tions are nonzero functions for which S(K(n, 2)2, B0(g)) is an equality.
-is it possible that (∗) is an equality?
These questions seem to be independent but Djadli and Druet proved in [2]
that one of the following assertions must hold if n ≥ 4:

a)B0(g) = n−2
4(n−1)

K(n, 2)2 maxM Sg;

b)S(K(n, 2)2, B0(g)) possesses extremal functions.

Then, other questions arises naturally:
-is it possible that a) is true and b) is false?
-is it possible that b) is true and a) is false?
-is it possible that a) and b) are true?
Critical functions have been introduced by Hebey and Vaugon in [7] in the
purpose of answering this type of questions. The idea was to consider inequality

S(K(n, 2)2, B0(g)) in a metric g̃ conformal to g. Namely, if g̃ = u
4

n−2 g where
u ∈ C∞(M), u > 0, then one may check that inequality S(K(n, 2)2, B0(g)) is
equivalent to the following one: for all u ∈ H2

1 (M), we have

(
∫

M

|u|Ndvg̃

)
2

N

≤ K(n, 2)2

∫

M

|∇u|2dvg̃ +

∫

M

fu2dvg̃ S ′(f, g̃)

where f ∈ C∞(M) satisfies

∆gu + B0(g)u = fuN−1

Note that this implies that B0(g̃) ≤ max(f). It is then natural to introduce the
notion of critical function. Critical functions corresponds to “best functions”
in inequality above. More precisely,

Definition 1.1 (Hebey, Vaugon [7]) We say that a smooth function f is
critical for a metric g if S ′(K(n, 2)2f, g) is true for all u ∈ H2

1 (M) and if for
all smooth function f ′ ≤ f with f ′ 6= f , inequality S ′(K(n, 2)2f ′, g) is not true.
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Another way to define critical functions is the following. For any u ∈ H2
1 (M)−

{0}, we define:

Ig̃,f(u) =

∫

M
|∇u|2g̃dvg̃ +

∫

M
fu2dvg̃

(

∫

M
|u|Ndvg̃

)
2

N

and
µg̃,f = inf

u∈H2
1
(M)−{0}

Ig̃,f(u)

It is well known that
µg̃,f ≤ K(n, 2)−2

We now say that

Definition 1.2 (Hebey, Vaugon [7]) A smooth function f is

• subcritical for g̃ if µg̃,f < K(n, 2)−2;

• weakly critical for g̃ if µg̃,f = K(n, 2)−2;

• critical for g̃ if f is weakly critical with the additional property that for
any smooth function h such that h ≤ f and h 6= f , h is subcritical.

From these definitions, we get some remarks. At first, let g̃ be a metric
conformal to g and f, h two smooth functions on M such that h ≤ f . Then, it
is clear that: for all u ∈ H2

1 (M) − {0}, Ig̃,f(u) ≤ Ig̃,h(u). Hence, the fact that
h is weakly critical for g̃ implies that f is weakly critical for g̃ and the fact
that f is subcritical for g̃ implies h is subcritical for g̃.

A second remark is that a weakly critical function f for g̃ satisfies:

f ≥
n − 2

4(n − 1)
Sg̃

As one can check, this can be proved by mimicking the proof of (∗) in [5].

Assume now that f is weakly critical for g̃ and that there exists u ∈ H2
1 (M)−

{0} such that Ig̃,f(u) = K(n, 2)−2. Then, f is critical for g̃. Indeed, if h ≤ f

and h 6= f , we have Ig̃,h(u) < Ig̃,f(u) = K(n, 2)−2 and hence, h is subcritical. A
first consequence of this remark is that if n ≥ 4, if g is a metric such that Sg is
a constant function and if M is not conformally diffeomorphic to the standard
sphere, then K(n, 2)−2B0(g) is a critical function for g. Indeed, since M is not
conformally diffeomorphic to the standard sphere, it is well known n−2

4(n−1)
Sg

is subcritical for g. Hence, B0(g) > n−2
4(n−1)

SgK(n, 2)2. By Djadli and Druet’s

work [2], there exists u ∈ H2
1 (M)−{0} such that Ig,K(n,2)−2B0(g)(u) = K(n, 2)−2.

The remark above gives then the result.

3



A second consequence is that this gives a third definition of critical functions.
Namely, let f be a critical function for g. Then, for any f ′ ≤ f , f ′ 6= f , we
have µg,f ′ < K(n, 2)−2. It is well known that this implies that µg,f ′ is attained.
In other words, there exists a minimizing solution of equation

∆gu + f ′u = uN−1 (∗∗)

Moreover, by remark above, for any smooth function f ′ ≥ f , f ′ 6= f , µg,f ′ is not
attained and hence, equation (**) does not possess any minimizing solution.
Reciprocally, let f be a smooth function which satisfies these properties. Then,
clearly f is weakly critical. Hence, there exists a critical fonction h ≤ f (see
[7]). Assume that h 6= f . Then, if h′ is a smooth function such that h ≤ h′ ≤ f ,
we know that equation (**) cannot have minimizing solution. This contradicts
the definition of f and hence, h = f and f is a critical for g. We have proven
that the following definition is equivalent to the two definitions given above.

Definition 1.3 A smooth function f is critical for a metric g if it satisfies
the two following properties:
- for any f ′ ≤ f , f ′ 6= f , equation (**) has a minimizing solution;
- for any f ′ ≥ f , f ′ 6= f , equation (**) does not have minimizing solutions.

A very important property of critical functions is that they have a “good”
transformation law when we make a conformal change of metric. Indeed, we set

g̃ = u
4

n−2 g where u ∈ C∞(M), u > 0. Let h ∈ C∞(M) and v ∈ H2
1 (M) − {0}.

Then, standard computations show that

Ig,h(v) = Ig̃,h̃(u
−1v)

where h̃ and h are related by the following equation:

∆gu + hu = h̃u
n+2

n−2

This implies that h is critical for g if and only if h̃ = ∆gu+hu

u
n+2
n−2

is critical for g̃.

Another way to present this result is to say: if f is a smooth function, then f

is critical for g̃ = u
4

n−2 g if and only if fu
4

n−2 − ∆gu

u
is critical for g.

1.2 The problem

In this paper, we consider the problem of prescribed critical function: let (M, g)
be a compact Riemannian manifold of dimension n ≥ 4 not conformally diffeo-
morphic to the sphere Sn and f be a smooth function. Does there exist a metric
g̃ conformal to g such that f is a critical function for g̃? As explained in sec-
tion 1, critical functions plays an important role in the study of sharp Sobolev
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inequalities. Therefore, critical functions must be studied deeply to under-
stand better these inequalities. Moreover, this problem is closely related to
important geometric problems as Yamabe problem or prescribed scalar curva-
ture problem. Namely, for two functions α, β ∈ C∞, we consider the following
equation:

∆gu + αu = βuN−1

This type of equation is very important in geometry. For example, the Yamabe
problem (see [1]) consists in finding a smooth strictly positive solution u of this
equation where α = n−2

4(n−1)
Sg and where β is a constant function. On what

concerns the prescribed scalar curvature problem (see again [1]), we have to
find a smooth strictly positive solution u where α = n−2

4(n−1)
Sg and where β

is given. In our problem, it follows from last paragraph that we are lead
to find a critical function h for the metric g and a smooth strictly positive
solution u of this equation where α = h and where β = f . Then, setting

g̃ = u
4

n−2 g, we obtain a conformal metric to g for which f is critical. As in
the prescribed scalar curvature problem, the difficulty here comes from the
fact that it cannot be solved by variationnal methods. We give a complete
resolution of the problem in dimension n ≥ 4. This is object of the following
result:
Main theorem Let (M, g) be a compact Riemannian manifold of dimension
n ≥ 4 not conformally diffeomorphic to the sphere Sn and let f a smooth func-
tion on M . Then, there exists a metric g̃ conformal to g for which f is critical
if and only if there exists x ∈ M such that f(x) > 0.

Obviously, the difficulty is to show that if there exists x ∈ M such that f(x) >

0 then we can find a metric g̃ conformal to g for which f is critical. Moreover,
one can find a proof much more easier that the one we give here when f > 0.
In other words, the difficult part of the theorem corresponds to the case when
f changes of sign.
One can consider the same problem if (M, g) is conformally diffeomorphic to
the standard sphere or if n = 3. At first, let (Sn, h0) be the standard sphere
of dimension n and g be a metric conformal to h0. Then the only critical
function for g is n−2

4(n−1)
Sg. Hence, the problem is equivalent to the problem of

prescribed scalar curvature. If now n = 3, then critical functions do not have
the same properties than in dimension upper than four. For example, theo-
rem 2.1 below is false when n = 3 (see [7] and [3]). The 3-dimensional case
seems to be interesting but the methods used here are not adapted to this case.
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2 Proof of main theorem

In this section, (M, g) is a compact Riemannian manifold of dimension n ≥ 4
not conformally diffeomorphic to the sphere Sn and f is a smooth function on
M . In addition, up to making a conformal change of metric, one may assume
that Sg is a constant function and up to multiplying g by a constant, we can
also assume that

α0 − max
M

(f) ≥
n − 2

4(n − 1)
Sg (2.1)

where α0 = K(n, 2)−2B0(g).

2.1 A preliminary result

For the proof of main theorem, we will need the following result:

Theorem 2.1 Let (hm)m be a sequence of smooth functions on M which con-
verges uniformly to a smooth function h. We assume that for all m, hm is
subcritical for g and that h is weakly critical. Moreover, we assume that

h >
n − 2

4(n − 1)
Sg

Then, h is critical.

The proof follows very closely the proof of Druet and Djadli’s theorem in [2].
In addition, the reader may refer to [7] sections 2 and 3 for a sketch of proof
of this theorem as stated here.

2.2 Proof of main theorem

At first, if f is a critical function for any metric g̃ (not necessarily conformal
to g), then, there exists y ∈ M such that f(y) > 0. Indeed, coming back to the
notations of section 1, if f ≤ 0, we have Ig̃,f(1) ≤ 0 < K(n, 2)−2 and hence, f

cannot be critical for g̃. Therefore, we assume that there exists y ∈ M such
that f(y) > 0 and we have to show that we can find a metric g̃ conformal to
g for which f is critical. We set

F :

∣

∣

∣

∣

Ω → C∞(M)

u 7→ fu
4

n−2 − ∆gu

u

where
Ω = {u ∈ C∞(M)|u > 0}
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Let u ∈ Ω. By paragraph 1.1, f is critical for g̃ = u
4

n−2 g if and only if F(u) is
critical for g. In the following, we say weakly critical, subcritical and critical
and we omit to say “for g”. Coming back to the notations of section 1, we set,
for any smooth function h and u ∈ H2

1 (M):

Ih(u) = Ig,h(u) =

∫

M
|∇u|2gdvg +

∫

M
hu2dvg

(

∫

M
|u|Ndvg

)
2

N

and
µh = µg,h = inf

H2
1
(M)−{0}

Ih

With these notations, we want to find u ∈ Ω such that µF(u) = K(n, 2)−2 and
for all h ≤ F(u), h 6= F(u), µh < K(n, 2)−2. A natural idea to prove the main
theorem is then the following: we find u, v ∈ Ω such that F(u) is subcritical
and F(v) is weakly critical. Then, we take a continuous path (ut)t ⊂ Ω for
t ∈ [0, 1] such that u0 = u and u1 = v. We define

t0 = inf{t > 0 such that F(ut) is weakly critical }

The idea is to apply theorem 2.1 with h = F(ut0) and hm = F(utm) where
tm = t0 −

1
m

. The difficulty is that we need the additional assumption that
F(ut0) > n−2

4(n−1)
Sg. The linear transformation ut = tu +(1− t)v does not work

in general. Hence, we must be very careful with the choice of u, v and ut. In
fact, we show that there exists u ∈ Ω and s > 1 such that F(u) is subcriti-
cal and such that F(us) is weakly critical. The method described above then
works with ut = F(uts). We strongly use in the whole proof concentration
phenomenoms. In the special case where f > 0 then, one can find a shorter
proof than the one we give here.

Let us start the proof now. For all u ∈ H2
1 (M), t > 0, and q ∈]2, N ], we set

Jq,t(u) =

∫

M
|∇u|2gdvg + t

∫

M
u2dvg

(∫

M
f |u|qdvg

)
2

q

We define, for q ∈]2, N ]
µq,t = inf

Hq

Jq,t(u)

where

Hq = {u ∈ H2
1 (M)|

∫

M

f |u|qdvg > 0}

Obviously, since there exists y ∈ M such that f(y) > 0 and since f is contin-
uous, the set Hq is not empty. It is well known that for all t > 0

µN,t ≤ K(n, 2)−2(max
M

f)
2

N (2.2)
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and that for all u ∈ Hq, we have Jt(u) = Jt(|u|). Hence, we can replace Hq by

Hq = {u ∈ C∞(M)|u > 0 and

∫

M

fuqdvg > 0}

We now define:

Ωq,t = {u ∈ Hq|Jq,t(u) = µq,t and

∫

M

fuqdvg = µ
q

q−2

q,t }

The value µ
q

q−2

q,t is chosen to obtain equation E(q, t) below. Note that, for all
t > 0 and q ∈]2, N [, µq,t > 0. By standard elliptic theory, we know that for all
q < N and all t > 0,

Ωq,t 6= ∅

Note that if t is large (for example t > α0 = B0(g)K(n, 2)−2), ΩN,t = ∅.
Indeed, let t > α0 and assume that there exists u ∈ ΩN,t. Then, by (2.2),

(max
M

f)−
2

N

∫

M
|∇u|2dvg + α0

∫

M
u2

(∫

M
uNdvg

)
2

N

< JN,t(u)

= µN,t ≤ K(n, 2)−2(max
M

f)−
2

N

This contradicts the fact that, by definition α0 is weakly critical. Another
remark is the following: if u ∈ Ωq,t with q ∈]2, N ] and t > 0, then writing the
Euler equation of u, we get that u satisfies

∆gu + tu = fuq−1 E(q, t)

We first prove that:

Step 1 Let 0 < t < α0 where α0 = B0(g)K(n, 2)−2 is the lowest weakly critical
constant function. Then, there exists q0 < N such that for all q ∈ [q0, N [, and
all u ∈ Ωq,t, F(u) is subcritical for g.

We proceed by contradiction. We assume that there exits a sequence (qi) of
real numbers and a sequence (ui) of functions belonging to Ωqi,t such that
- limi qi = N

- qi < N for all i

- F(ui) is weakly critical.

Clearly, (ui) is bounded in H2
1 (M). Hence, by standard arguments (see [1] or

[4]), there exists u ∈ H2
1 (M) such that, up to a subsequence, ui → u weakly

in H2
1 (M), strongly in L2(M) , strongly in LN−2(M) and almost everywhere.
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First, we assume that u 6≡ 0. Then, by elliptic theory, u ∈ HN and up to
subsequence, we may assume that

ui → u in C2(M)

Therefore, the sequence (F(ui)) converges uniformly to F(u). Since F(ui) is
weakly critical, then F(u) is weakly critical too. Moreover, ui ∈ Ωqi,t and
hence satisfies equation E(qi, t). This gives

F(ui) = t + f(uN−2
i − u

qi−2
i ) (2.3)

Passing to the limit in i, we get that

∆gu + tu = fuN−1

and
F(u) = t

Therefore, we have proven that the constant function t is weakly critical for
g. This is impossible since t < α0 and since α0 is the smallest weakly critical
constant function.

We now deal with the case where u ≡ 0. Since t < α0, the constant function t

is subcritical. Hence, there exists a positive function φ ∈ C∞(M) such that

It(φ) =

∫

M
|∇φ|2gdvg + t

∫

M
φ2dvg

(

∫

M
|φ|Ndvg

)
2

N

< K(n, 2)−2 (2.4)

Plugging the test function φ into IF(ui), we get by (2.3) that

IF(ui)(φ) = It(φ) +

∫

M
f(uN−2

i − u
qi−2
i )φ2dvg

(

∫

M
|φ|Ndvg

)
2

N

By strong convergence of (ui) to 0 in LN−2(M) and since qi − 2 ≤ N − 2, we
get that

lim
i

∫

M

fuN−2
i φ2dvg = lim

i

∫

M

fu
qi−2
i φ2dvg = 0

It follows that
lim

i
IF(ui)(φ) = It(φ) < K(n, 2)−2

That contradicts the fact that F(ui) is weakly critical. This ends the proof of
step 1.
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By step 1, one can find two sequences (qi), (ti) of real numbers such that
1) 2 < qi < N and limi qi = N ;
2) ti > 0 and limi ti = α0 = K(n, 2)−2B0(g)
and a sequence (vi) of functions belonging to Ωqi,ti with the additionnal prop-
erty that F(vi) is subcritical. Clearly, proceeding as in step 1, one can find
v ∈ H2

1 (M) such that, up to a subsequence, vi → v weakly in H2
1 (M), strongly

in L2(M) , strongly in LN−2(M) and almost everywhere. We set

Ji = Jqi,ti and µi = µqi,ti

We prove that

Step 2 We can assume v ≡ 0

Otherwise, as in step 1,
vi → v in C2(M)

Mooreover, vi ∈ Ωqi,ti. Hence, vi satisfies equation E(qi, ti) and we have

F(vi) = ti + f(vN−2
i − v

qi−2
i ) (2.5)

Passing to the limit in i, we get

F(v) = α0

Moreover, by maximum principle and regularity theorem, v ∈ C∞(M) and

v > 0. The construction of F is such that f is critical for g̃ = v
4

N−2 g if and
only if F(v) is critical for g. This is the case here because α0 is critical for
g. Then, the theorem is proved. Thus, in the following, we may assume that
v ≡ 0. This proves step 2.

We now assume that v ≡ 0 and we prove that

Step 3 We have :

lim
i

µi = K(n, 2)−2(max
M

f)−
2

N and lim
i

∫

M

v
qi

i dvg = K(n, 2)−n(max
M

f)−
n
2

As easily seen, lim inf i µi > 0. We have, using Hölder inequality:

µi = Ji(vi) =

∫

M
|∇vi|

2
gdvg + ti

∫

M
v2

i dvg

(∫

M
fvi

qidvg

)
2

qi

≥

∫

M
|∇vi|

2
gdvg + α0

∫

M
v2

i dvg

(maxM f)
2

qi

(∫

M
vi

Ndvg

)
2

N V ol(M)1−
qi
N

+ (ti − α0)

∫

M
v2

i dvg

(∫

M
fvi

qidvg

)
2

qi

10



Since limi ti = α0, since vi → 0 in L2(M) and since

lim inf
i

∫

M

fv
qi

i dvg = lim inf
i

µ
qi

qi−2

i > 0

we have

lim
i

(ti − α0)

∫

M
v2

i dvg

(∫

M
fvi

qidvg

)
2

qi

= 0

Moreover,

∫

M
|∇vi|

2
gdvg + α0

∫

M
v2

i dvg

(∫

M
vi

qidvg

)
2

qi

= Iα0
(vi) ≥ K(n, 2)−2

because α0 is weakly critical. We obtain that

lim inf
i

µi ≥ K(n, 2)−2(max
M

f)−
2

N

Now, by (2.2), we can find w ∈ C∞(M) such that

JN,α0
(w) ≤ K(n, 2)−2(max

M
f)−

2

N + ǫ

where ǫ > 0 is as small as wanted. We have

lim sup
i

Ji(w) = JN,α0
(w) ≤ K(n, 2)−2(max

M
f)−

2

N + ǫ

This proves that

lim
i

µi = K(n, 2)−2(max
M

f)−
2

N (2.6)

Now, we multiply E(qi, ti) by vi and we integrate over M . We get:

∫

M

|∇vi|
2
gdvg + ti

∫

M

v2
i =

∫

M

fv
qi

i dvg (2.7)

We recall that
∫

M
fv

qi

i dvg = µ
qi

qi−2

i . Hence, with Hölder inequality:

∫

M

fv
qi

i dvg = µi

(
∫

M

fv
qi

i dvg

)
2

qi

≤ µi(max
M

f)
2

qi

(
∫

M

v
qi

i dvg

)
2

qi

≤ µi(max
M

f)
2

qi

(
∫

M

vN
i dvg

)
2

N

V ol(M)1−
qi
N (2.8)
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Using inequality S(K(n, 2)2, B0(g)) (see introduction), we obtain that

∫

M

fv
qi

i dvg

≤ µi(max
M

f)
2

qi V ol(M)1−
qi
N

(

K(n, 2)2

∫

M

|∇vi|
2
gdvg + B0(g)

∫

M

v2
i dvg

)

Together with (2.7) and (2.8), we get

∫

M

|∇vi|
2
gdvg + ti

∫

M

v2
i ≤ µi(max

M
f)

2

qi

(
∫

M

v
qi

i dvg

)
2

qi

≤ µi(max
M

f)
2

qi V ol(M)1−
qi
N

(

K(n, 2)2

∫

M

|∇vi|
2
gdvg + B0(g)

∫

M

v2
i dvg

)

(2.9)

Now, we have Ji(vi) = µi and limi ‖ vi ‖2 = 0. Since
∫

M
fv

qi

i dvg = µ
qi

qi−2

i , we
get from (2.6) that

lim
i

∫

M

|∇vi|
2
gdvg = lim

i
µ

n
2

i =
(

K(n, 2)−2(max
M

f)−
2

N

)
n
2

Taking the limit in i in both sides of inequality (2.9) and using (2.6),

(

K(n, 2)−2(max
M

f)−
2

N

)
n
2

≤ K(n, 2)−2

(

lim
i

∫

M

v
qi

i dvg

)
2

N

≤
(

K(n, 2)−2(max
M

f)−
2

N

)
n
2

The step then follows immediatly.

Let now x ∈ M be given. Following usual terminology, we say that x is a
concentration point if for all r > 0,

lim sup
i

∫

Bx(r)

v
qi

i dvg > 0

where Bx(r) stands for the geodesic ball of center x and radius r.

Step 4 Up to a subsequence, (vi) possesses exactly one concentration point x0.
Moreover, xo is a point where f is maximum. If ω̄ ⊂⊂ M − {x0} where ω is
an open subset of M , then (vi) tends uniformly to 0 with i on ω̄.
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By step 3 and since M is compact, it is easy to prove the existence of at least
one point of concentration. We now let x ∈ M and r > 0, a small positive
number. Let also η ∈ C∞(M) a cut-off function supported in Bx(r), such that
0 ≤ η ≤ 1 and η ≡ 1 on Bx(

r
2
). We recall that vi satisfies equation E(qi, ti).

We multiply E(qi, ti) by η2vk
i for k > 1 and integrate over M . We get:

∫

M

η2vk
i ∆gvidvg + t

∫

M

vk+1
i η2dvg =

∫

M

fη2v
k+qi−1
i dvg (2.10)

Integrating by parts, we get

∫

M

|∇ηv
k+1

2

i |
2

gdvg =
(k + 1)2

4k

∫

M

η2vk
i ∆gvidvg

+
k + 1

2k

∫

M

(

|∇η|2g +
k − 1

k + 1
η∆gη

)

vk+1
i dvg

Together with (2.10), this gives

∫

M

|∇ηv
k+1

2

i |
2

gdvg ≤
(k + 1)2

4k

∫

M

fη2v
k+qi−1
i dvg

+
k + 1

2k

∫

M

(

|∇η|2g +
k − 1

k + 1
η∆gη

)

vk+1
i dvg

By Hölder inequality, we have

∫

M

|∇ηv
k+1

2

i |
2

gdvg ≤
(k + 1)2

4k
max

M
(f)

(
∫

M

(ηv
k+1

2

i )
qi

dvg

)
2

qi

(
∫

Bx(r)

v
qi

i dvg

)

qi−2

qi

+
k + 1

2k

∫

M

(

|∇η|2g +
k − 1

k + 1
η∆gη

)

vk+1
i dvg (2.11)

From inequality S(K(n, 2)2, B0(g)) and again Hölder inequality, we get:

∫

M

|∇ηv
k+1

2

i |
2

gdvg ≥ K(n, 2)−2

(
∫

M

(ηv
k+1

2

i )
N

dvg

)
2

N

− α0

∫

M

v2
i dvg

≥ K(n, 2)−2V ol(M)
qi
N
−1

(
∫

M

(ηv
k+1

2

i )
qi

dvg

)
2

qi

− α0

∫

M

η2vk+1
i dvg

Together with (2.11), we are lead to

(
∫

M

(ηv
k+1

2

i )
qi
)

2

qi

(

K(n, 2)−2V ol(M)
qi
N
−1 −

(k + 1)2

4k
max
Bx(r)

(f)

(
∫

Bx(r)

v
qi

i dvg

)

qi−2

qi

)
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≤ C

∫

M

vk+1
i dvg (2.12)

where C > 0 is a constant which does not depend on i. If x is a concentration
point, then

lim inf
i

∫

Bx(r)

v
qi

i dvg > 0

Moreover, by step 3,

lim inf
i

∫

Bx(r)

v
qi

i dvg ≤ K(n, 2)−n(max
M

f)−
n
2 (2.13)

Assume that this inequality is strict. Then, if k is sufficiently close to 1, we
have

lim inf
i

(

K(n, 2)−2V ol(M)
qi
N
−1 −

(k + 1)2

4k
max

M
(f)

(
∫

Bx(r)

v
qi

i dvg

)

qi−2

qi

)

> 0

Coming back to (2.12), we get the existence of C > 0 independent of i such
that

(
∫

M

(ηv
k+1

2

i )
qi
)

2

qi

≤ C

∫

M

vk+1
i dvg (2.14)

The right hand side of (2.14) goes to 0 with i. By Hölder inequality, we would
get that

lim
i

∫

Bx( r
2
)

v
qi

i dvg ≤ lim
i

∫

Bx( r
2
)

v
k+1

2
qi

i dvg = 0

This is impossible since x is a concentration point. It follows that (2.13) is
a equality and hence, there exists one and only one concentration point x0.
Moreover, if maxBx(r)(f) < maxM(f) (with x = x0), we get (2.14) in the same
way. Hence, the concentration point x0 is such that maxM(f) = f(x0).
Now, let ω̄ ⊂⊂ M−{x0} where ω is an open set of M . Let 0 < r < distg(ω, x0)
and a finite set (xj) of points of ω such that

ω ⊂ ∪jBxj
(r)

Doing the same with x = xj , this leads to the existence of C > 0 such that
∫

ω

v
k+1

2
qi

i dvg ≤ C

∫

M

vk+1
i dvg

Since k+1
2

qi > N + ǫ where ǫ > 0 is small, a simple application of Moser’s
iterative scheme proves the step.

We now let s > 1 be a large real number. We claim that
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Step 5 For i large enough, the function F(vs
i ) is weakly critical for g. More-

over, for all t ∈ [1, s], F(vt
i) > n−1

4(n−2)
Sg.

It is sufficient to prove that for i large enough, F(vs
i ) ≥ α0. An easy compu-

tation gives

∆g(v
s
i ) = svs−1

i ∆gvi − s(s − 1)vs−2
i |∇vi|

2
g ≤ svs−1

i ∆gvi

Since vi satisfies E(qi, ti), it follows that

F(vs
i ) ≥ sti + f(v

4

n−2
s

i − sv
qi−2
i ) (2.15)

By step (4), we know that vi converges uniformly to 0 on {f ≤ 0}. Since
4

n−2
s > qi − 2, we get that, on {f ≤ 0} and for i large enough

F(vs
i ) ≥ sti > α0 (2.16)

Now, we set for x ≥ 0,

β(x) = x
4

n−2
s − sxqi−2 = xqi−2(x

4

n−2
s−qi+2 − s)

The minimum of β on [0, +∞[ is attained for

xi =

(

(n − 2)(qi − 2)

4

)
1

4
n−2

s−qi+2

Moreover, xi ≤ 1 because qi ≤ N . Hence, |xi|qi−2 ≤ 1. Hence,

β(xi) ≥ x
4

n−2
s−qi+2

i − s =
(n − 2)(qi − 2)

4
− s ≥ −s

We get from (2.15) that

F(vs
i ) ≥ s(ti − max

M
(f))

on {f ≥ 0}. By (2.1), α0 > maxM(f). Since limi ti = α0, we obtain that

F(vs
i ) ≥ α0

on {f ≥ 0} if s is chosen large enough. By (2.16), this inequality is true on all
M . This proves that F(vs

i ) is weakly critical.
Now let t ∈ [1, s]. In the same way, we obtain that if i is large enough,

F(vt
i) ≥ t(ti − max

M
(f)) ≥ (ti − max

M
(f))

By (2.1), F(vt
i) > n−1

4(n−2)
Sg. This proves the step.
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Step 6 Conclusion

We let i and s > 1 such that F(vi) is subcritical, F(vs
i ) is weakly critical and

for all t ∈ [1, s], F(vt
i) > n−1

4(n−2)
Sg. We set v = vi. We also define

s0 = inf{t > 1|F(vt) is weakly critical }

It is clear that F(vs0) is weakly critical. Now, let (tm) a sequence of real
numbers such that 1 < tm < s0 and limm tm = s0. We apply theorem 2.1 with
hm = F(vtm) and h = F(vs0). It follows that F(vs0) is critical for g and hence

that f is critical for g̃ = v
4

n−2
s0g. This ends the proof of main theorem.
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