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THE STOCHASTIC HEAT EQUATION WITH A FRACTIONAL-COLORED
NOISE: EXISTENCE OF THE SOLUTION

RALUCA M. BALAN AND CIPRIAN A. TUDOR

ABSTRACT. In this article we consider the stochastic heat equation ut — Au = B in 0,7) x R%, with
vanishing initial conditions, driven by a Gaussian noise B which is fractional in time, with Hurst index
H € (1/2,1), and colored in space, with spatial covariance given by a function f. Our main result
gives the necessary and sufficient condition on H for the existence of the process solution. When f
is the Riesz kernel of order a € (0,d) this condition is H > (d — «)/4, which is a relaxation of the
condition H > d/4 encountered when the noise B is white in space. When f is the Bessel kernel or
the heat kernel, the condition remains H > d/4.

1. INTRODUCTION AND PRELIMINARIES

Stochastic partial differential equations (s.p.d.e.’s) perturbed by noise terms which bear a “col-
ored” spatial covariance structure (but remain white in time) have become increasingly popular in the
recent years, after the fundamental work of @] Such an equation can be viewed as a more flexible alter-
native to a classical s.p.d.e. driven by a space-time white noise, and therefore it can be used to model
a more complex physical phenomenon which is subject to random perturbations. The major drawback
of this theory is that it is mathematically more challenging than the classical theory, usually relying
on techniques from potential analysis. One advantage is that an s.p.d.e. perturbed by a colored noise
possesses a process solution (under relatively mild conditions on the covariance structure), in contrast
with its white-noise driven counterpart, for which the solution is well understood only in the sense of
distributions. Another advantage is the fact that such an equation can lead to a better understanding
of a complex physical situation.

This article continues the line of research initiated by @], the focus being on a relatively simple
s.p.d.e., the stochastic heat equation. The novelty comes from the fact that random noise perturbing
the equation possesses a colored temporal structure given by the covariance of a fractional Brownian
motion (fBm), along with the colored spatial structure of [E]

We recall that a fBm on the real line is a zero-mean Gaussian process with covariance function
Rp(t,s) = (27 + s — |t — s|*1) /2, where H € (0,1). There is a huge amount of literature dedicated
to the fBm, due to its mathematical tractability, and its many applications. We refer the reader to [E]
for a comprehensive review on this subject.

Recently, the fBM made its entrance in the area of s.p.d.e.’s. We refer, among others, to [E],
L6, B, [, [L3 or [[4]. For example, in the case of the stochastic heat equation driven by a Gaussian
noise which is fractional in time and with a rather general covariance in space, it has been proved in
[Ld) that if the time variable belongs to [0, 7] and the space variable belongs to S* (the unit circle) then
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the solution exists if and only if H > 1/4. The case of the same equation driven by a fractional-white
noise with space variable in R? has been treated in [E], and it follows that a process solution exists if
H > d/4.

We note in passing that very few results are available in the literature, in the case of non-linear
equations driven by a fractional Gaussian noise, due to difficulties encountered in the stochastic calculus
associated to this noise. To circumvent these difficulties, a new pathwise method has been developed
recently in [LJ] and [@], treating the nonlinear stochastic heat equation, respectively the nonlinear
stochastic wave equation. In both these articles, the noise term carries a colored spatial covariance
structure as well, which is the situation that we investigate in the present paper too.

In the present article we consider the (linear) stochastic heat equation in the domain [0, T'] x R¢
driven by a Gaussian noise B which has a fractional time component, of Hurst index H € (1/2,1), and
a colored spatial component. Therefore, our work lies at the intersection of the two different lines of
research mentioned above, namely those developed in [E], respectively [E] The solution of the equation
will be given in the mild formulation, but can also be viewed as a distribution solution. Therefore, the
first step we need to take is to develop a stochastic calculus with respect to the noise B. Since our
equation is linear, only spaces of deterministic integrands are considered in the present paper. Our
main result identifies the necessary and sufficient condition on the Hurst index H for the existence of
the process solution. We should mention that in this case, the solution is a Gaussian process, and hence
Reproducing Kernel Hilbert Space techniques can be used to investigate its properties. This will be the
subject of future work.

In preparation for treating the existence problem in its full generality, we studied first the case of
the heat equation perturbed by a Gaussian noise which is fractional in time, but white in space (Section
E) In this case, it is known from [E] that the process solution exists if H > d/4, which forces a spatial
dimension d € {1,2,3}; in the present article, we strengthen this result by proving that the condition
H > d/4 is in fact necessary for the existence of the solution. In contrast, when a spatial covariance
structure is embedded in the noise (Section E) the condition for the existence of the solution can be
relaxed so that it imposes no restrictions on the spatial dimension d. When the color in space is given
by the Riesz kernel of order «, we prove that the necessary and sufficient condition for the existence
of the solution is H > (d — «)/4. This demonstrates that a suitable choice of the spatial covariance
structure can compensate for the drawbacks of the fractional component. However, it turns out that if
the spatial covariance is given by the Bessel or the heat kernel, the condition remains H > d/4, whereas
for the Poisson kernel the condition becomes H > (d + 1)/4.

This article contains 3 appendices. Appendix A contains a lemma which is heavily used in the
present paper. This lemma is the tool which allows us to import the Fourier transform techniques from
R to the bounded domain [0, 7. (So far, this type of techniques have been exploited only on R; see e.g.
[@]) Appendix B contains the proof of a technical statement. Appendix C contains a result which is
essentially due to [E], we include it since we could not find a direct reference.

We begin now to introduce the notation that will be used throughout this paper.

If U C R™ is an open set, we denote by D(U) the space of all infinitely differentiable functions
whose support is compact and contained in U. By D’(U) we denote the set of continuous linear
functionals on D(U) which is known as the space of distributions. We let S(R™) be the Schwarz space
of all decreasing functions on R™ and S’'(R™) be the space of tempered distributions, i.e. continuous
linear functionals on S(R™). For an arbitrary function g on R? the translation by z is denoted by g,,
ie. g-(y) = g(z +y). The reflection by zero is denoted by g, i.e. g(z) = g(—x).
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For any function ¢ € S(R™) we define its Fourier transform by

Fo(§) = /Rd exp(—i€ - x)p(x)dz.

The map F : S(R") — S(R™) is an isomorphism which extends uniquely to a unitary isomor-
phism of Ly(R™); this map can also be extended to S'(R™). We define the convolution (f x g)(z) =
Jrn Fl@—y)g(y)dy.

For any interval (a,b) C R and ¢ € La(a,b), we define the restricted Fourier transform of ¢
with respect to (a, b) by:

b
Fapplr) = / Tl (t)dt.
As in [@], if f € L1(0,T) and o > 0, we define the fractional integral of f of order a by:

(I5_f)(t) = ﬁ / (1 — )2 F(u)d.

Finally, we denote by B,(R%) the class of all bounded Borel sets in R%.

2. THE FRACTIONAL-WHITE NOISE

The purpose of this section is to identify the necessary and sufficient condition for the existence
of a distribution-solution of the stochastic heat equation, driven by a Gaussian noise which is fractional
in time and white in space.

Our main result is similar to Theorem 11, [E], which identifies the necessary and sufficient
condition for the existence of a distribution-solution of an arbitrary s.p.d.e.’s driven by a Gaussian
noise which is white in time and colored in space.

In the first subsection we examine some spaces of deterministic integrands, which are relevant
for the stochastic calculus with respect to fractional processes, and we explore the connection with
Dalang’s theory of stochastic integration. In the second subsection, we describe the Gaussian noise and
its stochastic integral. In the third subsection, we introduce the process-solution and the distribution-
solution of the stochastic heat equation driven by this noise, and we identify the necessary and sufficient
condition for the existence of these processes.

2.1. Spaces of deterministic integrands. We begin by introducing the usual spaces associated
with the fractional temporal noise. Throughout this article we suppose that H € (1/2,1) and we let
ag = H(2H —1).

Let H(0,T) be the completion of D(0,T) with respect to the inner product

T T
ooy = an [ [ elu= o2
o Jo
~ anen [ Foplr Forumir ¢4 Var,
R
where the second equality follows by Lemma [A.].(b) with ¢y = [220- ) x1/2]=1D(H —1/2)/T(1 — H).
Note that cg = gog_1, where the constant ¢, is defined in Lemma @ (Appendix A).

Let £(0,T') be the class of all linear combinations of indicator functions 1j4,t € [0,7]. One
can see that (0,7 is also the completion of £(0,7) with respect to the inner product

(110,45 Lj0,s])H(0,7) = Ru(t,s).
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(To see this, note that every 1 ) € £(0,T) there exists a sequence (), C D(0,7') such that o, (t) —
L{o,q)(t), Vt and supp ¢, C K for all n, where K C (0,7') is a compact. By the dominated convergence
theorem, it follows that [l¢n — 10,420,y — 0.)

In is important to emphasize that the space H(0,T) may contain distributions. We will jus-
tify this statement, using the argument of [l]. First, note that H(0,T) C H(R), where H(R) is the
completion of D(R) with respect to the inner product

(0, V)nm) = O‘H/R/RSD(UW(U)W — v 2 dudu.

The space H(R) appears in several papers treating colored noises. (In fact H(R) is a particular instance
of the space Péiv) of ], in the case u(d¢) = |¢|~#=Dd¢ and d = 1.) From p. 9 of [{f], we know that

H(R) C H(R) = {S € §'(R); FS is a function, / IFS()2Ir|~CHDdr < so}. (1)
R
Since |7]? < 1+ |7|2, one can easily see that H(R) ¢ H~(H=1/2(R), where
H-H/2D(R) := {S € S'(R); FS is a function, / |FS(D)PA + |72~ T2 dr < oo}
R

is the fractional Sobolev space of index —(H —1/2) (see p. 191, [|]]). Therefore, the elements of H(R) are
tempered distributions on R of negative order —(H — 1/2). (This was also noticed by several authors;

see e.g. p. 9, H], or [@]v 112))

On the other hand, similarly to (EI), one can show that
H(0,T) C H(0,T) = {S € S'(R); Fo.rS is a function, / ForSERIF- 2 Ddr < oo}, (2)
R
where the restricted Fourier transform Fo S of a distribution S € S'(R) is defined by: (Fo.rS,¢) =
(S, Fo,re), Vo € S(R).
Remark 2.1. One can show that (see p.10, [ff])
Ly(0,T) C Lyyu(0,T) < [H(0,T)| € H(0, T), 3)
where [H(0,T)| = {f: [0,T] x R® — R measurable; [, [ [ f(u)[|f(v)||lu — o] ~2dudv < oo}.
A different approach of characterizing the space H(0,T) is based on the transfer operator. We

recall that the kernel Ky (¢, s),t > s of the fractional covariance function Ry is defined by:

¢
Kp(t,s) = cj‘qsl/Q’H/ (u— s)H=3/2H=1/2 gy,

S

where ¢, = {agT'(3/2 — H)/[[(2 — 2H)I'(H — 1/2)]}*/2.

Note that Ry (t,s) = Kg(t,u)K(s,u)du (see p.7-8, and hence
0

tAs
(Kxlo,: Kilp,s)La0,1) = / Ky (t,u)Kg(s,u)du = Ry (t,s) = (10,4, 1[0,s])H(0,1)>
0

i.e. Kj is an isometry between (£(0,T), (-, -)w(o,r)) and L2(0,T). Since H(0,T') is the completion of
£(0,T) with respect to (-, -)3(0,1), this isometry can be extended to H(0,T"). We denote this extension
by Kj. In fact, one can prove that the map Kj; : H(0,T) — Lo(0,T) is also surjective (see the proof
of Lemma E)
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We are now introducing the space of deterministic integrands associated with the a noise which
is fractional in time and white in space. This space was also considered in [[L(]].
More precisely, let H be the completion of D((0,7) x R?) with respect to the inner product

T T
(o, ) = aH/ / / o(u, 2)|u — v[* =29 (v, x)dzdvdu
o Jo Jre
= aHCH// Forp(r, ) Forb(r,x)|r)|”CH"Vdzdr
R JRd

— /Rd«p(-,w),¢('a$)>H(0,T)dx

where the second equality above follows by Lemma .(b), and the third is due to Fubini’s theorem.
If we let £ be the space of all linear combinations of indicator functions 1jg 4y 4,t € [0,T], A €
By(R9), then one can prove that H is also the completion of €& with respect to the inner product

(10,9x 4, Ljo,s)xB)n = Ru(t,s)A\(AN B)

where ) is the Lebesgue measure on R?. (The argument is similar to the one used in the temporal
case.) Similarly to (f]), one can show that

HCH:={S:RY = S'(R); Fo.rS(-,z) is a function Yo € R?, (,z) — ForS(7, x) is measurable,

and / / |Fo,rS(r,2))?|r|~ D dzdr < oo}
R JRd
Using (f) and the fact that

IS8 = [ | ISCa)lqorydn, VS €

one can show that
Ly((0,T) x RY) C |H| € H C La(RYH(0,T)),

where |H| = {¢ : [0, 7] x R? measurable; fOT fOT Jra lo(u, @) ||p(v, 2)|[u — v 2dadvdu < oo}

The next result gives an alternative criterion for verifying that a function ¢ lies in H. (It can
be compared to Theorems 2 and 3 of [f].)

Theorem 2.2. Let ¢ : [0,T] x R? — R be a function which satisfies the following conditions:
(i) (-, x) € La(0,T) for every xz € R%;
(i1) (1,2) — Forp(r, ) is measurable;
(iii) [ Jua |Fore(r, ) 7|~ FH "V dzdr < co.

Then ¢ € H.

Proof:  Similarly to Proposition 3.3, @], we let
A = {0:[0,T] x R* = R; o(-, ) € Ly(0,T) Va, (1,2) — Fo,r¢(7, x) is measurable, and

ol i=a [ [ Rore(ra)Piri-# D dadr < o)

T
A = {p:[0,T)] xR = R; |l := CQ/O /R [LHY2 (=12 (0, 1)) (5)]2 s~ RV dads < oo}

where ¢; = agcy and c2 = {c};T'(H — 1/2)}?. We now prove that

AcA and |¢lz =l¢lla, Ve€A (4)
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Let ¢ € A be arbitrary. Since ¢(-,z) € La(0,T) C H(0,T) and K} is an isometry from H(0,7T)
to L2(0,T), we have ||<p(-,x)||§{(01T) = | K5l :c)||%2(07T) for all x € R?, that is

T
c1 / \Fore(r,z)?|r|~CHVdr = ¢ / (L2 =12 (0, 1)) (5)) 25~ B Vds,  Va € RL
R 0

Integrating with respect to dz and using Fubini’s theorem, we get [|o||z = [l¢lla. The fact that
lllz < oo forces ||¢|la < oo, i.e. ¢ € A. This concludes the proof of (fl).
Next we prove that

€ is dense in A with respect to || - ||a- (5)

Let ¢ € A and € > 0 be arbitrary. Since the map (s, ) — Ig:l/Q(uH—l/Q@(u,x))(s) belongs

to La((0,T) x RY, d\gy x dx) where Ag(s) = s~ H=1ds, there exists a simple function g(s,z) =
> i1 bl ) (8)1a, () on (0,T) x R, with by, € R, 0 < ¢ < dp < T and Ay C R? Borel set, such
that

/0 /Rd [Ig:lm(uH*l/Qcp(u, x))(s) — g(s, z)]Qs*(QHfl)dzds < €. (6)

By relation (8.1) of [[J], we know that there exists an elementary function I, € £(0,T) such that
T
[ e 6) = V220 6)s Vs < /€,
0

where we chose Cy :=n Y.} biA(Ay). Define I(s,z) = > ;_, brli(t)1a, () and note that [ € £. Then

/ / lg(s, @) — IH V2 (=121, ) ()25~ CH Vs < . (7)
0 R4

From () and (), we get
T
/ / [I$:1/2(UH_1/2(,0(U,1‘))(8) - Ig:l/Q(uH_l/Ql(u,x))(s)]Qs_(QH_l)d:Eds < 4e,
0o Jre

i.e. [ —1||3 < 4eca. This concludes the proof of (f).

From (f]) and (f), we infer immediately that € is dense in A with respect to || - [|;. Since
|15 = Il |7 and H is the completion of € with respect to || - ||+, it follows that A € H. This concludes
the proof of the theorem. [ |

As in [E], we define the transfer operator by:
(Kilo,gxa)(s,x) = Ku(t,s)1jg4gxa(s, ). (8)
Note that
tAs
(KfrLio,gxa: Kilo,s)xB) Lo((0,7)xRY) = ( Kp(t,u)Kp(s, u)du) (14,1B) Ly (ra)
0
= Ru(t,s)N(ANB) = (Lj0.x 4, L[0,s]xB) >

ie. K} is an isometry between (&, (-,-)%) and La((0,T) x R?). Since H is the completion of & with
respect to (-, ), this isometry can be extended to H. We denote this extension by K7,.

Lemma 2.3. Kj, : H — Lo((0,T) x R?) is surjective.
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Proof: Note that 19 4x4 € Kj(H) for all t € [0,T], A € By(R%); hence ¢ € Kj,(H) for every ¢ € £.
Let f € La((0,T) x R%) be arbitrary. Since & is dense in L2((0,7) x RY), there exists a sequence
(fn)n C & such that ||fn — fllL,0,r)xrey — 0. Since f,, € K3/(H), there exists ¢, € H such that
frn = K3;n. The sequence (¢, ), is Cauchy in H:

ln = @mlln = 15300 = Kiom | Lao.0) ) = 1 fn = fmllLo(0,7) xr2) = 0

as m,n — oo. Since H is complete, there exists ¢ € H such that ||¢n, — ¢|lx — 0. Hence ||f, —

K’?—[@”Lg((O,T}XRd) = ||K;1(pn 7K’;<1<PHL2((O,T)><]R’1) — 0. But an — fHLg((O,T)X]Rd) — 0. We conclude that
Kup=. u

Remark 2.4. Note that for every ¢ € £

Kipa) = [ " otr0) 2 i = / St (5)" 7 - sy
= ¢l (H _ %) S*(H71/2)1$:1/2(UH71/290(U7x))(s)- (9)

Using Lemma E, we can formally say that
H = {¢ such that (s,) s s~ H-V2DPH20H=1/2 50, 4))(s) is in Ly((0,T) x R%)}.

2.2. The Noise and the Stochastic Integral. In this paragraph we describe the Gaussian noise
which is randomly perturbing the heat equation. This noise is assumed to be fractional in time and
white in space and was also considered by other authors (see [L0]).

Let F = {F(p); ¢ € D((0,T) x RY)} be a zero-mean Gaussian process with covariance

E(F(p)F () = (o, ). (10)

Let HF be the Gaussian space of F, i.e. the closed linear span of {F(p); ¢ € D((0,T) x RY)} in L2(Q).

For every indicator function 1jg4xa € &, there exists a sequence (¢n), C D((0,T) x R%)

such that ¢, — 1jg x4 and supp ¢, C K, Vn, where K C (0,7) x R? is a compact. Hence |[¢, —

Lio,xallx — 0 and E(F (o) — F(on))? = lom — @nlln — 0 as m,n — oo, i.e. the sequence {F(©,)}n

is Cauchy in Lo(92). A standard argument shows that its limit does not depend on {p,},. We set

Fy(A) = F(ljgxa) =L lim, F(pn) € HY. We extend F by linearity to £. A limiting argument
and relation (ﬂ) shows that

E(F(e)F(¢)) = (o, ¥)n, Vo, ¥ €E,

i.e. ¢+ F(p) is an isometry between (&, (-,)3) and HY. Since H is the completion of £ with respect
to (-, -}, this isometry can be extended to H, giving us the stochastic integral with respect to F. We
will use the notation

Fp) = /0 ' /]R e, x) (it da).

Remark 2.5. One can use the transfer operator K7, to explore the relationship between F(y) and
Walsh’s stochastic integral (introduced in @]) More precisely, using Lemma E, we define

W(9) == F((Kj)"' (), ¢ € L2((0,T) x RY). (11)
Note that
E(W(¢)W () = (K5) " (8), (K5) ™ () = (¢, M) L2 ((0,7) xR4Y 5
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ie. W = {W(¢);0 € L2((0 T) X Rd)} is a space-time white noise. Using the stochastic integral
notation, we write W (¢ fo Jga @(t, x)W (dt,dz) for all ¢ € Ly((0,T) x RY). (Note that W(¢) is
Walsh’s stochastic integral with respect to the noise W.)

Let H" be the Gaussian space of W, i.e. the closed linear span of {W(); ¢ € La((0,T) x R)}
in L2(Q). By ([LI]), we can see that H" = HF. The following diagram summarizes these facts:

Ky
H Lo((0,T) x RY)
F(p) =W(K}p), VeeH, ie.
F T
fo f]Rd o(t, z)F(dt,dz) fo f]Rd (t,x)W(dt,dz), Ve e H.
HF — HW

In particular, F (¢, A) = fot J 4 Ku(t,s)W(ds,dy). This relationship will not be used in the present
paper.

2.3. The Solution of the Stochastic Heat Equation. We consider the stochastic heat equation
driven by the noise F', written formally as:

—Av=F, in(0,7)xR% v(0,-) =0, (12)

where Av denotes the Laplacian of v, and v; is the partial derivative with respect to t.
Let G be the fundamental solution of the classical heat equation, i.e.

Gt ) = (4mt) =42 exp (—%) ift>0,2¢€ R? (13)
’ 0 ift <0,z € RY

Let gio(s,y) i= (Gia) (s,y) = G(t — s,x — y). The following result shows that the kernel G has the
desired regularity, which is needed to apply Theorem E

Lemma 2.6. If ¢ = nx G, where n € D(0,T) x RY), then
o(-,x) € Ly(0,T) Va e R%

Proof: Without loss of generality, we suppose that n(t,x) = ¢(t)¢(x), where ¢ € D(0,T) and ¢ €
D(R?). Using Minkowski’s inequality for integrals (see p. 271, [[[]), we have

1/2 1/2

T
( / Iw(t,w)Ith> -
0

(s)Y(y)G(s — t,y — x)lspydyds| dt

Rd

/OT /Rd |9(s)Y(y) < Os |G(s —t,y — :c)|2dt>1/2 dyds.

Using the change of variables s — ¢t = ¢/ and 1/t' = u, we get

C
_ . d 2 —|y z| u/2
/ |G(s —t,y x)| dt = (n )d//s du <7|y—z|2(d R

IN
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T
( / |sa(t,:c>|2dt>
0

where R;(x) = v1,4lz|~(4~1 is the Riesz kernel of order 1 in R? and the convolution |¢| * R; is well-
defined by Theorem V.1, p. 119, [E |

and
1/2

T
e / o) [ PO Gds < o)« Ri)(a) < oo,

R |y — |d !

The next result gives the necessary and sufficient condition for the existence of the process
solution.

Theorem 2.7. If

d
H> S 14
> 7 (14)

then: (a) giz € |H| for every (t,x) € [0,T] x R (b) nxG € H for every n € D((0,T) x R?). Moreover,

lgeelln < 0o V(t, @) € [0,T] x RY if and only if ([4) holds. (15)
Remark 2.8. Note that condition ([[4]) implies that d € {1,2,3}, since H < 1.

Proof: (a) We will apply Theorem to the function g;,. Note that for every fixed y € R¢
T o]
/ |gm(3, y)|2d5 = €_|y_l|2/[2(t—s)]ds — C/ Ud_2€_‘y_m‘2u/2du < 00,
0

ie. giz(-,y) € L2(0,T). Clearly (1,y) — Fo,1gi(7T,y) is measurable. We now calculate

laia B i= anen | [ Foxgratr)Plrl-CH Dy
RJR

T T
anen [ 770 [ ( | et y>d> ( / ei”gw,y)dr) dydr
0
= chH/|T| (2H— 1)/ / = (r, 5)drdsdr,
= aH/ / |s — |2 =21(r, s)drds
0 Jo

where we used Lemma A.1 (Appendix A) for the last equality and we denoted

I(T, S) = /]Rd gtm(sv y>gtz(T7 y>dy = (2t -8 T)id/2

For this, we write

lgea 1%

We obtain that
t ot t gt
geall? = Oéﬂ/ / ls — 2722t — s — r)*d/erds = aH/ / u— o772 (u + ”>7d/2d7"d5-
o Jo o Jo

Relation ([l) follows, since the last integral is finite if and only if 2H > d/2. In this case, we
have [|geel g = [lgeallr < o0 (since ge, > 0), and hence gy, € [*4]

(b) We will apply Theorem P.J to the function ¢ = 7 * G, since @(-,x) € Ly(0,T) for every
z € R, by Lemma @ By writing

T T—s
Forolr,z) = / / / 0+ 5,9)Gu,y — 2)dyduds, (16)
0 0 R4
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we see that (7,z) — Fo (T, x) is measurable. We now calculate
lpll3, = chH/ / \Fore(r, )2 |7|~ 7~V dzdr.
R JRe

Using ([[d), we get

T T ) T—s T—r
lolZ = amen / ey [0 e [T [ s s+
rd Jre Jo 0
J(u z)dv dudz dy dr ds dr
T—s T—r

an / / S B O R AT UR TR

re JRd Jo 0
J(u,v,y, z)dv dudz dy dr ds, (17)

where we used Lemma @ (Appendix A) for the second equality and we denoted
et
J(u,v,y,2) = /]Rd G(u,y — x)G(v, z — x)dx = exp {%} (u+v)~42,
Clearly
J(u,v,y, 2 ) < (u +v) 7 (18)
for every u € (0,7 — s),v € (0,T —r). Using ([L7), (1§) and the fact that n € D((0,T) x R%), we get

T—s T—r
ol < an [ [Clsr [ L s )
(u+ 0)~¥2dv du dz dy dr ds
T—s T—r
< aHC/ / r|2H_2/ / (u+v)_d/2dvdud7°ds
0 0
<

ozHCn/ / (u+ )~ ¥2(T — u)?" dv du,
o Jo

where for the last inequality we used Fubini’s theorem and the fact that fOT_u OT_U |s —r|?H=2dr ds =
Ry(T—u,T—v)=[(T—u)? + (T —v)?" — (u—v)*H]/2. The last integral is clearly finite if 2H > d/2,
ie. H>d/4. |

Under the conditions of Theorem R4, F(gi;) and F(n = G) are well-defined for every (t,z),
respectively for every n € D((0,T) x R?) and we can introduce the following definition:

Definition 2.9. a) The process {v(t,z);t € [0,T],z € R} defined by

v(t,x) := F(gtz) = /0 y G(t—s,x —y)F(ds,dy) (19)

is called the process solution of the stochastic heat equation (@) with vanishing initial conditions.
b) The process {v(n);n € D((0,T) x R?)} defined by

s rteiy= [ [ ([ [t n s itespans) rain

is called the distribution-valued solution of the stochastic heat equation (@), with vanishing initial
conditions.

Lemma 2.10. The process {v(t,z);t € [0,T],x € R} is L*(Q)-continuous.



STOCHASTIC HEAT EQUATION WITH A FRACTIONAL-COLORED NOISE 11

Proof: We first prove the continuity in £. We have

—E /t+h/dgt+h,m(s,y)F(ds,dy)—/t/dgtz(say)F(dsvdy) 2

t+h
(Gt+h,2(8,y) — gt(s,y))F(ds, dy) / / Gi+h,(8,y)F(ds, dy)

Elv(t + h,z) —v(t,z)?

Rd
t+h 2
< 28| [ [ et - st nrasan| v2r| [T [ gt niras
= 2]1(h)+212(h).
We first treat the term I (h). Note that
Li(h) = IF((ge+he = 96) L0700 = 1(9ethe = 9e2)Ljog 1 =

= aH/ / /d Githe — 9tz) (W y) | — 272 (gein o — gta) (v, y)dy dv du.
R

The continuity of G(t,x) with respect to ¢t shows that the integrand converges to zero as h — 0. By
applying the dominated convergence theorem (using the fact that ||gis||nw < o0), we conclude that
For the term I5(h), we have

I(h) = F(gesnalipern)io @) = l9trnalipenllF =

t+h t+h
an / / / Gt (s 9) g (0, 9] — 0[2H~2dy dv du
t t R4

t t
= aH/ / /gm(U',y)gm(v’,y)IU’—v'I2H‘2dydv’du-
t—h Jt—h JRI

Since 14—p4)l(t—ns) — 0 as h — 0 and ||gs.|[# < oo, we conclude that Iy(h) — 0, by the dominated
convergence theorem.
We now prove the continuity in . We have

2

Elv(t,z + h) — v(t, z)[? » (gt.+r(5,Y) = gta(s,9))F(ds,dy)| = |[(gt.osn — 9ta) 110,113

= ofg / / (gt,m-l-h - gtm)(u7 y)”u - U|2H_2(gt,z+h - gtm)(va y)dy dv du.
0 JO

By the continuity in z of the function G(t, x), the integrand converges to 0 as h — 0. By the dominated
convergence theorem, we conclude that E|v(t,x + h) — v(t,z)[?> — 0 as h — 0. |

Theorem 2.11. Let {v(n);n € D((0,T) x R?)} be the distribution-valued solution of the stochastic heat

equation @

In order that there exists a jointly measurable and locally mean-square bounded process Y =

{Y(t,z);t € [0,T),z € R?} such that

77) = /0 /Rd Y(t, z)n(t, z)dl‘dt V?] c 'D((()’T) X Rd) a.s. (20)

it is necessary and sufficient that (|L{) holds. In this case, Y is a modification of the process v =
{v(t,z);t € [0,T],r € R} defined by (19).
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Proof: The necessity part is similar to the proof of Theorem 11, [E] Suppose that there exists a jointly
measurable and locally mean-square bounded process Y = {Y'(t,z);t € [0,T],2 € R?} such that (P0)

holds.
Let (to, o) € [0,T] x R? be fixed. Let A, be nonnegative functions such that A € D(0,T),v €

D(R?) and fOT At)dt = [patp(z)dz = 1. Set A, (t) = nA(nt) and ¢, (z) = np(nz). Define n, (¢, x) =

)\n(t - to)’l/)n(x - ZL'O).
We calculate E|v(n,)|? in two ways. First, using (Rd), we get

Elom) = [ EIY()Y (5:0)] b2} (5. p)dydodi.
[0,T] xR

Using Lebesgue differentiation theorem (see Exercise 2, Chapter 7, @]), we get

lim Elv(n,)|? = E|Y (to, z0)|*. (21)
Secondly,

Elo(m) = E|F( + C)F = Gl = [ [ [Fonn ). )P lrl~ 1 Vdrda.
R JR
We claim that, for every 7 € R,z € R?, we have: (see Appendix B for the proof)
liTIln Fo.1 (N * G)(r,x) = Fo.TGtozo (T, T). (22)
Using Fatou’s lemma, (1) and (£J), we get
lawsolle = [ [ Vorgm (r )Pl 2 Vards
R JR

i [ [ 1Fortn G ) Plr| 2V drds
n JRE JR

= lim Elv(n,)|* = E[Y (to, z0)|* < oo,

IN

which forces H > d/4, by virtue of ([L3).

We now prove the sufficiency part. By Lemma , we know that the process v defined by
(E) is continuous in L?(2). Hence, it is continuous in probability and by Theorem IV.30, [@], there
exists a jointly measurable modification Y of v. We have

E(Y(t,x)Y(s,y)) = E(U(t,x)v(s,y)) = E(F(gtm)F(gsy)) = <gtzagsy>7'l (23)

and

E(u()Y (t,z)) = E(u(n)v(t,x)) = E(F (1% G)F(gez)) = (0* G, gra) . (24)

To prove that (R() holds, we will show that

T 2 T
b /0 Ady(t’x)”(t’z)dzdt =E <v(n) /0 /R dY(t,x)U(t,x)dxdt> = Blv(n).
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By Fubini’s theorem and @), we get

/OT /Rd Y (t, 2)n(t, z)dwdt

/ n(t, z)n(s,y) <// Fo,19tx(T, 2) Fo, 195y (T, 2) |T|_(2H_1)dzd'r) dydxdsdt =
([0,T] xR4)2 R JRd

2

E - / 0t 215, 9) (Gra 9oy ey da ds dt =
([O,T] XRd)Z

[ ot « G212 Nz dr = [+ G = EIP(r+ G)F = Bloto)

On the other hand, using Fubini’s theorem and @), we get
T ~
E v(n)/ Y (t,2)n(t, z)dxdt | = / n(t,x)(n * G, gtz )pdxdt =
0o Jrd [0,T] xRd
/ n(t,x) (/ Fo,r(n * é)(T,Z)]:O,Tth(T,Z) |T|_(2H_1)dzd7) dxdt =
[0,T] xRd R JRd

[ [ 1Fart s Gom 2P @1 dzar = Bloto)*
R JR4

3. THE FRACTIONAL-COLORED NOISE

In this section we examine the process-solution and the distribution-solution of the stochastic
heat equation driven by a Gaussian noise which is fractional in time and colored in space. Most of
the results of this section are obtained by mixing some colored spatial techniques with the fractional
temporal techniques of Section E The results of this section can therefore be viewed as generalizations
of the results of Section E The details are highly non-trivial.

The structure of this section is similar to that of Section [J. We first describe the spaces of
deterministic integrands, then we introduce the Gaussian noise and the associated stochastic integral,
and finally we examine the solution of the stochastic heat equation driven by this type of noise.

3.1. Spaces of Deterministic Integrands. We begin by introducing the space of deterministic inte-
grands on R?.

We say that a function f: R — R is a spatial covariance function, if it is the Fourier transform
of a tempered measure 1 on R, ie. f(z) = [pa e 7 p(dE).

Let P(R?) be the completion of D(R?) with respect to the inner product

oo = [ [ o@)f@—nuwids = [ Faple) Fab@ntas)

where Fo@(€) := [pa e " ¢p(2)dz denotes the Fourier transform with respect to the z-variable.

Equivalently, we can say that P(R9) is the completion of £(R?) with respect to (-, ) p(rdy, Where
E(R?) is the space of all linear combinations of indicator functions 14(z), A € By(R?))

The basic example of spatial covariance function is f(x) = §(z), which gives rise to the spatial
white noise. More interesting covariance structures are provided by potential analysis. Here are some
examples (see e.g. p.149-151, [E], or p.117-132, [[L5]; our constants are slightly different than those given
in these references, since our definition of the Fourier transform does not have the 27 factor):
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Example 3.1. The Riesz kernel of order a:
f(2) = Ro() := Ya.alz| 7, 0<a<d,
where 7,4 = 2977427 ((d — )/2) /T (a/2). In this case, u(d€) = [¢|~*dE.

Example 3.2. The Bessel kernel of order a:

F(#) = Ba(z) = 7;/ W@ /21w 2P /() gy o> 0,
0

where v/, = (47)%/T'(«/2). In this case, u(d¢) = (14¢]?)=*/2d¢ and P(R?) coincides with H~/2(R9),
the fractional Sobolev space of order —a/2; see e.g. p.191, [ﬂ]

Example 3.3. The heat kernel
f(@) = Ga(w) = ge” "1, a>0,
where 7] ; = (4ma)=4/2. In this case, u(d¢) = e~ alel” gg.
Example 3.4. The Poisson kernel
f(z) = Pala) = 70lg(|z]* + o) 7@ >0,
where v, ; = 7= (@+1/2D((d 4+ 1)/2). In this case, p(d€) = e—47 @Il d¢.

Remark 3.5. The space P defined as the completion of D((0,T) x R%) (or the completion of &) with
respect to the inner product

T T
e = [ [ [ etta)s@ =it mdudadt = [ Gott.. 0 pient

has been studied by several authors in connection with a Gausssian noise which is white in time and
colored in space. One can prove that P C La((0,T); P(R?)); see e.g. [F], or [[].

In what follows, we need to extend the definition of P(R?) to allow for complex-valued functions.
More precisely, let D¢ (R?) be the space of all infinitely differentiable functions ¢ : R? — C with compact
support, and Pc(R?) be the completion of Dc(R?) with respect to

et = [, | e@rte = vy
Since D(R?) C Dc(R?) and (p, ¥)p(ray = (£, 1) p,(ray for every ,4 € D(R?), we conclude that
P(R?) C Pe(RY).

We are now introducing the space of deterministic integrands associated with a Gaussian noise
which is fractional in time and colored in space. This space seems to be new in the literature. More
precisely, let HP be the completion of D((0,7) x R?) with respect to the inner product

(V)P = OéH/ / /Rd/ (u, z)|u — v|*1 =2 f(z — )¢ (u,y)dy dz dv du

— anen / 7|~ H-1) / / [ (@ — y) Foro(r, o) Ford(r,g)dy de dr
R Rd JRA

= agcy / 7|~ CH=D(F (7, ), Fo.rd(T, ) pe(raydT,
R
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where the second equality follows by Lemma @ (Appendix A). In particular,

7(2H71)d7_7

Il = ancrn | IForo(r. s, ol
or equivalently ||<p||$ﬂ, = fR | Fo, (T, ')H%C(Rd))‘H(dT)’ where Ay (dr) = chH|7-|*(2H71)dT.
One can prove that HP is also the completion of £ with respect to the inner product
(Ljo,)x 45 Ljo,s)x )P = Ru(t, 8)(1a, 18)pra)-
Clearly [HP| C HP, where |HP| = {¢: [0,T] x R? measurable; [|¢l|;3p| < oo} and

T T
ol = [ [ [ [ lotwslletwsuli — o2 1o~ )y de do
0 0 Rd JRd

Remark 3.6. Using Fubini’s theorem, we have the following alternative expression for calculating
(o, )pp: for every o, € D((0,T) X Rd , we have

(o 0)p = on / / e / Foiplu, &) Foi(u, O)p(de) dvdu
- an /R d / / Faplu, &) — o[22 T (0, € dvdup(de)
— [ el . Tl et ),

where Hc (0, T) denotes the completion of Dc(0,T") with respect to the inner-product (-, -3 (o, defined
similarly to (-, )3(0,r). In particular, [|¢|lfp = [ga IF20(, )30 7 1(dE). This expression will not
be used in the present paper.

In this new context, the next theorem gives us a useful criterion for verifying that a function ¢
lies in HP. To prove this theorem, we need the following lemma, generalizing Lemma 5.1, [@]

Lemma 3.7. For every A € By(RY), there exists a sequence (gn)n C E(R?) such that

[ 114(6) = Fagn(@)Putae) .

Proof: Let (¢n)n C D(R?) be such that ¢, (&) — 14(£) uniformly and supp ¢, C K, Vn, where
K C R? is a compact (we may take ¢, = la * 1,, where n,(z) = nin(nz) and n € D(R?), with
Jza In(z)|dz = 1). Using the dominated convergence theorem and the fact that y is locally finite, we

get [pa [6n (&) = 1a(E)Pp(d) — 0.
Let v, € S(RY) be such that Fotp,, = ¢,,. Then

/ Faton (&) — La(€)2ulde) — 0. (25)

Note that [p, |Fatn (&)|*u = [ra |60 (€)]21(d€) < co. By Lemma [C.] (Appendix C), it follows that
¥, € P(RY). Since ’P(Rd) is the completion of £(R?) with respect to || - ||p(ra), there exists a sequence
(gn)n C E(R?) such that

9 = gulBhesy = [ 1Fan(€) = Fagnl©)FP () 0. (26)
The conclusion follows from (R§) and (). |
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Theorem 3.8. L@t @ :[0,T] x R? — R be a function which satisfies the following conditions:
(i) (-, x) € La(0,T) for every xz € R%;
(i1) (1,2) — Forp(r,-) is measurable;

(i13) [o fga Jua Fore(r.2) f(z — y)Fore(r, y)|r|~*H=Vdydrdr < cc.
Then ¢ € HP.

Proof: The proof follows the same lines as the proof of Theorem E The details are quite different
though. Let

A = {p:[0,T] xR = R; ¢(,z) € Ly(0,T) Y, (7, ) — Fore(t, ) is measurable, and

13 =1 [ [ [ Foxetralio -y Farolrullrl G4 Daydsdr < oo)

A= e TR R = [ [ )6 1)
I T2 (u, ) (s) - s~ CH D dydads < oo}
where ¢; = agcy and c2 = {c¢};;T'(H — 1/2)}2. The fact that
AcA and [lglz=lela, VeeA (27)

follows as in the proof of Theorem @: let ¢ € A is arbitrary; using the fact K7, is an isometry from
H(OaT) to LQ(OaT)a we get <(p(a$)a(p(ay)>§{(01T) = <KI§()0("T)’K;I(JD(ay)>%2(O7T) for all T,y € Rd'
Multiplying by f(z — y), integrating with respect to dz dy and using Fubini’s theorem, we get |||z =
l[ella < oo.
Next we prove that
€ is dense in A with respect to || - ||a- (28)

The proof of the theorem will follow from (R7) and (Rg), as in the case of Theorem P.3
To prove (§), let ¢ € A and e > 0 be arbitrary. Let Ag(s) = s #"Vds and
a(s,z) = IH 1/2( H=1/205(y, x))(s). First, we claim that there exists g € £ such that

T
L :/0 /Rd /Rd[a(svfc) —g(s,2)f (@ —y)lals,y) — g(s, y)ldydrAn(ds) <e. (29)

To see this, note that

llella = 02/ /]Rd /]Rd s, x)f(x — y)a(s,y)dydz g (ds) fCQ\/ / | Faa(s, &)|u(dE) Mg (ds) < oo,

i.e. the map (s,&) — Faa(s,§) belongs to L2((0,T
T)

function h(s, &) = Z;n:l Billy, 5;)(8)1B; (&) on (0,
Borel sets, such that

) x R4 d\g x du). Hence, there exists a simple
x R 1thﬁjeR0<%<6 < T and B; C R?

T
/0 (Faals,€) — h(s, )2 p(d€) A (ds) < /4. (30)

By Lemma B.7, for every j =1,...,m, there exists g; € E(R?) such that

[ 15,€) = Fag©)ntae) < e/aDw), (1)
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where we chose Dy, = m 37", 83 Au([75,9;)). Define g(s,x) = 37", Bi11,, 5,)(5)g;(x). Clearly g € E.

Using (%&nd B1), we get I, = fOT Jra | Faa(s, &) — Fag(s, €)Pp(dé)Am(ds) < e, which concludes the
proof of (R9).

We claim now that there exists a function [ € € such that
T
o= [ [ las.0) = bs.)l = n)lo(s.) = bs,p)ldydor (ds) < e (32)
0

where b(s,z) = I$:1/2(UH_1/21(U,:E))(S). To see this, suppose that g = 7' biljc, a,)(5)1a, (2) for
some 0 < ¢, < dp < T and Ay C R? Borel sets. By relation (8.1) of [[LJ], there exists an elementary
function I, € £(0,T) such that

/o Lo (8) — Ir =2 (@120 (w) ()2 A (ds) < /Cy, (33)

where we chose Cy := || Y7_, bila, ||§,(Rd). Let I(s,2) =Y p_; bile(t)1a, () € € and note that

B Yoy [ ] M) = HE @I @) @) @)@ )

k,j=1

[1[01,111)(5) - 17{[__1/2 (UH71/2lj (w))(s)]1a, (y)dydzXp (ds)
n . )

Z bkbj<1Ak, 1Aj>7>(]R'i) .2 (_ + _) =

k,j:l Cg Cg

(we used (BJ) and the fact that ab < 2(a® + b%)). The proof of (BJ) is complete.
Finally, we claim that from (R9) and (B3), we get

IN

I:= /0 /Rd [a(s,z) — b(s, )] f(x — y)[a(s,y) — b(s, y)|dydxAg (ds) < 4e,

ie. |l —1]|% < 4ecy, which will conclude the proof of (28). To see this, note that I = Zi:l I, where

I3 _/0 /]R'i /]Rd [a(s,z) — g(s,z)|f(z — y)[b(s,y) — g(s, y)]|dydx A (ds)

T
I = [ et = gl o = n)lb(s.a) = gls.a)ldydrda (d)

The fact that [I3] < e and |I4| < ¢ follows from the Cauchy-Schwartz inequality in P(R?), (29) and

B2). m

It is again possible to describe the space HP using the transfer operator. Define the transfer
operator on & by the same formula (f). Note that in this case we have

tASs
(Ko KirLosis)p = ( KH(t,u>KH(s,u>du) (Las L)
0

= Ru(t,s){1a,18)pmre) = (10,4x 4, L[0,5]x B)HP>

i.e. K} is an isometry between (&, (-, )np) and P. Since HP is the completion of £ with respect to
(-, -)#p, this isometry can be extended to HP. We denote this extension by Kj .

Lemma 3.9. Kj,p : HP — P is surjective.
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Proof: The proof is similar to the proof of Lemma P.3, using the fact that Lio,xa € Ki;p(HP) for all
t€10,T], A € By(R?), and € is dense in P with respect to | - ||p. |

Remark 3.10. Using (E) and Lemma @, we can formally say that

HP = {¢ such that (s,z) — sf(Hfl/Q)Ifjlm(qul/Qcp(u, x))(s) is in P}.

3.2. The Noise and the Stochastic Integral. In this subsection, we introduce the noise which is
randomly perturbing the heat equation. This noise is assumed to be fractional in time and colored in
space, with an arbitrary spatial covariance function f. It has been recently considered by other authors
(see e.g. [[4]) in the case when f is the Riesz kernel and the spatial dimension is d = 1. The general
definition that we consider in this subsection seems to be new in the literature.

Let B = {B(¢);¢ € D((0,T) x R%)} be a zero-mean Gaussian process with covariance

E(B(p)B(Y)) = (¢, ¢)np-

Let H? be the Gaussian space of B, i.e. the closed linear span of {B(p); ¢ € D((0,T) x R%)} in L2(Q).
As in subsection P.4, we can define B;(A) = B(1ljgxa) as the Ly(€2)-limit of the Cauchy sequence
{B(¢)}n, where (¢n)n C D((0,T) x RY) converges pointwise to 1 x. We extend this definition by
linearity to all elements in £. A limiting argument shows that

E(B(p)B(¥)) = (¢, Y)ynp, Yo, €€,

ie. ¢ — B(p) is an is isometry between (&, (-,-)yp) and HP. Since HP is the completion of £ with
respect to (-, )¢, this isometry can be extended to HP, giving us the stochastic integral with respect
to B. We will use the notation

B(y) = /OT /Rd o(t, x)B(dt, dz).

Remark 3.11. Similarly to subsection E, the transfer operator K3, can be used to explore the
relationship between B(y) and another stochastic integral. Using Lemma @, we define

M(¢) := B((K#p)~'(0)), ¢ €P. (34)
Note that
E(M(¢)M(n)) = ((Kxp) ™ (), (Kip) " ())mp = (¢, 0)P,

ie. M ={M(¢); ¢ € P} is a Gaussian noise which is white in time and has spatial covariance function
f. This noise has been considered by Dalang in [E] We use the following notation:

T
M(¢)/O [ ol 0)M(drdo), G EP.

Note that M (¢) is in fact Dalang’s stochastic integral with respect to the noise M.
Let HM be the Gaussian space of M, i.e. the closed linear span of {M(¢);¢ € P} in La(Q).
By @), it follows that H™ = H®B. The following diagram summarizes these facts:
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K*
HP
HP—— P

B(p) = M(Kﬂp@), Vo € HP, i.e.

fOT f]Rd o(t, z)B(dt, dx) fo f]Rd K3 po)(t,x)M(dt,dx), Vo€ HP.

HB — H]\/I
In particular, B(t,A) = fot J4 Kn(t,s)M(ds,dy). This relationship will not be used in the present
article.

3.3. The solution of the Stochastic Heat Equation. We consider the stochastic heat equation
driven by the noise B, written formally as:
—Au=DB, in(0,T)xR%  u0,)=0. (35)

As in subsection P.3, we let G(t,z) be given by formula (L), and g (s,y) = G(t — s,z — y). The next
theorem is the fundamental result leading to the necessary and sufficient condition for the existence of
a process-solution and a distribution-solution of (Bg).

To state the theorem we need to introduce the following notations:

laa8) = [ [ el fly = g2 s
Jr(u,v,y,2) = / / Glu,y —2)f(x — 2" )G(v, z — 2')dx dx’.
Re JRY

Theorem 3.12. Suppose that the spatial covariance function f satisfies:

Ap(2t —s— r)_(d_o‘f)/2 <Ijuz(r,s) < Bpt—r— s)_(d_o‘f)/2, (36)
Vr € [0,],Vs € [0,t],Vt € [0,T], Vo € R?
Jr(u,v,y,2) < Crlu+ U)f(df’lf)/Q, (37)

Yu € [0,T),Yv € [0,T],Vy € R% Vz € R?
for some constants Ay, By, Cy > 0 and oy < d. If
d—ay

H > , (38)

then: (a) gie € |HP| for every (t,x) € [0,T] x R%; (b) n* G € HP for every n € D((0,T) x R%).

Moreover,

gtz || 2P < 00 V(t,x) € [0,T] x R? if and only if (BY) holds. (39)

Proof: (a) We will apply Theorem @ to the function g;,. As we noted in the proof of Theorem @
Gtz (-,y) € La2(0,T) for every y € RY, and the map (7,y) — Fo i (T,y) is measurable. We calculate

gtallFep = O‘HCH/ /d ) Forga (1, 2) f(x — y)Fo rgex (1, y) 7|~ A=V dydzdr.
R Jre JR
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For this, we write

T T
lowalBer = acu [ 1200 [ f ( / e”ws,mds) fly—2) ( / e”’“gw,y)dr) dydzds
R Re Jra \ Jo 0
t ot
chH/|T|_(2H_1)/ / e T o (ry s)dr ds dr
R 0 Jo
t ot
= aH/ / |s — 27215 1 (7, 8)dr ds, (40)
0 Jo

where we used Lemma @ (Appendix) for the last equality and the definition of Iy ;;(r, s). Using (),
we see that

IN

||gtz||%-l73

t ot
aHBf/ / |s—7“|2H_2(2t—r—s)_(d_af)/erds
o Jo

t ot
aHAf/ / |s — 2722t — r — )~ (@22 s,
o Jo

Relation (BY) follows, since the integral above is finite if and only if 2H > (d — ay)/2. In this case, we
have ||gtz||\H'P| = Hgth'HP < (SiDCe Gtz = O)a and hence Jta € |HP|

Y

||9tx||$ﬂ>

(b) We will apply Theorem @ to the function ¢ = 5 * G. By Lemma E ) € Lo(0,T)
for every x € R?. We now calculate

Il = anen | [ | Furotralfe —pForetralrChVds'dedr

By ), we get

T T ) T—s T—r
ol = OéHCH/ |T|7(2H71)/ / ef”(sf’”)/ / / / n(u+ s, y)n(v +r,2)
rd Jra Jo 0

Jr(u,v,y, z)dvdudz dy dr ds dr

= aH/ / — 2 /Rd /Rd /OTS /OTTU(U+871/)77(U+7’,Z)

Jr(u,v,y, z)dv dudz dy dr ds,

where we used Lemma @ (Appendix A) for the last equality and the definition of Jy(u,v,y, z).
Using (B7) and the fact that n € D((0,T) x R?) (and thus is bounded by a constant and its
support is compact), we conclude that

T T T—s T—r
lolw < anCy / / s — p[2H-2 / / / / In(u + 5, 9o + 7, 2)|
0 0 Re JRE JO 0

(u~+v)~ 422 dy dz dv du dr ds

T T T—s pT—r
< ozHC’fDn/ / |S*T|2H72/ / (u+ v) == 2dy du dr ds.
o Jo 0 0

As in the proof of Theorem R.7.(b), the last integral is finite if 2H > (d — ay)/2.
[ |

The next theorem identifies identifies the constant oy in the case of some particular covariance functions.

Theorem 3.13. (i) If f = R, with 0 < a < d, then ([B4) and [37) hold with a; = «.
(i) If f = B, with a > 0, then (34) and ([B73) hold with ay = 0.



STOCHASTIC HEAT EQUATION WITH A FRACTIONAL-COLORED NOISE 21

(iii) If f = G4 with a > 0, then and (137) hold with ay = 0.

() If f = P, with a > 0, then (34) and ) hold with ay = —1

Remark 3.14. a) If f = R, condition (Bg) becomes H > max{(d— a)/4,1/2}, which does not impose
any restrictions on d. For any d > 1 arbitrary, it suffices to choose « such that max{d—4H,0} < o < d.
b) If f = B, or f = G4, condition (Bg) becomes H > max{d/4,1/2}, which forces d < 4.

¢) If f = P,, condition (BJ) becomes H > max{(d + 1)/4,1/2}, which forces d < 3.

Proof:  We begin by examining condition @) To simplify the notation, we will omit the index tz in
the writing of I¢ ;. Using the definitions of Iy and G, we obtain

1 Jz—y)2  Jz—z)2
I _ _ At—s) ~ 4t-m dyd
£(r:9) 471' [(t — s)(t —7r)]4/2 /Rd R UCE vas
= \/2 t—r)z =3 %dy/dz'
= \/Qt—sY—\/Q t—r)Z)] = B[f(U)]. (41)

Here we used the change of variables © — y = /2(t — s)y’,z — z = /2(t — )2z’ and we denoted by
Y,Z2)=M,...Yy,Z1,...,Z4) a random vector with independent N(0,1) components, and

U=+2(t-s)Y —2(t—1)Z.

Note that U; = 1/2(t — s)Y; — \/2(t — 1) Z;,i = 1,...,d are i.i.d. N(0,2(2t — s —r)) random variables.
Then V; = U;/\/2(2t — s —r),i=1,...,d are i.i.d. N(0,1) random variables and

U2 = ZU27221§*577~ ZV272(2t757T)Wd, (42)

=1 =1

where Wy is a x2 random variable.
We are now treating separately the four cases:

(i) In the case of the Riesz kernel, f(z) = Ru(2) = Ya.alz| (¥ and 0 < a < d. Using (f))
and (f2), the integral I;(r,s) becomes

In,(r,s) = YaaB|U[7U7 =7, 4202t — s — 1)] 7= 2 B[, |~ (47e/2)
= Cpa(2t —s—r)"(d=)/2, (43)

where Cy g = Ya,a2~@=*/2E|W,|~(@=)/2_ This proves that condition () is satisfied with a; = a.

(i) In the case of the Bessel kernel, f(z) = Ba(z) = 7, [y w(e=d/2=1g=we=lzl*/4w gy, and
a > 0. Using ([t]) and (&), the integral If(r,s) becomes

Ig, (r,s) = 7;/ w*(“*d)/Q*le*wE[e*\U|2/(4w)]dw
0

o 2 _ _
_— / w(a=d)/2=1—w {exp (_um)] duw
0 2'LU

= 7;/ wle—d/2=1g—w (1+L_T—S>_ dw
0 w
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where we used the fact that Ele="4] = (1 4 2¢)~%2 for any ¢ > 0. Note that

o d/2 o d/2 o d/2
<2t r s> §<1+2t r s) <, 1+<2t r s> ]
w
/2

w w
—d/2
1 w 26—r—s
(9 )2 at—r—=- d/2(91 o .\—d/2
2Cd(zt r—s) /SC’dwd/2+(2tsr)d/2§(1+ ” ) <w?(2t—s—r) (44)

where for the first inequality we used the fact that a/(a + z) > 1/(2x) if x is small enough and a > 0.
We conclude that

where C; = 24/2-1_ Hence

Ig (r,s) < 'y(/l/ w @D/ 2= emwyy /2 (9 )20 < 4/ T (%) (2t — 1 — 5) "2
0
!/

/ 1 1
Ig (r,s) > o / w @ D/2= e w (9 g — §) T2y > % (/ wo‘/Qlewdw) (2t —r — 5)" Y2,
0 0

T 20y d
i.e. condition (B is satisfied with ay = 0.

(iii) In the case of the heat kernel, f(x) = Gu(z) = Vg,de_‘mﬁ/(‘lo‘) and o > 0. Using (1)) and
(F2), the integral I;(r, s) becomes:

—d/2
2 2t — s — o% —p —
T (18) =Bl = o (2w | =t (10 20 )

Using (fi4), we obtain that

1
’;Lcld(% —r— s)fd/Q <lIg,(r,s) < ’ygydozd/Q(Qt —r— s)fd/Q,
d

i.e. condition (B§) is satisfied with a; = 0.

(iv) In the case of the Poisson kernel, f(x) = Po(z) = v 4(|2|* +a?)7(@+D/2 and a > 0. Using
(1) and (), the integral I;(r, s) becomes:

Ipa (7’, S) = ’yg:dE |:(|U|2 + a?)*(d+1)/2:| — ,_yg:dE ‘2(2t o S>Wd + ag‘—(d+1)/2 .

Using the fact that
Ag[(2t — 7 — §)Wa] = @TD/2 <[22t — 1 — )Wy + o?] 7 HD/2 < By[(2t — 1 — 5)Wy)~(4F1/2
for some constants Ay, Bg > 0, we conclude that
AgE|Wy|~@HD/2(9¢ — p — )= @FD/2 < [ (1, 5) < BaE|Wy|~@+D/2(2¢ — p — 5)=(d+D/2]
i.e. condition (Bf)) is satisfied with ay = —1.

We continue by examining condition @ ). Using the definitions of J; and G, we obtain that

_ 1 , _\m;y@_\m’;z@ ,
Jr(u,v,y,2) = W/Rd/mf(x—x)e dadx

_lal®?

- (2%)‘1 /]Rd /Rd fly =2+ V2(Vua + Vud))e™ = #dada’
= Blfly— =+ VAWaY +vo2))] = Elf(y = + D)), (5)
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Here we used the change of variables * — y = v2ua and 2’ — z = v/2vad’, we denoted by (Y, Z) =
(Y1,...Yy,Z41, ..., Z4) a random vector with independent N(0,1) components, and

=V2uY —V2vZ.

Note that U; = vV2uY; — V2vZ;,i = 1,...,d are i.i.d. N(0,2(u + v)) random variables. Then V; =
Ui/\/2u+wv),i=1,...,d are i.i.d N(0,1) random variables and

d d d
i=1

=1 =1

where u; = (y; — 2i)/v/2(u+v) and T; = p; + V; is N(p;, 1)-distributed. It is known that (see e.g. p.
132, [fl)

d
ST War + 5%, (47)

where W,_; and S are independent random variables with distributions x%_;, respectively N (y/ Zle p2,1).
We are now treating separately the four cases:

() In the case of the Riesz kernel, f(z) = vq.4|z|~(@~*). Using (i5), (£§), and ([#7), the integral
J¢(u,v,y,z) becomes:

d —(d—a)/2

2.7

i=1

TRro (u,0,9,2) = YaaEly — 2+ U[7 =90 4[2(u + v)] " 2E

’Ya,d[Q(U + U)]—(d—a)/QE ‘Wd—l + SQ‘*(dfa)/Q
< Dga(u+0v)~ 47972,

where D, g = 7a,d2’(d*“)/2E|Wd_1|*(d’°‘)/2, i.e. condition (@) is satisfied with a; = a.

(ii) In the case of the Bessel kernel, f(z) = Ba(z) = 7, [y w(e=d)/2=1e=we=lel*/4w gy, and
a > 0. Using (5), (k6), and (i7), the integral I;(r, s) becomes

JBa (U,v,y,z) = 'Y;/ ’w(aid)/27167“’E[e*‘y*Z+U\2/(4w)]dw
0

o d
_ (a—d)/2-1,~w IR b
Va/o w € €xp ( 2’11] Z g

i=1

'7;/ w(a—d)/Q—le—wE {eXp [_U—H(Wd_l + 52):| } dw
0 2w

E[e—c(Wd71+S2)] < (1 + 20)7d/2 , Ve > 0. (48)
This follows by the independence of Wy_; and S, the fact that E(eiCWdfl) =1+ 2c)*(d71)/27 and

d 2

2 1 1 ki 2+2

E(ecs)\/1+2_6XP{21_21%'1122}3(1+2C)1/27 Ve>0
&

dw

Note that
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(recall that S has N(y/3%, 4i2,1) distribution). Therefore

o —d/2
Jp, (u,v,y,2) < 7(’1/ w2 1gmw (1 + 2 i U) dvdu
0

w

= 7&/ w? e (w 4 u + v) "V 2 dw
0

< val(e/2)(u+v)™"2,
i.e. condition (B7) is satisfied with oy = 0.

(iii) In the case of the heat kernel, f(z) = Go(z) = fy&de"z‘z/(‘lo‘) and a > 0. Using (1), (),
and (fI7), the integral J¢(u,v,y, 2) becomes

— a u+v
Jolo,2) = LBl = b foxp |1 2w 4 57)] |

IN

w92
Yord (1 + o ) < Vg,dad/2(u +v) T2
where we used () for the first inequality. This proves that condition (B7) is satisfied with « r=0.

(iv) In the case of the Poisson kernel, f(z) = Pa(z) = 7/ 4(|2]* + « 2)=(d+1)/2 and a > 0. Using
(1), (6), and (E7), the integral J¢(u, v,y, z) becomes

J —(d+1)/2
Tea(u0,9,2) = VUGB [(ly =2+ U +a®) @02 =31 B2 +v) Y T2 + o
i=1
= VLB 2+ ) Wams + 8%+~ <l [2(u 4 o) D 2B |2,
i.e. condition (B7) is satisfied with oy = —1. |

Under the conditions of Theorem B.19), B(g:,) and B(n * G) are well-defined for every (t,x),
respectively for every n € D((0,7) x RY), and we can introduce the following definition:

Definition 3.15. a) The process {u(t,z);t € [0,T],z € R¢} defined by

uta) = Bla) = [ [ Gl 5.0 =) Blas. ) (49)

is called the process solution of the stochastic heat equation (@) with vanishing initial conditions.
b) The process {u(n);n € D((0,T) x R%)} defined by

u(y) = By« G) = //}R</ /R t+sx+y)G(sy)dyds) B(dt, dx)

is called the distribution-valued solution of the stochastic heat equation (@), with vanishing initial
conditions.

Lemma 3.16. The process {u(t,z);t € [0,T],z € R} is L?(Q)-continuous.

Proof: The proof is identical to the proof of Lemma , based on the continuity of the function
G(t,z) with respect to each of its arguments, and the fact that | g:||n» < oo, which is a consequence

of Theorem B.19.(a). |
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The next theorem can be viewed as a counterpart of the result obtained by Maslowski and
Nualart (see Example 3.5, [E] inthecasem=1,L1 =A, f=0,®=1).

Theorem 3.17. Suppose that the spatial covariance function f satisfies @) and (57). Let {u(n);n €
D((0,T) x R4} be the distribution-valued solution of the stochastic heat equation ([33).

In order that there exists a jointly measurable and locally mean-square bounded process X =
{X(t,x);t € [0,T],2 € R} such that

u(n) = /0 y X(t,z)n(t,x)dzdt Vn e D((0,T)xRY) a.s.

it is mecessary and sufficient that (@) holds. In this case, X 1is a modification of the process u =
{u(t,z);t € [0,T],z € R} defined by (49).

Proof: The proof is omitted since it is identical to the proof of Theorem , using || - || instead of
| - I, and relation (BY) instead of ([L3). -

APPENDIX A. AN AUXILIARY LEMMA

The following result is the analogue of Lemma 1, p.116, @], for functions on bounded domains.
It plays a crucial role in the present paper. For our purposes, it is stated only for d = 1, but it can be
easily generalized to d > 2.

Lemma A.1. Let 0 < a <1 be arbitrary. (a) For every ¢ € La(a,b), we have
/b 117 (t)dt = ga /R 7|7 Fapep(T)dr
where qo = (2'7271/2) 710 (a/2) /T ((1 — @)/2). (b) For every ¢, € Ly(a,b), we have
/b /b o(u)|u —v|~ A=Y (v)dvdu = qq /]R 7|~ Fapipo(T) Faptb(T)dr

Remark A.2. Note that ¢, = 1/74,1 Where v, 4 is the constant defined in Example Ell

Proof: (a) We use the fact that
/ e~ item oI g — 571/267”‘2/(47‘—6), Vo > 0. (50)
R

Using the definition of F, 5, Fubini’s theorem and (5(), we have

b b
[ Eanptriar = [ ([ e mitar ) eyt = 577 [ e sy
R a R a

Multiply by 6%/2~! and integrate with respect to ¢ > 0. Using Fubini’s theorem, we get

oo b oo
/ </ 50‘/216“572(15) Fapp(T)dr = / (/ 5(10‘)/21e”|t2/(4”5)d5> (t)dt.
R 0 a 0

Using the change of variable 1/§ = u for the inner integral on the right hand side, and the definition of
the Gamma function for evaluating both inner integrals, we get the conclusion.
(b) Note that for every u € [a, b],

b u—a ~
/ fu — o]~ (=) (0)do = / o]~ = ®ap( — w)dw = g / 7|~ Fapua () ()i,
a u—>b R
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where we used the result in (a) for the last equality. Now,

Fubu—a(u) (1) = / e Thh(u —v)dv = / e_”(“_w)z/}(w)dw =e T Fo (7).

u—>b a

u—a

Using Fubini’s theorem

/a " o) / " = o0 ) dvdu = g, / " o) / 72 ey yp () drdu =
e / ( / bso(u)e-wu> 7|~ Ty BT / 710 Fa o (1) Fag B () dr

ApPENDIX B. Proor or (B2)
Let 0, (t,2) = A (t — to)tn(z — o) := an(t)Bn(z). Then

Forln+G)(rz) = / (/ [ antt = )te -~ )56, y)dyds)dt

T
y Bn(xz — )/_oo ~TSG(s,y) </0 e g, (t — s)dt) ds dy.

Since supp «;, C (to,to + T/n), we obtain that

T T-s FiotorT/m0n (1) if —s <t
/ e_“'(t_s)an(t — S)dt = / e_ZTuan(u)du = ‘F—s,to-i-T/nan(T) iftg < —s <tog+ T/TL
0 - 0 if —s >ty +T/n

and hence
0

Forln ) (r2) = Foysrpucn(r) [ Sala—p) [ Gls.y)asdy+

_tU

_tU ) .
/d Bn(x — y)/ ) e TG (8, Y) F s to+1/n0n (T)dsdy := Ay (T, 2) + Bp(T, ).
R T/n

Note that lim,, By, (7, z) = 0. Whereas for A, (7, x), we have
to+T/n ) ) T/n )
Fiorto+T/n0n(T) = / eI (t — to)dt = e / e N (u)du
to 0
= e O Fy pA(1/n) — e asn — oo

and

0 o ~
/ Bz —y) / e "TG(s,y)dsdy = / Yn(x —y — x0) F—ty,0G(7,y)dy
R to R4

= / Z/Jn(z - SC())]'—ftOyoé(T, xr — z)dz
Rd

- F_ty0G(1,x —x0), asn — oo
by Lebesgue differentiation theorem (see Exercise 2, Chapter 7, [[Lg]). Therefore
lim A, (1,2) = e T F ;. oG(T, 1 — 20) = ForGrew (T, ).
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ApPENDIX C. A RESULT ABOUT THE SPACE P(R?)

The next result is embedded in Theorem 3, [E] We have used this result in the proof of Lemma
@. We include its proof for the sake of completeness.

Lemma C.1. If ¢ € S(R?) and [ |Fap(&)|?pu(dé) < oo, then ¢ € P(RY).

Proof: Let n € D(R?) be such that 7 > 0 and [, n(z)dz = 1. Define n,(z) = n’n(nz) and ¢, =
© * 1, € S(RY). We have ¢, € [P(R?)| C P(R?), since
[ [ et = plontoldyds = [ 1Yol a1z < o,
Rd JRa R4
by Leibnitz’s formula (see p. 13, [f]). Note that

len — el pgay = /Rd |Foon (&) — Fap()*p(d€) = /Rd [Fomn (&) — 11| Fap(€)*u(d€) — 0,

where we used the dominated convergence theorem, and the fact that Fan(§) = Fan(é/n) — 1 and
|[Fan(§)| < 1 for all n. The conclusion follows.
|
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