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SUPERCONDUCTIVITY IN DOMAINS WITH CORNERS

V. BONNAILLIE-NOËL AND S. FOURNAIS

Abstract. We study the two-dimensional Ginzburg-Landau functional in a

domain with corners for exterior magnetic field strengths near the critical field

where the transition from the superconducting to the normal state occurs. We

discuss and clarify the definition of this field and obtain a complete asymptotic

expansion for it in the large κ regime. Furthermore, we discuss nucleation of

superconductivity at the boundary.
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1. Introduction

It is a well-known phenomenon that superconductors of Type II lose their su-
perconducting properties when submitted to sufficiently strong external fields. The
value of the external field where this transition takes place is usually called HC3

,
and is calculated as a function of a material-dependent parameter κ. The calcu-
lation of this critical field, HC3

, for large values of κ has been the focus of much
activity [BeSt], [LuPa1, LuPa2, LuPa3], [PiFeSt], [HeMo2] and [HePa]. In the re-
cent works [FoHe3, FoHe4] the definition of HC3

in the case of samples of smooth
cross section was clarified and it was realized that the critical field is determined
completely by a linear eigenvalue problem. The linear spectral problem has been
studied in depth in the case of corners in [Bon1, Bon2, BonDa]. The objective of
the present paper is to use the spectral information from [BonDa] to carry through
an analysis similar to the one in [FoHe3] in the case of corners. Thereby we will
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2 V. BONNAILLIE-NOËL AND S. FOURNAIS

in particular obtain: 1) A complete asymptotics of HC3
for large values of κ in

terms of linear spectral data, 2) Precise estimates on the location of nucleation of
superconductivity for magnetic field strengths just below the critical field.
The case of corners of angle π/2 has been studied in [Jad, Pan3]. Our results are
more precise—even for those angles—and we study more general domains.

We will work in the Ginzburg-Landau model. Let Ω ⊂ R
2 be a bounded simply

connected domain with Lipschitz boundary. The Ginzburg-Landau functional is
given by

E [ψ,A] = Eκ,H [ψ,A] =

∫

Ω

{

|pκHAψ|2 − κ2|ψ|2 +
κ2

2
|ψ|4

}

dx

+ κ2H2

∫

R2

|curlA − 1|2 dx , (1.1)

with ψ ∈ W 1,2(Ω; C), A in the space Ḣ1
F,div that we will define below, and where

pA = (−i∇− A). Notice that the second integral in (1.1) is over the entire space,
R

2, whereas the first integral is only over the domain Ω.
Formally the functional is gauge invariant. In order to fix the gauge, we will

impose that vector fields A have vanishing divergence. Therefore, a good choice
for the variational space for A is

Ḣ1
F,div = F + Ḣ1

div , (1.2)

where

Ḣ1
div = {A ∈ Ḣ1(R2,R2)

∣

∣ div A = 0} .
Furthermore F is the vector potential giving constant magnetic field

F(x1, x2) = 1
2 (−x2, x1), (1.3)

and we use the notation Ḣ1(R2) for the homogeneous Sobolev spaces, i.e. the
closure of C∞

0 (R2) under the norm

f 7→ ‖f‖Ḣ1 = ‖∇f‖L2 .

Any square integrable magnetic field B(x) can be represented by a vector field

A ∈ Ḣ1
div .

Minimizers, (ψ,A) ∈ W 1,2(Ω) × Ḣ1
F,div , of the functional E have to satisfy the

Euler-Lagrange equations:

p2
κHA

ψ = κ2(1 − |ψ|2)ψ in Ω , (1.4a)

curl 2A =
{

− i
2κH (ψ∇ψ − ψ∇ψ) − |ψ|2A

}

1Ω(x) in R
2 , (1.4b)

(pκHAψ) · ν = 0 on ∂Ω . (1.4c)

It is standard to prove that for all κ,H > 0, the functional Eκ,H has a minimizer.
An important result by Giorgi and Phillips, [GiPh], states that for κ fixed and H
sufficiently large (depending on κ), the unique solution of (1.4) (up to change of
gauge) is the pair (ψ,A) = (0,F). Since ψ is a measure of the superconducting
properties of the state of the material and A is the corresponding configuration
of the magnetic vector potential, the result of Giorgi and Phillips reflects the ex-
perimental fact that superconductivity is destroyed in a strong external magnetic
field.



SUPERCONDUCTIVITY IN DOMAINS WITH CORNERS 3

We define the lower critical field HC3
as the value of H where this transition

takes place:

HC3
(κ) = inf{H > 0 : (0,F) is a minimizer of Eκ,H} . (1.5)

However, it is far from obvious from the functional that the transition takes place
at a unique value of H—there could be a series of transitions back and forth before
the material settles definitely for the normal state, (0,F). Therefore, we introduce
a corresponding upper critical field

HC3
(κ) = inf{H > 0 : (0,F) is the unique minimizer of Eκ,H′ for all H ′ > H} .

(1.6)

Part of our first result, Theorem 1.4 below, is that the above definitions coincide
for large κ.

Let us introduce some spectral problems. For B ≥ 0 and a (sufficiently regular)
domain Ω ⊂ R

2, we can define a quadratic form

Q[u] = QΩ,B [u] =

∫

Ω

|(−i∇−BF)u|2 dx, (1.7)

with form domain {u ∈ L2(Ω)
∣

∣ (−i∇− BF)u ∈ L2(Ω)}. The self-adjoint operator
associated to this closed quadratic form will be denoted by H(B) = HΩ(B). No-
tice that since the form domain is maximal, the operator HΩ(B) will correspond
to Neumann boundary conditions. We will denote the n’th eigenvalue of H(B)
(counted with multiplicity) by λn(B) = λn,Ω(B), in particular,

λ1(B) = λ1,Ω(B) := inf SpecHΩ(B).

The case where Ω is an angular sector in the plane will provide important special
models for us. Define, for 0 < α ≤ 2π,

Γα := {z = r(cos θ, sin θ) ∈ R
2
∣

∣ r ∈ (0,∞), |θ| < α/2}.
Since this domain is scale invariant one easily proves that

SpecHΓα
(B) = B SpecHΓα

(1).

Therefore, we set B = 1 and define

µ1(α) = λ1,Γα
(B = 1). (1.8)

The special case of α = π, i.e. the half plane, has been studied intensively. In
compliance with standard notation, we therefore also write

Θ0 := µ1(α = π).

It is known that the numerical value of Θ0 is Θ0 = 0.59.....
Remark 1.1.

It is believed—and numerical evidence exists (cf. [AlBo, BDMV] and Figure 1) to
support this claim—that α 7→ µ1(α) is a strictly increasing function on [0, π] and
constant equal to Θ0 on [π, 2π]. If this belief is proved, then the statement of our
Assumption 1.3 below can be made somewhat more elegantly.

We consider Ω a domain whose boundary is a curvilinear polygon in the sense
given by Grisvard, see Definition 1.2.
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Figure 1. µ1(α) vs. α/π for α ∈ [0, 1.25π].

Definition 1.2 (cf. [Gr, p.34–42]).
Let Ω be a bounded open subset of R

2. We say that the boundary Γ is a (smooth)
curvilinear polygon, if for every x ∈ Γ there exists a neighborhood V of x in R

2 and
a mapping ψ from V in R

2 such that

(1) ψ is injective,
(2) ψ together with ψ−1 (defined on ψ(V )) belongs to the class C∞,
(3) Ω ∩ V is either {y ∈ Ω |ψ2(y) < 0}, {y ∈ Ω |ψ1(y) < 0 and ψ2(y) < 0}, or

{y ∈ Ω |ψ1(y) < 0 or ψ2(y) < 0}, where ψj denotes the components of ψ.

From now on, we consider a bounded open subset Ω ⊂ R
2, whose boundary is a

curvilinear polygon of class C∞. The boundary of such a domain will be a piecewise
smooth curve Γ. We denote the (minimal family of) smooth curves which make
up the boundary by Γj for j = 1, . . . , N . The curve Γj+1 follows Γj according to
a positive orientation, on each connected component of Γ. We denote by sj the

vertex which is the end point of Γj . We define a vector field νj on a neighborhood

of Ω, which is the unit normal a.e. on Γj .
We will work under the following assumption on the domain.

Assumption 1.3.

The domain Ω has curvilinear polygon boundary and denote the set of vertices by
Σ. We suppose that N := |Σ| 6= 0. We denote by αs the angle at the vortex s

(measured towards the interior). We suppose that µ1(αs) < Θ0 for all s ∈ Σ, and
define Λ1 := mins∈Σ µ1(αs). We also assume that αs ∈ (0, π) for all s ∈ Σ.

Under this assumption we resolve the ambiguity of definition of HC3
(κ) and

derive a complete asymptotics in terms of spectral data.

Theorem 1.4.

Suppose that Ω is a bounded, simply-connected domain satisfying Assumption 1.3.
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Then there exists κ0 > 0 such that if κ ≥ κ0 then the equation

λ1,Ω(κH) = κ2,

has a unique solution H = H lin
C3

(κ). Furthermore, if κ0 is chosen sufficiently large,
then for κ ≥ κ0, the critical fields defined in (1.5), (1.6) coincide and satisfy

HC3
(κ) = HC3

(κ) = H lin
C3

(κ). (1.9)

Finally, the critical field has a complete asymptotic expansion in powers of κ−1:
There exists {ηj}∞j=1 ⊂ R such that

HC3
(κ) =

κ

Λ1

(

1 +

∞
∑

j=1

ηjκ
−j
)

, for κ→ ∞, (1.10)

in the sense of asymptotic series.
Remark 1.5.

The result analogous to Theorem 1.4 for smooth domains (i.e. for Σ = ∅) has been
established in [FoHe3, FoHe4]. Notice however that the form of the asymptotics
(1.10) depends on the existence of a vortex and is more complicated in the case of
smooth domains.

Once Theorem 1.4 is established it makes sense, for large values of κ, to talk of
the critical field that we will denote by HC3

(κ) (= HC3
(κ) = HC3

(κ)).
In the case of regular domains (without corners) one has the asymptotics (see

[LuPa1], [PiFeSt], [HeMo2] and [HePa]),

HC3
(κ) =

κ

Θ0
+ O(1),

where the leading correction depends on the maximal curvature of the boundary.
We observe that the corners—which can be seen as points where the curvature is
infinite—change the leading order term of HC3

(κ). Thus there is a large parameter
regime of magnetic field strengths, κ/Θ0 ≪ H ≤ HC3

(κ), where superconductivity
in the sample must be dominated by the corners. Our next two results make this
statement precise. First we prove Agmon type estimates, for the minimizers of the
non-linear Ginzburg-Landau functional, which describe how superconductivity can
nucleate successively in the corners, ordered according to their spectral parameter
µ1(αs).

Theorem 1.6.

Suppose that Ω satisfies Assumption 1.3, let µ > 0 satisfy mins∈Σ µ1(αs) < µ < Θ0

and define

Σ′ := {s ∈ Σ
∣

∣µ1(αs) ≤ µ}.
There exist constants κ0,M,C, ǫ > 0 such that if

κ ≥ κ0,
H

κ
≥ µ−1,

and (ψ,A) is a minimizer of Eκ,H , then
∫

Ω

eǫ
√
κHdist(x,Σ′)

(

|ψ(x)|2 +
1

κH
|pκHAψ(x)|2

)

dx

≤ C

∫

{x:
√
κHdist(x,Σ′)≤M}

|ψ(x)|2 dx.
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Finally we discuss leading order energy asymptotics in the parameter regime
dominated by the corners, i.e. κ/Θ0 ≪ H ≤ HC3

(κ). The result below, Theo-
rem 1.7, can be seen as a partial converse to Theorem 1.6 in that all corners which
are spectrally permitted will contribute to the leading order of the ground state
energy.

One can imagine an interaction between corners with the same spectral param-
eter, i.e. with the same angle α. This would be a tunnelling type effect and has
much lower order. We refrain from a detailed study of such an interaction, since
that would be far out of the scope of the present paper.

The ground state energy will be given to leading order by decoupled model
problems in angular sectors. It may be slightly surprising to notice that these
model problems remain non-linear.

Let α ∈ (0, π) be such that µ1(α) < Θ0. (Remember that it follows from [Bon2]
that µ1(α) < Θ0 for α ∈ (0, π2 ] and that numerical evidence suggests this to be the
case in the entire interval α ∈ (0, π).)

Define, for µ1, µ2 > 0, the following functional Jαµ1,µ2
,

Jαµ1,µ2
[ψ] =

∫

Γα

{

|(−i∇− F)ψ|2 − µ1|ψ|2 +
µ2

2
|ψ|4

}

dx, (1.11)

with domain {ψ ∈ L2(Γα) | (−i∇− F)ψ ∈ L2(Γα)}. Define also the corresponding
ground state energy

Eαµ1,µ2
:= inf Jαµ1,µ2

[ψ].

The main result on the ground state energy of the Ginzburg-Landau functional in
the parameter regime dominated by the corners is the following.

Theorem 1.7.

Suppose κ
H(κ) → µ ∈ R+ as κ→ ∞, where µ < Θ0. Let (ψ,A) = (ψ,A)κ,H(κ) be a

minimizer of Eκ,H(κ).
Then

Eκ,H(κ)[ψ,A] →
∑

s∈Σ

Eαs

µ,µ, (1.12)

as κ→ ∞.
Remark 1.8.

Proposition 6.1 below states that Eαs

µ,µ = 0 unless µ1(αs) < µ, so only corners
satisfying this spectral condition contribute to the ground state energy in agreement
with the localization estimate from Theorem 1.6.

2. Spectral analysis of the linear problem

2.1. Monotonicity of λ1(B).
In this subsection we will prove that B 7→ λ1(B) is increasing for large B. Thereby
we will have proved the first statement of Theorem 1.4 (see Propositions 2.3 and
2.4 below). Furthermore, Lemma 2.5 establishes the form of the asymptotics of
H lin
C3

(κ).
In [BonDa] the asymptotics of λ1(B) was effectively calculated to any order. Let

us recall their results.

Definition 2.1.

Let Ω be a bounded curvilinear polygon. We denote by
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• Λn the n-th eigenvalue of the model operator ⊕s∈ΣQ
αs where Qαs is the

magnetic Neumann Laplacian (−i∇−F)2 on the infinite angular sector of
opening αs. In particular, Λ1 = mins∈Σ µ1(αs),

• KΩ the largest integer K such that ΛK < Θ0,
• µ(n)(h) the n-th smallest eigenvalue of the magnetic Neumann Laplacian

(−ih∇− F)2 on Ω.

Theorem 2.2 ([BonDa] Theorem 7.1).
Let n ≤ KΩ. There exists h0 > 0 and (mj)j≥1 such that for any N > 0 and h ≤ h0,

µ(n)(h) = hΛn + h
N
∑

j=1

mjh
j/2 + O(h

N+1

2 ).

Furthermore, if Ω is a bounded convex polygon (i.e. has straight edges), then for
any n ≤ KΩ, there exists rn > 0 and for any ε > 0, Cε > 0 such that

∣

∣

∣
µ(n)(h) − hΛn

∣

∣

∣
≤ Cε exp

(

− 1√
h

(rn
√

Θ0 − Λn − ε)

)

.

Recall the notation H(B), λn(B) introduced after (1.7). By a simple scaling, we
get

λn(B) = B2µ(n)(B−1), ∀n. (2.1)

Let us make more precise the behavior of λ1(B) as B is large. For this, we define
the left and right derivatives of λ1(B):

λ′1,±(B) := lim
ε→0±

λ1(B + ε) − λ1(B)

ε
. (2.2)

Proposition 2.3.

The limits of λ′1,+(B) and λ′1,−(B) as B → +∞ exist, are equal and we have

lim
B→+∞

λ′1,+(B) = lim
B→+∞

λ′1,−(B) = Λ1.

Therefore, B 7→ λ1(B) is strictly increasing for large B.
Proof.
This proof is similar to that of [FoHe3].
Let B ≥ 0 and let n be the degeneracy of λ1(B). There exist ε > 0, 2n analytic
functions φj and Ej , j = 1, . . . , n defined from (B− ε,B+ ε) into H2(Ω) \ {0} and
R respectively, such that

H(β)φj(β) = Ej(β)φj(β), Ej(B) = λ1(B),

and such that {φj(B)} are linearly independent. If ε is small enough, there exist
j+ and j− in {1, . . . , n} such that

for β ∈ (B,B + ε), Ej,+(β) = min
j∈{1,...,n}

Ej(β),

for β ∈ (B − ε,B), Ej,−(β) = min
j∈{1,...,n}

Ej(β).

By first order perturbation theory, the derivatives λ′1,±(B) can be rewritten

λ′1,±(B) = −2ℜ〈φj±(B),F · (−i∇−BF)φj±(B)〉.
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We deduce, for ε > 0,

λ′1,+(B) =
1

ε
〈φj+(B), (H(B + ε) −H(B) − ε2F2)φj+(B)〉

≥ λ1(B + ε) − λ1(B)

ε
− ε‖F‖2

L∞(Ω).

Using Theorem 2.2, we deduce that

λ′1,+(B) ≥ Λ1 +m1

√
B + ε−

√
B

ε
+ ε−1O(B−1/2) − ε‖F‖2

L∞(Ω).

Thus,

lim inf
B→∞

λ′1,+(B) ≥ Λ1 − ε‖F‖2
L∞(Ω).

Since ε is arbitrary, we have

lim inf
B→∞

λ′1,+(B) ≥ Λ1.

Taking ε < 0, we obtain by a similar argument,

lim inf
B→∞

λ′1,−(B) ≤ Λ1.

The two last inequalities and the relation λ′1,+(B) ≤ λ′1,−(B) achieve the proof. �

We are now able to prove the following proposition.

Proposition 2.4.

The equation in H

λ1(κH) = κ2

has a unique solution H(κ) for κ large enough.
Proof.
According to Proposition 2.3, there existsB0 > 0 such that λ1 is a strictly increasing
continuous function from [B0,+∞) onto [λ1(B0),+∞). By choosing B0 sufficiently

large, we may assume that λ1(B) < λ1(B0) for all B < B0. Let κ0 =
√

λ1(B0),
then, for any B > B0, the equation

λ1(κH) = κ2

has a unique solution H = λ−1
1 (κ2)/κ with λ−1

1 the inverse function of λ1 defined
on [λ1(B0),+∞). �

Lemma 2.5.

Let H = H lin
C3

(κ) be the solution to the equation

λ1(κH) = κ2

given by Proposition 2.4. Then there exists a real valued sequence (ηj)j≥1 such that

H lin
C3

(κ) =
κ

Λ1

(

1 +
∞
∑

j=1

ηjκ
−j
)

, (2.3)

(in the sense of asymptotic series) with Λ1 = mins∈Σ µ1(αs) introduced in Defini-
tion 2.1.
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Proof.
By Theorem 2.2 and (2.1) there exists a sequence (mk)k≥1 such that, for anyN ∈ N,

λ1(B) = Λ1B +B
N
∑

k=1

mkB
−k/2 + O(B

−N+1

2 ) as B → +∞. (2.4)

We compute with the Ansatz for H(κ) given by (2.3) :

λ1(κH) ∼ Λ1κH + κH
∑

k≥1

mk(κH)−k/2

∼ κ2
(

1 +
∞
∑

j=1

ηjκ
−j)+

∑

k≥1

mk
κ2−k

Λ
1−k/2
1

(

1 +
∞
∑

j=1

ηjκ
−j)1−k/2

= κ2 +
(

η1 +
m1√
Λ1

)

κ+
(

η2 +
m1√
Λ1

η1
2

+m2

)

+ . . .

= κ2 + κ2
∑

j≥1

(ηj + m̃j)κ
−j ,

where the coefficients m̃j only depend on the ηk for k < j. Thus, the form (2.3)
admits a solution in the sense of asymptotic series. It is an easy exercise to prove
that H lin

C3
(κ) is equivalent to this series. �

2.2. Agmon estimates near corners for the linear problem.

If φ ∈ C∞
0 (Ω) (i.e. with support away from ∂Ω) it is a simple calculation to prove

that
∫

Ω

|(−i∇− A)φ|2 dx ≥
∫

Ω

curlA|φ|2 dx. (2.5)

In particular, for A = BF,

QΩ,B [φ] ≥ B‖φ‖2. (2.6)

Using the technique of Agmon estimates ([Ag, Hel]) one can combine the upper and
lower bounds (2.4) and (2.6) to obtain exponential localization near the boundary
for ground state eigenfunctions of H(B). For completeness we give the follow-
ing theorem (without proof—we will give the proof of similar non-linear estimates
below), though we will not need the result here.
Theorem 2.6.

Let ψB be the ground state eigenfunction of H(B). Then there exist constants
ǫ, C,B0 > 0 such that

∫

eǫ
√
Bdist(x,∂Ω)

{

|ψB(x)|2 +B−1|pBFψB(x)|2
}

dx ≤ C‖ψB‖2
2 ,

for all B ≥ B0.

In order to prove exponential localization near the corners for minimizers of Eκ,H
we will need the operator inequality (2.7) below (compare to (2.6)).

Theorem 2.7.

Let δ > 0. Then there exist constants M0, B0 > 0 such that if B ≥ B0 then H(B)
satisfies the operator inequality

H(B) ≥ UB , (2.7)
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where UB is the potential given by

UB(x) :=











(µ1(αs) − δ)B, dist(x, s) ≤M0/
√
B,

(Θ0 − δ)B, dist(x,Σ) > M0/
√
B, dist(x, ∂Ω) ≤M0/

√
B,

(1 − δ)B, dist(x, ∂Ω) > M0/
√
B.

Proof of Theorem 2.7.
Let χ1 ∈ C∞(R) be non-increasing and satisfy χ1(t) = 1 for t ≤ 1, χ1(t) = 0 for
t ≥ 2.

Define, for L,M,B > 0,

χcor
M (x) := χ1(

√
Bdist(x,Σ)/M),

χbd
M (x) :=

√

(1 − χ2
1)
(
√
Bdist(x,Σ)/M

)

× χ1

(
√
BLdist(x, ∂Ω)/(2M)

)

χint
M (x) :=

√

(1 − χ2
1)
(
√
BLdist(x, ∂Ω)/(2M)

)

.

The parameter L will be fixed. It is chosen sufficiently large that suppχbd
M consists

of N (the number of smooth boundary curves) disjoint components (lying along

each smooth boundary piece) when
√
B/M is large.

Using the IMS-formula we can write for any φ ∈ H1(Ω),

QΩ,B [φ] ≥ QΩ,B [χcor
M φ] +QΩ,B [χbd

M φ] +QΩ,B [χint
M φ] − C

B

M2
‖φ‖2, (2.8)

for some constant C > 0 independent of M , B and φ.
We will estimate each term of (2.8) by using successively results for the first

eigenvalue of the Schrödinger operator in a domain with one corner, in a smooth
domain and in the entire plane.

Since χint
M φ has compact support in Ω, we get (see (2.6))

QΩ,B [χint
M φ] = QR2,B [χint

M φ] ≥ B‖χint
M φ‖2. (2.9)

For the corner contribution and boundary contribution, we will use the estimates
in angular sectors and regular domains obtained in [Bon2, HeMo2].
For any corner s ∈ Σ, we define a domain Ωs such that Ω ∩ B(s, ε) = Ωs ∩ B(s, ε)
for ε small enough (ε < dist(s,Σ\{s})) and its boundary is C∞ except in s. Let s−
and s+ be the neighbor vertices of s (if they exist). We define two regular domains
Ω−

s
and Ω+

s
such that there exists ε > 0 with Ω ∩ B(x, ε) = Ω±

s
∩ B(x, ε) for any

x ∈ {y ∈ Γs,s± , ℓ(s, y) ≤ 2/3ℓ(s, s±)} where Γs,s± denotes the piece of the boundary
of Ω which joins the edges s and s± and ℓ(s, s±) is the length of Γs,s± . Figures 2
and 3 give examples of domains Ωs and Ω±

s
.

As soon as B/M2 is large enough, the support of χcor
M is the union of N disjoint

domains localized near each corner s, s ∈ Σ. Consequently, for B ≥ B0, we can
rewrite χcor

M as

χcor
M =

∑

s∈Σ

χcor,s
M with s ∈ suppχcor,s

M , suppχcor,s
M ∩ suppχcor,s′

M = ∅,∀s 6= s
′.

Furthermore, we choose B0 large enough such that for any B ≥ B0,

suppχcor,s
M ∩ Ω ⊂ Ωs, ∀s ∈ Σ.

Using the eigenvalue asymptotics from [Bon2, Prop. 11.4] and [BonDa, Th. 7.1],
we therefore conclude that

QΩ,B [χcor,s
M φ] ≥ (µ1(αs)B − CB1/2)‖χcor,s

M φ‖2. (2.10)
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Figure 2. Definition of Ωs

Figure 3. Definition of Ω+
s

and Ω−
s

By a similar argument, we prove an analogous lower bound for the boundary con-
tribution. Indeed, if B is large enough, the support of χbd

M is the union of N disjoint
(c.f. the choice of L) domains localized near each piece of the smooth boundary
and we rewrite

[χbd
M ]2 =

∑

s∈Σ

([χbd,s,−
M ]2 + [χbd,s,+

M ]2) with suppχbd,s,±
M ⊂ Ω±

s
∩ Ω, ∀s ∈ Σ.

Let s ∈ Σ. From the asymptotics of the ground state energy of HΩ′(B) for smooth
domains Ω′ ([HeMo2, Thm. 11.1]) we get the following lower bound

QΩ,B [χbd,s,±
M φ] = QΩ±

s ,B
[χbd,s,±
M φ]

≥
{

Θ0B − 2M3B
1/2κ±max(s) − C0(Ω

±
s

)B1/3
}

‖χbd,s,±
M φ‖2, (2.11)

where M3 is a universal constant, C0(Ω
±
s

) is a domain-dependent constant and
κ±(s) denotes the maximal curvature of the boundary ∂Ω±

s
. We can bound κmax(s)

by

κmax := max
s∈Σ,±

κ±max(s),
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and similarly for C0(Ω
±
s

). Then, there exists C independent of M and s such that

QΩ,B [χbd,s,±
M φ] ≥ (Θ0B − CB1/2)‖χbd,s,±

M φ‖2. (2.12)

Using again the IMS-formula and (2.12), we can bound

QΩ,B [χbd
M φ] ≥

∑

s∈Σ,±
QΩ,B [χbd,s,±

M φ] − C
B

M2
‖φ‖2

≥ (Θ0B − CB1/2)‖χbd
M φ‖2 − C

B

M2
‖φ‖2. (2.13)

We clearly get the result of Theorem 2.7 by combining (2.8) with (2.9), (2.10) and
(2.13) and choosing M0, B0 sufficiently large. �

Using the lower bound (2.6) combined with the upper bound inherent in (2.4),
one can get the following Agmon type estimate for the linear problem. Again we
only state the result for completeness and without proof, since we will not use
Theorem 2.8 in the remainder of the paper.

Theorem 2.8.

Let ψB be the ground state eigenfunction of H(B). Then there exist constants
ǫ, C,B0 > 0 such that

∫

eǫ
√
Bdist(x,Σ)

{

|ψB(x)|2 +B−1|pBFψB(x)|2
}

dx ≤ C‖ψB‖2
2 ,

for all B ≥ B0.

3. Basic estimates

We will need a number of standard results that we collect here for easy reference.
First of all we have the usual L∞-bound for solutions to the Ginzburg-Landau
equations (1.4),

‖ψ‖∞ ≤ 1. (3.1)

The proof in [DGP] does not depend on regularity of the boundary, in particular,
it is valid for domains with Lipschitz boundary.

The normalization of our functional Eκ,H is such that Eκ,H [0,F] = 0. So any
minimizer (ψ,A) will have non-positive energy. Therefore, the only negative term,
−κ2‖ψ‖2

2, in the functional has to control each of the positive terms. This leads to
the following basic inequalities for minimizers,

‖pκHAψ‖2 ≤ κ‖ψ‖2, (3.2)

H‖curlA − 1‖2 ≤ ‖ψ‖2. (3.3)

Furthermore, using (3.1),

‖ψ‖2
4 ≤ ‖ψ‖2. (3.4)

The following lemma states that in two dimensions it is actually irrelevant whether
we integrate the fields over Ω or over R

2 in the definition of Eκ,H .

Lemma 3.1.

Let Ω be a bounded domain with Lipschitz boundary and let (ψ,A) be a (weak)
solution to (1.4). Then curl (A − F) = 0 on the unbounded component of R

2 \ Ω.
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Proof.
The second equation, (1.4b) reads in the exterior of Ω, using that curlF = 1,

(

∂2curl (A − F),−∂1curl (A − F)
)

= 0.

Thus we see that curl (A−F) is constant on each connected component of R
2\Ω and

since it has to be in L2 it must therefore vanish on the unbounded component. �

Lemma 3.2.

There exists a constant C0 (depending only on Ω) such that if (ψ,A) is a (weak)
solution of the Ginzburg-Landau equations (1.4), then

∫

Ω

|A − F|2 ≤ C0

∫

R2

|curlA − 1|2 dx, (3.5)

‖A − F‖2
W 1,2(Ω) ≤ C0

∫

R2

|curlA − 1|2 dx. (3.6)

Proof.
Let b = curl (A − F). By Lemma 3.1, supp b ⊆ Ω. Define Γ2(x) = 1

2π log(|x|) (the
fundamental solution of the Laplacian in two dimensions), and w = Γ2 ∗ b. Then

w ∈ Ḣ2(R2) and (see [GiTr])

∆w = b, ‖∇w‖L2(Ω) ≤ C(Ω)‖b‖L2(Ω). (3.7)

Let Ã = (−∂2w, ∂1w) ∈ Ḣ1(R2). Then

div Ã = 0, curl Ã = b.

So we conclude that Ã = A − F, and therefore (3.5) follows from (3.7).
To establish (3.6) we use (3.5) together with the standard estimate

‖Da‖L2(R2) ≤ C
(

‖div a‖L2(R2) + ‖curla‖L2(R2)

)

.

�

4. Non-linear Agmon estimates

4.1. Rough bounds on ‖ψ‖2
2.

In this chapter we prove that minimizers are localized near the boundary when
H > κ. The precise meaning of that statement is given by Theorem 4.1 below. In
particular, since ‖ψ‖∞ ≤ 1, the L2-norm satisfies ‖ψ‖2 = o(1). We thus give a very
precise and general upper bound to the field strength above which superconductivity
is essentially a boundary phenomenon. Notice that this is the field which is usually
called HC2

in the literature, although a precise mathematical definition is somewhat
difficult to give.

The proof of Theorem 4.1 given below has been developed in cooperation with
R. Frank.

Theorem 4.1 (Weak decay estimate).
Let Ω be a bounded domain with Lipschitz boundary. Then there exist C,C ′ > 0,
such that if (ψ,A)κ,H is a minimizer of Eκ,H with

κ(H − κ) ≥ 1/2, (4.1)

then

‖ψ‖2
2 ≤ C

∫

{
√
κ(H−κ) dist(x,∂Ω)≤1}

|ψ(x)|2 dx ≤ C ′
√

κ(H − κ)
. (4.2)
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Proof.
The last inequality is an easy consequence of (3.1), since there exists a constant
C1 > 0 (depending only on Ω) such that meas {x : dist(x, ∂Ω) ≤ λ} ≤ C1λ for all
λ ∈ (0, 2].

Let χ ∈ C∞(R) be a standard non-decreasing cut-off function,

χ = 1 on [1,∞), χ = 0 on (−∞, 1/2).

Notice for later use that this implies that ‖χ′‖∞ ≥ 2. Let further λ > 0 (we will

choose λ = 1/
√

κ(H − κ) at the end of the proof) and define χλ : Ω → R by

χλ(x) = χ(dist(x, ∂Ω)/λ).

Then χλ is a Lipschitz function and suppχλ ⊂ Ω. Combining the standard local-
ization formula and (1.4a), we find
∫

Ω

|pκHA(χλψ)|2 dx−
∫

Ω

|∇χλ|2|ψ|2 dx = ℜ〈χ2
λψ,HκHAψ〉

= κ2

∫

|χλψ|2 dx− κ2

∫

χ2
λ|ψ|4 dx. (4.3)

Since χλψ has compact support we have
∫

Ω

|pκHA(χλψ)|2 dx ≥ κH

∫

Ω

(curlA)|χλψ|2 dx

≥ κH‖χλψ‖2
2 − κH‖curlA − 1‖2‖χλψ‖2

4. (4.4)

Using (3.4) and (3.3), we get from (4.3) and (4.4) that

κ(H − κ)‖χλψ‖2
2

≤ κ‖ψ‖2‖χλψ‖2
4 − κ2

∫

χ2
λ|ψ|4 dx+ ‖χ′‖2

∞λ
−2

∫

{dist(x,∂Ω)≤λ}
|ψ(x)|2 dx

≤ 1

4
‖ψ‖2

2 + ‖χ′‖2
∞λ

−2

∫

{dist(x,∂Ω)≤λ}
|ψ(x)|2 dx+ κ2

∫

(χ4
λ − χ2

λ)|ψ|4 dx.

Notice that since χ ≤ 1, the last integral is negative and we thus find by dividing
the integral ‖ψ‖2

2 in two

{κ(H − κ)−1/4}‖χλψ‖2
2

≤ 1

4

∫

(1 − χ2
λ)|ψ|2 dx+ ‖χ′‖2

∞λ
−2

∫

{dist(x,∂Ω)≤λ}
|ψ(x)|2 dx

≤ (‖χ′‖2
∞λ

−2 + 1/4)

∫

{dist(x,∂Ω)≤λ}
|ψ(x)|2 dx.

Choose λ = 1/
√

κ(H − κ). By assumption κ(H − κ)− 1/4 ≥ κ(H − κ)/2, and the
conditions on χ, κ(H − κ) imply that ‖χ′‖2

∞λ
−2 + 1/4 ≤ 2‖χ′‖2

∞λ
−2. Thus,

‖χλψ‖2
2 ≤ 4‖χ′‖2

∞

∫

{dist(x,∂Ω)≤λ}
|ψ(x)|2 dx. (4.5)

Consequently,

‖ψ‖2
2 ≤ (4‖χ′‖2

∞ + 1)

∫

{dist(x,∂Ω)≤λ}
|ψ(x)|2 dx. (4.6)

This finishes the proof of (4.2). �
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For stronger fields superconductivity is essentially localized to the corners.

Theorem 4.2 (Decay estimate on the boundary).
Suppose that Ω satisfies Assumption 1.3. For µ ∈ (Λ1,Θ0), define

Σ′ := {s ∈ Σ
∣

∣µ1(αs) ≤ µ}, and b := inf
s∈Σ\Σ′

{µ1(αs) − µ}. (4.7)

(in the case Σ = Σ′, we set b := Θ0 − µ).
There exist κ0, C, C

′,M > 0, such that if (ψ,A)κ,H is a minimizer of Eκ,H with

H

κ
≥ µ−1, κ ≥ κ0, (4.8)

then

‖ψ‖2
2 ≤ C

∫

{κ dist(x,Σ′)≤M}
|ψ(x)|2 dx ≤ C ′

κ2
. (4.9)

Proof.
To prove this result, we follow the same procedure as in the proof of Theorem 4.1.
Let δ = b/2, and let M0 = M0(δ) be the constant from Theorem 2.7. Let χ ∈
C∞(R) be a standard non-decreasing cut-off function,

χ = 1 on [1,∞), χ = 0 on (−∞, 1/2),

and let λ = 2M0/
√
κH. Define χλ : Ω → R, by

χλ(x) = χ(dist(x,Σ′)/λ).

Then χλ is a Lipschitz function and suppχλ ∩ Σ′ = ∅. Combining the standard
localization formula and (1.4a), we find as previously
∫

Ω

|pκHA(χλψ)|2 dx−
∫

Ω

|∇χλ|2|ψ|2 dx = ℜ〈χ2
λψ,HκHAψ〉 ≤ κ2‖χλψ‖2

2. (4.10)

As in (4.4), we need a lower bound to
∫

Ω
|pκHA(χλψ)|2 dx. Since suppχλ∩∂Ω 6= ∅,

we cannot argue as in (4.4). Therefore, we will introduce the constant magnetic
field F for which we have such an estimate, namely Theorem 2.7. We can write

∫

Ω

|pκHA(χλψ)|2 dx ≥ (1 − ε)

∫

Ω

|pκHF(χλψ)|2 dx

− ε−1

∫

Ω

(κH)2|F − A|2(χλψ)|2 dx. (4.11)

Theorem 2.7 and the choice of λ imply that
∫

Ω

|pκHF(χλψ)|2 dx ≥
(

inf
s∈Σ\Σ′

µ1(αs) − δ

)

κH‖χλψ‖2
2

=

(

µ+
b

2

)

κH‖χλψ‖2
2. (4.12)

We now have to give a lower bound to the second part of the right side of (4.11).
We can estimate

∫

Ω

(κH)2|F − A|2|χλψ|2 dx ≤ (κH)2‖A − F‖2
4 ‖χλψ‖2

4. (4.13)
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By Sobolev inequalities, (3.6) and (3.3), we deduce

(κH)2‖F − A‖2
4 ≤ Cκ2H2‖F − A‖2

W 1,2(Ω)

≤ C̃κ2H2‖curlA − 1‖2
L2(R2)

≤ C̃κ2‖ψ‖2
2. (4.14)

Let us now estimate ‖χλψ‖2
4. According to (3.1) and the property of the cut-off

function 0 ≤ χλ ≤ 1, we can bound |χλψ| from above by 1 and deduce, using also
Theorem 4.1,

‖χλψ‖2
4 =

√

∫

Ω

|χλψ|4 dx ≤
√

∫

Ω

|χλψ|2 dx ≤ C√
κ
. (4.15)

Inserting (4.12), (4.13), (4.14) and (4.15) in (4.11), we obtain
∫

Ω

|pκHA(χλψ)|2 dx ≥ (1 − ε)

(

µ+
b

2

)

κH‖χλψ‖2
2 − Cε−1κ3/2‖ψ‖2

2. (4.16)

We insert (4.16) in (4.10). Then
[

(1 − ε)

(

µ+
b

2

)

κH − κ2 − Cε−1κ3/2

]
∫

{dist(x,Σ′)≥λ}
|ψ|2 dx

≤ (Cε−1κ3/2 + ‖χ′‖2
∞λ

−2)

∫

{dist(x,Σ′)≤λ}
|ψ|2 dx, (4.17)

Assumption (4.8) leads to the lower bound

(1 − ε)

(

µ+
b

2

)

κH − κ2 − Cε−1κ3/2 ≥ b

4
κH, (4.18)

as soon ε is small enough and κ large enough.
Once ε is fixed and with λ = 2M0/

√
κH, we find

Cε−1κ3/2 + ‖χ′‖∞λ−2 ≤ cκH. (4.19)

Combining (4.17), (4.18) and (4.19), we deduce
∫

{dist(x,Σ′)≥λ}
|ψ|2 dx ≤ C

∫

{dist(x,Σ′)≤λ}
|ψ|2 dx. (4.20)

It follows easily that

‖ψ‖2
2 ≤ (C + 1)

∫

{dist(x,Σ′)≤λ}
|ψ|2 dx.

Inserting the choice λ = 2M0/
√
κH and the condition (4.8) on H, this clearly

implies (4.9). �

4.2. Exponential localization.

In order to obtain exponential decay in the interior of the domain, we need the fol-
lowing energy estimate, Lemma 4.3, for functions located away from the boundary.

Lemma 4.3.

Let Ω ⊂ R
2 be a bounded domain with Lipschitz boundary. There exist constants

C0, C1 > 0 such that if κ(H − κ) ≥ C0 and (ψ,A) is a minimizer of Eκ,H , then for
all φ ∈ C∞

0 (Ω) we have

‖(−i∇− κHA)φ‖2
2 ≥ κH

(

1 − C1‖ψ‖2

)

‖φ‖2
2.
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In particular, using the estimate on ‖ψ‖2 from Theorem 4.1 we find

‖(−i∇− κHA)φ‖2
2 ≥ κH

(

1 − C ′
1

4
√

κ(H − κ)

)

‖φ‖2
2.

Proof.
We estimate, for φ ∈ C∞

0 (Ω),

‖(−i∇− κHA)φ‖2
2 ≥ κH

∫

Ω

curlA|φ|2 dx

≥ κH‖φ‖2
2 − κH‖curlA − 1‖2‖φ‖2

4. (4.21)

By the Sobolev inequality, for φ ∈ C∞
0 (R2), and scaling we get, for all η > 0 and

with a universal constant CSob, the estimate

‖φ‖2
4 ≤ CSob

(

η
∥

∥∇|φ|
∥

∥

2

2
+ η−1‖φ‖2

2

)

. (4.22)

We can estimate ‖∇|φ|
∥

∥

2

2
by ‖(−i∇ − κHA)φ‖2

2 by the diamagnetic inequality.

Choosing, η = η′

CSobκH‖curlA−1‖2
, for some η′ > 0, we thus find, using (3.3), (4.21)

and (4.22),

‖(−i∇− κHA)φ‖2
2

≥ κH‖φ‖2
2 − η′‖(−i∇− κHA)φ‖2

2 − (η′)−1C2
Sob(κH)2‖curlA − 1‖2

2‖φ‖2
2

≥ κH‖φ‖2
2

(

1 − (η′)−1C2
Sob

κ

H
‖ψ‖2

2

)

− η′‖(−i∇− κHA)φ‖2
2. (4.23)

By assumption κ/H ≤ 1. We take η′ = ‖ψ‖2 and find

(1 + ‖ψ‖2)‖(−i∇− κHA)φ‖2
2 ≥ κH(1 − C2

Sob‖ψ‖2)‖φ‖2
2. (4.24)

By Theorem 4.1 we have

1 − C2
Sob‖ψ‖2

1 + ‖ψ‖2
≥ 1 − 2C2

Sob‖ψ‖2,

if κ(H − κ) is sufficiently big. This finishes the proof of Lemma 4.3. �

By standard arguments Lemma 4.3 implies Agmon estimates in the interior.

Theorem 4.4 (Normal Agmon estimates).
Let Ω be a bounded domain with Lipschitz boundary and let b > 0. There exist
M,C, ǫ, κ0 > 0, such that if (ψ,A) is a minimizer of Eκ,H with

H

κ
≥ 1 + b, κ ≥ κ0,

then
∫

Ω

e2ǫ
√
κHt(x)

(

|ψ|2 +
1

κH

∣

∣(−i∇− κHA)ψ
∣

∣

2
)

dx ≤ C

∫

{t(x)≤ M√
κH

}
|ψ|2 dx. (4.25)

Here t(x) := dist(x, ∂Ω).
Proof.
The function t(x) = dist(x, ∂Ω) defines a Lipschitz continuous function on Ω. In
particular, ∇t ∈ L∞(Ω). Let χ ∈ C∞(R) be a non-decreasing function satisfying

χ = 1 on [1,∞), χ = 0 on [−∞, 1/2).
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Define the (Lipschitz continuous) function χM on Ω by χM (x) = χ( t(x)
√
κH

M ). We
calculate, using (1.4a) and the IMS-formula

κ2‖ exp
(

ǫ
√
κHt

)

χMψ‖2
2 ≥ ℜ

〈

exp
(

2ǫ
√
κHt

)

χ2
Mψ, κ

2(1 − |ψ|2)ψ
〉

=

∫

Ω

∣

∣pκHA

(

eǫ
√
κHtχMψ

)
∣

∣

2
dx−

∫

Ω

∣

∣∇(eǫ
√
κHtχM )ψ

∣

∣

2
dx. (4.26)

Combining Theorem 4.1 with Lemma 4.3 there exists g̃ with g̃ = o(1) at ∞, such
that

∫

Ω

∣

∣pκHA

(

eǫ
√
κHtχMψ

)∣

∣

2
dx ≥ κH(1 + g̃(κH))‖eǫ

√
κHtχMψ‖2

2.

Since H
κ ≥ 1 + b, we therefore find, with some constant C independent of κ,H, ǫ

and M
(

1 + g̃(κH) − 1

1 + b

)

‖eǫ
√
κHtχMψ‖2

2

≤ Cǫ2‖∇t‖2
∞‖eǫ

√
κHtχMψ‖2

2

+
C‖∇t‖2

∞
M2

∫

Ω

e2ǫ
√
κHt(x)

∣

∣

∣

∣

χ′
(

t(x)
√
κH

M

)

ψ(x)

∣

∣

∣

∣

2

dx.

(4.27)

For κ sufficiently big we have, since H ≥ (1 + b)κ,

1 + g̃(κH) − 1

1 + b
≥ b/2.

We choose ǫ sufficiently small that Cǫ2‖∇t‖2
∞ < b/4 and finally obtain for some

new constant C ′

‖eǫ
√
κHtχMψ‖2

2 ≤ C ′ e
2ǫM

M2

∫

{
√
κHt(x)≤M}

|ψ(x)|2 dx. (4.28)

On the support of 1 − χM the exponential eǫ
√
κHt is bounded, so we see that

‖eǫ
√
κHtψ‖2

2 ≤ C ′′
∫

{
√
κHt(x)≤M}

|ψ(x)|2 dx, (4.29)

which is part of the estimate (4.25).
It remains to estimate the term with

∣

∣(−i∇ − κHA)ψ
∣

∣ in (4.25). This follows
from the same considerations upon inserting the bound (4.29). �

Lemma 4.5.

Suppose that Ω ⊂ R
2 satisfies Assumption 1.3. For µ ∈ (Λ1,Θ0), define

Σ′ := {s ∈ Σ
∣

∣µ1(αs) ≤ µ}, and b := inf
s∈Σ\Σ′

{µ1(αs) − µ}. (4.30)

(in the case Σ = Σ′, we set b := Θ0 − µ).
There exist M0 > 0 such that if (ψ,A) is a minimizer of Eκ,H , then for all φ ∈
C∞(Ω) such that dist(suppφ,Σ′) ≥M0/

√
κH, we have

‖(−i∇− κHA)φ‖2
L2(Ω) ≥ µκH

(

1 +
b

4

)

‖φ‖2
L2(Ω), (4.31)

for κH sufficiently large.
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Proof.
Let δ = b/2 and let M0 = M0(δ) be the constant from Theorem 2.7. We estimate,

for φ ∈ C∞(Ω) such that dist(suppφ,Σ′) ≥M0/
√
κH,

‖(−i∇− κHA)φ‖2
2 = ‖(−i∇− κHF)φ+ κH(F − A)φ‖2

2

≥ (1 − ε)

∫

Ω

|(−i∇− κHF)φ|2 dx− ε−1

∫

Ω

(κH)2|F − A|2 |φ|2 dx. (4.32)

Using Theorem 2.7 and the support properties of φ, we have
∫

Ω

|(−i∇− κHF)φ|2 dx ≥
(

inf
s∈Σ\Σ′

µ1(αs) − δ

)

κH‖φ‖2
2

=

(

µ+
b

2

)

κH‖φ‖2
2. (4.33)

Using the Cauchy-Schwarz inequality, (4.14) and Theorem 4.2, we can bound the
last term of (4.32).

∫

Ω

(κH)2|F − A|2 |φ|2 dx ≤ (κH)2‖A − F‖2
4 ‖φ‖2

4

≤ Cκ2‖ψ‖2
2‖φ‖2

4

≤ C̃
∥

∥|φ|
∥

∥

2

4
. (4.34)

We use the Sobolev inequality (4.22) in (4.34) and estimate ‖∇|φ|
∥

∥

2

2
, using the

diamagnetic inequality, by ‖(−i∇− κHA)φ‖2
2 to obtain

∫

Ω

(κH)2|F − A|2 |φ|2 dx ≤ CSob

(

η‖(−i∇− κHA)φ‖2
2 + η−1‖φ‖2

2

)

. (4.35)

Combining (4.32), (4.33) and (4.35), we deduce that
(

1 +
CSobη

ε

)

‖(−i∇− κHA)φ‖2
2 ≥

{

(1 − ε)

(

µ+
b

2

)

κH − CSob

εη

}

‖φ‖2
2. (4.36)

We choose η = CSob

ε2κH , then (4.36) becomes
(

1 +
C2

Sob

ε3κH

)

‖(−i∇− κHA)φ‖2
2 ≥ κH

{

(1 − ε)

(

µ+
b

2

)

− ε

}

‖φ‖2
2. (4.37)

If we choose ε sufficiently small and independent of κ,H (actually, since µ+b/2 ≤ 1,
ε = b/8 will do) then (4.31) follows. �

By standard arguments Lemma 4.5 implies the Agmon estimates given in The-
orem 1.6.
Proof of Theorem 1.6.
The function t′(x) := dist(x,Σ′) defines a Lipschitz continuous function on Ω. In
particular, |∇t′| ≤ 1. Let χ ∈ C∞(R) be a non-decreasing function satisfying

χ = 1 on [1,∞), χ = 0 on [−∞, 1/2).

Define the function χM on Ω by χM (x) = χ( t
′(x)

√
κH

M ). Using Lemma 4.5 there
exists β > 0, such that if M,κH are sufficiently large, then

∫

Ω

∣

∣pκHA

(

eǫ
√
κHt′χMψ

)∣

∣

2
dx ≥ µκH(1 + β)‖eǫ

√
κHt′χMψ‖2

2.
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Using (4.26) and the assumption H
κ ≥ µ−1, there exists some constant C inde-

pendent of κ,H, ǫ and M such that

βµ‖eǫ
√
κHt′χMψ‖2

2 ≤ Cǫ2‖∇t′‖2
∞‖eǫ

√
κHt′χMψ‖2

2 (4.38)

+
C‖∇t′‖2

∞
M2

∫

Ω

e2ǫ
√
κHt′(x)

∣

∣

∣

∣

χ′
(

t′(x)
√
κH

M

)

ψ(x)

∣

∣

∣

∣

2

dx.

We achieve the proof of Theorem 1.6 with arguments similar to the ones of the
proof of Theorem 4.4. �

5. Proof of Theorem 1.4

Combining Proposition 2.4 and Lemma 2.5 it only remains to prove (1.9). We
will prove that for large κ the following two statements are equivalent.

(1) There exists a minimizer (ψ,A) of Eκ,H with ‖ψ‖2 6= 0.
(2) The parameters κ,H satisfy

κ2 − λ1(κH) > 0. (5.1)

Suppose first that (5.1) is satisfied. Let u1(κH) be the normalized ground state

eigenfunction of H(κH) and let t > 0. Then, for t2 < 2 κ2−λ1(κH)
κ2‖u1(κH)‖4

4

,

Eκ,H [tu1(κH),F] = t2[λ1(κH) − κ2] +
κ2

2
t4‖u1(κH)‖4

4 < 0. (5.2)

This shows that (2) implies (1).
Notice that this first part did not need the assumption that κ is large. However,

for large κ we know that (5.1) is satisfied iff H < H lin
C3

(κ) (defined in Lemma 2.5).
Suppose that (ψ,A) is a non-trivial minimizer of Eκ,H . We may assume that

H > (1 + b)κ for some b > 0, because by Proposition 2.4, (5.1) is satisfied for
κ ≥ κ0, H < H lin

C3
(κ), where H lin

C3
(κ) has the asymptotics given in Lemma 2.5.

Furthermore, we may assume that H ≤ Tκ for some T > 0. This follows from
[GiPh]—we give the details for completeness:
Since ψ 6= 0, we have

0 < λ1(κH)‖ψ‖2
2 ≤

∫

Ω

|pκHFψ|2 dx

≤ 2

∫

Ω

|pκHAψ|2 dx+ 2(κH)2
∫

Ω

|A − F|2|ψ|2 dx.

We now use, (3.1) and Lemma 3.2 to obtain

0 < λ1(κH)‖ψ‖2
2 ≤ C

{

∫

Ω

|pκHAψ|2 dx+ (κH)2
∫

R2

|curlA − 1|2 dx
}

≤ Cκ2‖ψ‖2
2,

where the last inequality holds since Eκ,H [ψ,A] ≤ 0. Since λ1(B) increases linearly
in B we deduce that H = O(κ).

From the discussion above, we know that we may assume

(1 + b)κ ≤ H ≤ b−1κ,

for some b > 0. By Theorem 4.1 we therefore find, for some C > 0,

‖ψ‖2
2 ≤ C

{

∫

{dist(x,∂Ω)≤ 1
κ
}
dx
}1/2

‖ψ‖2
4 ≤ C ′ ‖ψ‖2

4√
κ
. (5.3)
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Since (ψ,A) is a non-trivial minimizer, Eκ,H [ψ,A] ≤ 0. So we also have

0 <
κ2

2
‖ψ‖4

4 ≤ κ2‖ψ‖2
2 −

∫

Ω

∣

∣(−i∇− κHA)ψ
∣

∣

2
dx =: ∆. (5.4)

The inequality (5.3) therefore becomes,

‖ψ‖2
2 ≤ C ′′√∆κ−3/2. (5.5)

By Cauchy-Schwarz we can estimate

0 < ∆ = κ2‖ψ‖2
2 −

∫

Ω

∣

∣

(

(−i∇− κHF) + κH(F − A)
)

ψ
∣

∣

2
dx

≤ κ2‖ψ‖2
2 − (1 −

√
∆κ−3/4)λ1(κH)‖ψ‖2

2

+
1√

∆κ−3/4
(κH)2

∫

Ω

|F − A|2|ψ|2 dx. (5.6)

So we find, by inserting (5.5), (5.4) and using Cauchy-Schwarz,

0 < ∆ ≤
(

κ2 − λ1(κH)
)

‖ψ‖2
2 + C ′′λ1(κH)

√
∆

κ3/4
κ−3/2

√
∆

+
κ3/4

√
∆

(κH)2‖F − A‖2
4

√

2∆

κ2
. (5.7)

Since Eκ,H [ψ,A] ≤ 0, we get using Lemma 3.2 and a Sobolev imbedding,

(κH)2‖F − A‖2
4 ≤ C(κH)2‖curlA − 1‖2

L2(R2) ≤ C∆.

Inserting this in (5.7) yields,

0 < ∆ ≤
(

κ2 − λ1(κH)
)

‖ψ‖2
2 + C

∆

κ1/4
,

which permits to conclude that (5.1) is satisfied.
Thus (1) and (2) are equivalent for large κ which implies (1.9). This finishes the

proof of Theorem 1.4. �

6. Energy of minimizers

6.1. Basic properties.

In the case where H
κ → 1

µ , with Λ1 = mins∈Σ µ1(αs) < µ < Θ0, superconductivity

is dominated by the corners. The asymptotics of the ground state energy in this
case is given by Theorem 1.7 which we will prove in the present section.

Recall the functionals Jαµ1,µ2
with ground state energy Eαµ1,µ2

defined on angular
sectors Γα by (1.11). We give the following proposition without proof, since it is
completely analogous to the similar statements for Eκ,H .

Proposition 6.1.

The map (0,Θ0) × R+ ∋ (µ1, µ2) 7→ Eαµ1,µ2
is continuous.

Suppose that µ1 < Θ0. If µ1 ≤ µ1(α), then Eαµ1,µ2
= 0 and ψ = 0 is a minimizer.

If µ1 > µ1(α), there exists a non-trivial minimizer ψ0 of Jαµ1,µ2
. Furthermore,

there exist constants a,C > 0 such that
∫

Γα

e2a|x|
(

|ψ0(x)|2 + |(−i∇− F)ψ0|2
)

dx ≤ C. (6.1)
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Finally, ψ0 satisfies the uniform bound,

‖ψ0‖∞ ≤ µ1

µ2
.

One easily verifies the following scaling property.

Proposition 6.2.

Let Λ > 0. Then the functional,

ψ 7→
∫

Γα

|(−i∇− Λ−2F)ψ|2 − µ1Λ
−2|ψ|2 +

µ2

2
Λ−2|ψ|4 dx,

defined on {ψ ∈ L2(Γα)
∣

∣ (−i∇ − Λ−2F)ψ ∈ L2(Γα)} is minimized by ψ̃0(y) =
ψ0(y/Λ), where ψ0 is the minimizer of Jαµ1,µ2

.
In particular,

inf
ψ

∫

Γα

|(−i∇− Λ−2F)ψ|2 − µ1Λ
−2|ψ|2 +

µ2

2
Λ−2|ψ|4 dx = Eαµ1,µ2

.

By continuity of Eαµ1,µ2
we get the following consequence.

Proposition 6.3. Suppose that κ
H(κ) → µ < Θ0 as κ→ ∞, and that d1(κ), d2(κ) →

1 as κ→ ∞. Then the ground state energy of the functional

ψ 7→
∫

Γα

|(−i∇− κHF)ψ|2 − d1(κ)κ
2|ψ|2 + d2(κ)

κ2

2
|ψ|4 dx,

tends to Eαµ,µ as κ→ ∞.

6.2. Coordinate changes.

Let s ∈ Σ. By the assumption that ∂Ω is a curvilinear domain there exists rs > 0
and a local diffeomorphism Φs of R

2 such that Φs(s) = 0, (DΦs)(s) ∈ SO(2) and
Φs

(

B(s, rs) ∩ Ω
)

= Γαs
∩ Φs(B(s, rs)).

Let u,A = (A1, A2) ∈ C∞
0 (B(s, rs)) and define ũ(y) = u(Φ−1

s
(y)). Let fur-

thermore, B̃(y) = B(Φ−1
s

(y)), where B(x) = curlA. Then the quadratic form
transforms as
∫

Ω

|(−i∇− A)u(x)|2 dx

=

∫

Γαs

〈(−i∇− Ã)ũ(y), G(y)(−i∇− Ã)ũ(y)〉 |detDΦ−1
s

(y)| dy. (6.2)

Here G(y) = (DΦs)(DΦs)
T
∣

∣

x=Φs(y)
, and Ã = (Ã1, Ã2) satisfies A1dx1 + A2dx2 =

Ã1dy1 + Ã2dy2, so

∂y1Ã2 − ∂y2Ã1 = |detDΦ−1
s

(y)| B̃(y). (6.3)
6.3. Proof of Theorem 1.7.

Upper bounds

We indicate here how to obtain the inequality

inf
(ψ,A)

Eκ,H(κ)[ψ,A] ≤
∑

s∈Σ

Eαs

µ,µ + o(1), (6.4)

which is the ‘easy’ part of (1.12).
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The inequality (6.4) follows from a calculation with an explicit trial state. The
test functions will be of the form A = F and

ψ(x) =
∑

s∈Σ

ψs(Φs(x)), with ψs(y) = eiκHηsψαs

1,1(
√
κHy)χ(|y|).

Here ηs ∈ C∞(R2,R) is a gauge function, χ is a standard cut-off function, χ = 1
on a neighborhood of 0, suppχ ⊂ B(0, r), with r = mins∈Σ{rs}, and ψαs

1,1 is the

minimizer of Jαs

1,1. The proof of (6.4) is a straight forward calculation similar to

the lower bound (given below) and will be omitted. Notice though that the decay

estimates (6.1) for the minimizers ψαs

1,1 imply that ψαs

1,1(
√
κHy)χ(|y|)−ψαs

1,1(
√
κHy),

is exponentially small.
Lower bounds

Let (ψ,A) be a minimizer of Eκ,H . Define χ1, χ2 ∈ C∞(R) to be a standard
partition of unity, χ1 is non-increasing, χ2

1 + χ2
2 = 1, χ1(t) = 1 for t ≤ 1, χ1(t) = 0

for t ≥ 2.
For s ∈ Σ, let

φs(x) = χ1

(

κ1−ǫdist(x, s)
)

with ǫ > 0, and define φ0 =
√

1 −∑
s∈Σ φ

2
s
. Notice that when κ is sufficiently large

and s, s′ ∈ Σ, s 6= s
′, then φsφs

′ = 0. Therefore, using the Agmon estimates, the
IMS-localization formula and the estimate ‖ψ‖∞ ≤ 1, we can write,

Eκ,H [ψ,A] ≥
∑

s∈Σ

Eκ,H [φsψ,A] + O(κ−∞). (6.5)

By the Sobolev imbedding W 1,2(Ω) → L4(Ω), Lemma 3.2 combined with (3.3), and
the Agmon estimate we get

(κH)2‖A − F‖2
4 ≤ C(κH)2‖A − F‖2

W 1,2(Ω)

≤ C ′(κH)2‖curlA − 1‖2
2

≤ C ′′κ2‖ψ‖2
2 ≤ C ′′′. (6.6)

Thus we can estimate
∫

Ω

∣

∣(−i∇− κHA)(φsψ)
∣

∣

2
dx

≥ (1 − κ−1/2)

∫

Ω

∣

∣(−i∇− κHF)(φsψ)
∣

∣

2
dx− κ1/2(κH)2‖A − F‖2

4‖φsψ‖2
4

≥ (1 − κ−1/2)

∫

Ω

∣

∣(−i∇− κHF)(φsψ)
∣

∣

2
dx− Cκ−1/2, (6.7)

where we used the inequality

‖φsψ‖2
4 ≤

√

∫

Ω

|ψ|2 dx ≤
√

C

∫

{dist(x,Σ)≤Mκ−1}
1 dx ≤ C ′κ−1.

Now consider the change of coordinates Φs from subsection 6.2. For sufficiently
large values of κ we have suppφs ⊂ B(s, rs). Define

ψ̃s = (φsψ) ◦ Φ−1
s
.

Since |detDΦs(0)| = 1, we get by Taylor’s formula that
∣

∣ |detDΦs| − 1
∣

∣ ≤ Cκ−1+ǫ,
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on supp ψ̃s.
Consider the transformed magnetic field as in (6.3). We define

β̃(y) := |detDΦ−1
s

(y)|B̃(y) = |detDΦ−1
s

(y)| = 1 + O(κ−1+ǫ), (6.8)

on supp ψ̃s. We look for Ã = (Ã1, Ã2) such that ∂y1Ã2 − ∂y2Ã1 = β̃(y).
One choice of a solution is

Ã =

(

−y2/2,
∫ y1

0

[β̃(y′1, y2) − 1/2] dy′1

)

.

With this choice

‖Ã − F‖L∞(B(0,Cκ−1+ǫ)) ≤ C ′κ−2+2ǫ.

Thus

(κH)2
∫

|Ã − F|2 |ψ̃s|2 dy ≤ C(κH)2κ−4+4ǫ

∫

|ψ̃s|2 dy ≤ C ′κ−2+6ǫ. (6.9)

Therefore, for some η ∈ C∞(Ω,R) we find
∫

Ω

∣

∣(−i∇− κHF)(φsψ)
∣

∣

2
dx

=

∫

Γαs

〈

(−i∇− κHÃ)(eiκHηψ̃s), G(y)(−i∇− κHÃ)(eiκHηψ̃s)
〉

|detDΦ−1
s

| dy

≥ (1 − Cκ−1+ǫ)

∫

Γαs

∣

∣(−i∇− κHÃ)(eiκHηψ̃s)
∣

∣

2
dy

≥ (1 − Cκ−1+ǫ)
{

(1 − κ−1+3ǫ)

∫

Γαs

∣

∣(−i∇− κHF)(eiκHηψ̃s)
∣

∣

2
dy

− κ1−3ǫ(κH)2
∫

Γαs

|Ã − F|2|ψ̃s|2 dy
}

≥ (1 − 2Cκ−1+3ǫ)

∫

Γαs

∣

∣(−i∇− κHF)(eiκHηψ̃s)
∣

∣

2
dy + O(κ−1+3ǫ). (6.10)

By (6.10) we find

Eκ,H [φsψ,A]

≥ (1 − C1κ
−1+3ǫ)

∫

Γαs

{
∣

∣(−i∇− κHF)(eiκHηψ̃s)
∣

∣

2

− (1 + C2κ
−1+3ǫ)

κ2

2
|eiκHηψ̃s|2 + κ4|eiκHηψ̃s|4

}

dy

+ O(κ−1+3ǫ). (6.11)

We choose 0 < ǫ < 1/3 arbitrary. Using Proposition 6.3 and combing (6.5) and
(6.11) we find the lower bound inherent in (6.4), i.e.

Eκ,H(κ)[ψ,A] ≥
∑

s∈Σ

Eαs

µ,µ + o(1).

This finishes the proof of Theorem 1.7. �
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[Bon2] V. Bonnaillie : On the fundamental state for a Schrödinger operator with magnetic fields

in domains with corners. Asymptot. Anal. 41 (3-4), p. 215-258 (2005).
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[LuPa3] K. Lu and X-B. Pan : Gauge invariant eigenvalue problems on R
2 and R

2
+

. Trans. AMS.

352 (3), p. 1247-1276 (2000).

[LuPa4] K. Lu and X-B. Pan : Surface nucleation of superconductivity in 3-dimension. J. Diff. Eq.

168 (2), p. 386-452 (2000).

[Pan1] X-B. Pan : Superconductivity near critical temperature. J. Math. Phys. 44 (6), p. 2639-

2678 (2003).

[Pan2] X-B. Pan : Surface superconductivity in 3 dimensions. Trans. AMS. 356 (10), p. 3899-3937

(2004).

[Pan3] X-B. Pan : Upper critical field for superconductors with edges and corners. Calc. Var.
PDE 14 (4), p. 447-482 (2002).

[PiFeSt] M. del Pino, P.L. Felmer, and P. Sternberg : Boundary concentration for eigenvalue

problems related to the onset of superconductivity. Comm. Math. Phys. 210, p. 413-446
(2000).

[S-JSaTh] D. Saint-James, G. Sarma, E.J. Thomas : Type II Superconductivity. Pergamon, Ox-

ford, 1969.
[TiTi] D. R. Tilley and J. Tilley : Superfluidity and superconductivity. 3rd edition. Institute of

Physics Publishing, Bristol and Philadelphia, 1990.

[Ti] M. Tinkham : Introduction to Superconductivity. McGraw-Hill Inc., New York, 1975.
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