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A FREE BOUNDARY PROBLEM FOR THE LAPLACIAN WITH

CONSTANT BERNOULLI-TYPE BOUNDARY CONDITION

ERIK LINDGREN AND YANNICK PRIVAT

Abstract. We study a free boundary problem for the Laplace operator,
where we impose a Bernoulli-type boundary condition. We show that there
exists a solution to this problem. We use A. Beurling’s technique, by defin-
ing two classes of sub- and supersolutions and a Perron argument. We try to
generalize here a previous work of A. Henrot and H. Shahgholian. We extend
these results in different directions.

1. Introduction

1.1. The problem. The aim of this paper is to prove the existence and uniqueness
of a Bernoulli-type free boundary problem in R

n. Consider a smooth, bounded
and convex domain K such that K ∩ {x1 = 0}. We seek a bounded domain
Ω ⊂ R

n
+ = {R

n : x1 > 0} with K ⊂ ∂Ω, together with a function u : Ω → R such
that 





∆u = 0 in Ω ,
u = 1 on K ,
u = 0 on ∂Ω \ K ,
|∇u| = 1 on (∂Ω \ K) ∩ R

n
+ .

This problem arises from various areas, for instance shape-optimization, fluid dy-

u = 1

u = 0u = 0

|∇u| = 1

u = 0

Ω

∆u = 0

K

Figure 1. The geometric situation in R
2.

namics, electrochemistry and electromagnetics. See for example [1], [3] and [5]. We
also see a possibility to extend the results in [2] and [8] to be valid in our case.
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2 ERIK LINDGREN AND YANNICK PRIVAT

1.2. The main theorem. The main theorem of the paper is:

Theorem 1. There is a unique solution to the free boundary problem (P) with ∂Ω
being C2+α for any 0 < α < 1. In particular, the free boundary (∂Ω \K) meets the
fixed boundary (K) tangentially. Moreover, the solution has convex level sets.

1.3. Outline of the proof. The method used is as follows. Let C be the class of
smooth, bounded and convex domains in R

n such that K belongs to the boundary
of the domain. Let Ω ∈ C, we denote furthermore by uΩ the function fulfilling






∆uΩ = 0 ,
uΩ = 0 in ∂Ω \ K ,
uΩ = 1 in K .

Let us introduce the following classes of domains

A =

{
Ω ∈ C : lim inf

y→x x∈Ω
|∇uΩ(y)| ≥ 1, ∀x ∈ ∂Ω ∩ R

n
+

}
,

A0 =

{
Ω ∈ C : lim sup

y→x x∈Ω

|∇uΩ(y)| > 1, ∀x ∈ ∂Ω \ K

}
,

B =

{
Ω ∈ C : lim sup

y→x x∈Ω

|∇uΩ(y)| ≤ 1, ∀x ∈ ∂Ω \ K

}
.

Translated into terms of A and B, the aim of this project is to prove that A∩B 6= ∅.
To do this, we use Beurling’s technique. In particular, we show that a subclass of
B has, in some sense, a minimal element (if it is non-empty). This part of the proof
relies mainly on Lemma 1, the bound on |∇u| (Lemma 2). These results are proved
using the same arguments as in [6], [7] and [8].

In what follows we prove that the minimal element of B belongs to A as well.
Mainly, we use Lemma 4 and some barrier arguments together with Lemma 1.

The proof is more or less a synthesis of [6] and [8]. The big difference in this problem
is that the free boundary and the fixed boundary do meet.
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2. Preliminaries

Before we start treating the classes we need a bit of preparations. The results in
this subsection are more or less already known, but not proved in detail for this
particular case.

The first thing we prove is that the level sets of a Dirichlet solution are convex.

Theorem 2. Let Ω ∈ C. Then the level sets of uΩ, i.e. the sets Lε = {x ∈ Ω :
uΩ > ε}, are convex.

Proof. Let

Kn = {x ∈ Ω : dist(x, K) < n/2}

Ωn = {x ∈ Ω : dist(x, Ω) < n} .

Then Dn = Ωn \ Kn is a convex ring. Therefore, un = uDn
has convex level sets

(cf [9]). By standard arguments, un converges to a harmonic function in every
compact subset of Ω. Furthermore we will have C0,α-convergence in R

n. Clearly,
u = 1 on I and u = 0 on R

n \ (Ω ∪ K). Hence, un → uΩ. Moreover, Lε = ∩Ln
ε ,

where Ln
ε = {x ∈ Ω : un > ε}, which implies that the sets Lε are convex. �

Now we prove a fundamental (but not trivial) lemma (based on the same idea than
in [8]), which has some very important consequences when comparing the gradient
on the boundary.

Lemma 1. We denote by x1 the first coordinate in R
n. Let u = uΩ with Ω ∈ C,

such that u is Lipschitz on the boundary. Suppose that the gradient of u exists on
the boundary and that it is for every r > 0 uniformly bounded by a constant M(r)
in {x : dist(K, x) < r}. Then we will have, after suitable rotations and translations,

u(x) = u(x0) + α(x1 − x0
1)+ + o(rn) for x0 ∈ ∂Ω \ {x : dist(K, x) < r},

for some sequences rn. In particular, we will have

lim sup
y→x0

|∇u(y)| = lim sup
y→x0

〈∇u(y), v〉 ≥ 0 ,

where v is a normal vector orthogonal the tangent plane at x0 (or to one of them,
if there are several).

Remark 1. We remark an immediate consequence of this theorem; let u and v be
non-negative harmonic functions inside a domain Ω such that u = v = 0 in some
neighborhood of x ∈ ∂Ω and u ≥ v in Ω. Then

lim sup
y→x

|∇u(y)| ≥ lim sup
y→x

|∇v(y)| .

Indeed, apply Lemma 1 to the functions u and v and use that they both attain a
minimum at x. The result follows immediately.

Now we just observe that |∇u|2 is a subharmonic function if u is harmonic. To
finish up the preparations we show that the gradient is almost uniformly bounded
on the boundary. The proof is more or less taken from [6].

Lemma 2. Let Ω ∈ C. Then the gradient of uΩ is uniformly bounded outside and
far enough from K, i.e. for each r0 > 0 there is a constant M(r0) such that:

|∇u| ≤ M(r0) ,

for all x ∈ Ω \ N(r0), where N(r0) = {x : dist(K, x) < r0}.

Remark 2. In [2], the authors prove this lemma in a more simple case, in the
sense that the convex domain K doesn’t belong to the boundary of Ω. Lemma 3
prove that the gradient of uΩ is bounded even if K ∩ Ω 6= ∅.
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Proof. We observe that, by barrier arguments and the use of Lemma 1 we have
that away from K, ∇u = 0 where ∂Ω is not C1. So we can suppose that ∂Ω is C1

away from K.

Since |∇u|2 is subharmonic inside Ω it suffices thus to show that the gradient is
bounded on ∂(Ω \ N(r0)).

Let r0 > 0 and let K̂ = K \ N(r0).

(i) First Case: x ∈ K̂.
Take Br0/3 and Br0/2 be centered at (x − r0/3x2). Consider now û, the
capacitary potential on Br0/2 \Br0/3, i.e. the harmonic function being zero
on ∂Br0/2 and one on ∂Br0/3. Then we have by the comparison principle
that u ≥ û inside (Br0/2 \ Br0/3) ∩ Ω, which by Lemma 1 implies

|∇u(x)| ≤ |∇û(x)| ≤ M(r0) .

We observe that we could repeat this for every point in K̂ without changing
the radius of the balls. Hence, the inequality is valid for all x ∈ K̂.

(ii) Second Case: x ∈ ∂N(r0) ∩ Ω.
We use more or less the same arguments as above; let the balls Br0/3

and Br0/2 be centered at the same point such that Br0/3 ⊂ {u ≤ u(x)} and
Br0/3∩{u = u(x)} = x. This is possible since the level sets are by Theorem
2 convex. Let û denote the harmonic function inside Br0/2 \ Br0/3 such
that û = u(x) on ∂Br0/3 and û = 0 on ∂Br0/2. The comparison principle
and Lemma 1 together imply

|∇u(x)| ≤ |∇û(x)| ≤ M(r0) .

Clearly, this inequality is valid for all x ∈ ∂N(r0) ∩ Ω since the function
used will be the same.

x ∈ K̂

x ∈ ∂N(r0) ∩ Ω

x ∈ ∂Ω \ (K ∪ N(r0))

N(r0)

{u = u(x)}

Figure 2. The picture when n = 2.

(iii) Third Case: x ∈ ∂Ω \ (K ∪ N(r0)).
Let Br0/3 and Br0/2 be centered at the same point such that Br0/3∩Ω = x.
We pick again a capacitary potential û on Br0/2 \ Br0/3, such that û = 0
on ∂Br0/3 and û = 1 on ∂Br0/2. Then, as before, we obtain

|∇u(x)| ≤ |∇û(x)| ≤ M(r0) ,

uniformly.

The result follows. �
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In the sequel we will use the following:

Proposition 1. Let Ω ∈ C and x ∈ ∂Ω. Then

lim inf
y→x

|∇uΩ(x)| > 0 .

Proof. Using the exact same arguments as in the proof of Lemma 2 in [9] we obtain
that for every x ∈ ∂Ω there is a v such that

lim inf
y→x

〈∇uΩ(x), v〉 > 0 ,

which immediately implies the desired result. �

3. Beurling’s technique

As mentioned earlier we revisit Beurling’s technique to prove our main result. The
arguments that we will use are more or less the same as the proofs of Henrot and
Shahgholian in [6] and [8]. First, we give the steps of this technique and then,
corresponding theorems.

• The class B is closed under intersection.
• Consequence: we consider a decreasing sequence of convex domains in B.

Then, the interior of the closure belongs to B.
• We use this argument in order to construct a candidate for being the solu-

tion of our problem.
• Then, we check that this candidate is the solution of the free boundary

problem.

We now give the theorems used.

Theorem 3. Let Ω1 and Ω2 in B. Then Ω1 ∩ Ω2 ∈ B.

In order to prove that there is a minimal element in some sense (which we will soon
see), we first need a theorem on sequences in B. The two following proofs can be
found in [6].

Theorem 4. Let (Ωn)n≥0 be a decreasing sequence of convex domains of B such
that

Ω :=

◦⋂

n≥0

Ωn ∈ C .

Then Ω ∈ B.

Proposition 2. Assume that there exists two domains Ω0 ∈ A0 and Ω1 ∈ B. We
denote by S the class of domains D such that Ω0 ⊂ D and D ∈ B. Then there
exists a minimal element in the class S for the inclusion.

Proof. Even if this result is already proved in [6], we recall it in order to clarify the
construction.
Denote by I the intersection of all domains in the class S, and let

Ω =
◦

I .

We claim that Ω is the minimal elements in S. It suffices to show that Ω ∈ B. We
observe that we can find a sequence of domains (Un)n∈N ∈ S such that

⋂

n≥0

Un = I .
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Consider now the sequence (Ωn)n∈N defined by Ω1 = D1 and

Ωn+1 = Ωn ∩ Un+1 for all n ∈ N .

By Theorem 3, each Ωn belongs to B and by Theorem 4,

Ω :=

◦⋂

n≥0

Ωn

belongs to B. Whence the result. �

Further on, we will denote by Ω the minimal element in S. Moreover, a point x ∈ ∂Ω
is said to be extremal if there is a supporting line L to Ω such that L∩Ω = x. We
denote the set of extremal points on ∂Ω \ K by EΩ. We will now prove that the
uΩ will be in A as well, but first we need some lemmas, and again, these proofs are
the same as in [6].

Lemma 3. Let x ∈ EΩ ∩ R
n
+. Then

lim sup
y→x

|∇uΩ(y)| = 1 .

This result is already proved in [6]

Lemma 4. Let Ω be a convex domain, and let u = uΩ. Then for x ∈ ∂Lt,

lim sup
z→x

|∇u(z)| ≥ lim sup
z→y

|∇u(z)| ,

where y ∈ ∂Ω is the point fulfilling

x2(y) = max
z∈∂Ω

x1(z) ,

where x1 is the direction perpendicular to the tangent plane (or one of them) of ∂Lt

at x0.

Proof. This is more or less the same arguments as in [6]. We adapt and recall the
proof. Suppose that ∂Lt is not C1 at x. Then by barrier arguments and Lemma 1,
|∇u(x)| = ∞.

Suppose that ∂Ω is C1 at y, and denote by x1 the perpendicular direction to ∂Lt,
such that x1(x) = 0.

Let
v = u + (lim sup

z→y
|∇u(z)| − ε)x1 .

Then v is harmonic in Ω ∩ {x1 > 0} and by the maximum principle, v attains it’s
maximum either at x or at y. Suppose that v attains it’s maximum at y. Then
Lemma 1 would imply

lim sup
z→y

∂v

∂n
(z) ≥ 0, and then lim sup

z→y

∂u

∂n
(z) + (lim sup

z→y
|∇u(z)| − ε)〈x1, n〉 ≥ 0

where n is the outward pointing normal vector at y. As we have seen, ∇u is
perpendicular to the boundary, thus

lim sup
z→y

|∇u(z)| = − lim sup
z→y

∂u

∂n
(z) .

This gives − lim sup
z→y

|∇u(z)|+ (lim sup
z→y

|∇u(z)|− ε)〈x1, n〉 ≥ 0, which together with

|〈x1, n〉| ≤ 1 implies −ε ≥ 0. Hence, v attains it’s maximum at x, and by [7,
Lemma 2.7] we must have

lim sup
z→x

∂v

∂x1

(z) ≤ 0, i.e. lim sup
z→x

∂u

∂x1

(z) + lim sup
z→y

|∇u(z)| − ε ≤ 0.
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Moreover,

lim sup
z→x

|∇u(z)| = − lim sup
z→x

∂u

∂x1

(z) .

Thus,
− lim sup

z→x
|∇u(z)| + lim sup

z→y
|∇u(z)| − ε ≤ 0 ,

which when ε → 0 becomes

lim sup
z→x

|∇u(z)| ≥ lim sup
z→y

|∇u(z)| .

�

Theorem 5. Assume that there exists two domains Ω0 ∈ A0 and Ω1 ∈ B. Then
there exists a solution of the free boundary problem (P) in a strong sense.

Proof. The first step of the proof will be to show that |∇uΩ(x)| ≥ 1 for all x ∈
∂Ω ∩ R

n
+. By Theorem 2 the level sets Lt := {x : uΩ(x) > t}, with 0 < t < 1, are

convex. As a consequence, we can use Lemma 4. The rest of the proof is given by
geometric arguments. We denote by T the tangent hyperplane to Lt at x. By the
property of the level sets, there exists at least one point y in EΩ such that y is at
the largest distance to x in a orthogonal direction to T . Then, Lemma 1 implies

|∇uΩ(x)| ≥ lim sup
z→y
z∈Ω

|∇uΩ(z)| = 1.

The theorem follows. �

4. Proof of Theorem 1

To prove the existence it is by Theorem 5 sufficient to prove that the classes A0

and B are non-empty.

Proposition 3. The classes A0 and B are non-empty.

Proof. Let Ω ∈ C. By Proposition 1, there is a neighborhood U of K such that
|∇u| > δ inside U \ K. Let ε be so small that {u ≥ 1 − ε} ⊂ U , and let

w =
u − (1 − ε)

ε
.

Then w is a Dirichlet solution in Lε = {u ≥ 1 − ε} and |∇w| = |∇u|/ε > δ/ε.
Moreover, by Lemma 2, {u ≥ 1− ε} is convex. Hence, {u ≥ 1− ε} ∈ A0 for ε small
enough.

Now, let Ωδ ∈ C be a set such that ∂Ωδ ∩ {x1 = 0} 6= K and dist(∂Ωδ, ∂Lε) < δ.
Moreover, let vδ = uΩδ

. Using that both w and vδ are harmonic inside Ωδ we have,
by the maximum principle, that

(vδ − w)(x) ≤ δM(r0) ,

for every x ∈ Ωδ outside N(r0). This implies, by the C1-estimate

|∇vδ(x)| ≥ |∇w(x)| − δM(r0)C/r > 10 − δM(r0)C/r ,

for some C > 0, on every ball B(x, r) outside N(r0), since picking δ0 small enough
we will have Ωδ ⊂ U for all δ < δ0. Picking δ even smaller, we will at last obtain
that |∇vδ| > 1 on every compact subset of Ωδ. Since |∇vδ| is subharmonic this
implies Ωδ ∈ A0 for δ small enough.
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In order to construct an element in B, let uR be the capacitary potential of the
balls BR/B1 centered at the origin. That is, except for n = 2, uR is given explicitly
by

uR =
|x|2−n − R2−n

R2−n
0 − R2−n

.

Moreover, denote by u the solution to the Dirichlet problem with Ω being the upper
half disc of BR. By the maximum principle, uR ≥ u in Ω, and by Lemma 1

|∇uR| ≥ |∇u| ,

on ∂BR

⋂
{u > 0}. Thus, for R big enough we will have |∇u| ≤ 1. Hence, B0 is

non-empty. �

To prove the regularity we argue by contradiction. Suppose that ∂Ω \ K is not C1

at x. Then, since Ω is convex, ∂Ω has a corner at x. But then, by barrier arguments
and Lemma 1 we know that

lim sup
y→x

|∇(y)| = 0 ,

which is a contradiction. Hence, ∂Ω ∩ R
n
+ must be C1. Hence, we have that

the free boundary (∂Ω \ K) meets the fixed boundary (K) tangentially if the set
(∂Ω \ K) ∩ {x1 = 0} is non-empty. But as we have constructed the element in A0

with (∂Ω \ K) ∩ {x1 = 0} 6= ∅ this is clearly true for the minimal element in the
class S as well. Now, applying [4, Thm. 1.4] we obtain that ∂Ω is C2+α for any
0 < α < 1.

The uniqueness follows from the following arguments. Let u1, Ω1 and u2, Ω2 be two
different solutions to (P), such that Ω2 \ Ω1 6= ∅. Then ut = u2(tx) is a solution in

Ωt = {x : tx ∈ Ω} .

Moreover, we have ut = 0 and

lim sup
y→x

|∇ut(y)| = t

on ∂Ωt \Kt. Now pick t > 0 such that there is at least one x ∈ ∂Ωt \Kt ∩ ∂Ω1 \K
and such that Ωt ⊂ Ω. By the maximum principle we have that u1 ≥ ut in Ωt.
Using Lemma 1 we obtain

1 = lim sup
y→x

|∇u1(y)| ≥ lim sup
y→x

|∇ut(y)| = t > 1 ,

which is a contradiction. Whence the uniqueness.

5. Generalizations and comments

5.1. Investigation of a limit in the case n = 2. Obviously, the result is valid if
we replace the Bernoulli-type boundary condition with |∇u| = λ > 0 as well. Now
we will determine the limit of the functions corresponding to λ as λ → 0.

Let λn be a decreasing sequence such that λ0 = 1 and λn → 0. Let un denote
the sequence of functions corresponding to the solution with the free boundary
condition |∇un| = λn, and let Ωn be the corresponding domains. Obviously, being
a sequence of bounded functions, un has a subsequential limit. We first observe
that as n → ∞, Ωn becomes unbounded in every direction.

Indeed, suppose that Ω = limΩn is bounded in some direction. Then we can
construct a domain D, which is bounded in the same direction such that Ω ⊂ D
properly. By Lemma 1, |∇uD| > δ in D \ K for some δ > 0. Now, let n be big
enough such that λn < δ. Then, by taking D ∈ A0(λn) we can construct the
minimal element in B(λn) as in Proposition 2. By the uniqueness the constructed
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set is nothing else but Ωn. Hence, Ωn ⊂ D, which is a contradiction. Hence, Ωn

becomes unbounded in every direction as n → ∞, which implies that limΩn = R
2
+.

We now wish to find the limit function, which for sure will fulfill
{

u = 1 in K ,
u = 0 in {x2 = 0} \ K .

We claim that the function u(z) = arg(z +1)−arg(z−1) is the limit of un. Indeed,
u fulfills the boundary conditions on {x2 = 0}, and it is harmonic. So, by the
properties of harmonic functions in the upper half plane, u is the unique function
having the properties above.

5.2. The p-Laplacian. In the case of the arbritary p-Laplacian there are some
small adjustments needed; we will have to replace the fact that |∇u|2 is subharmonic
by [6, Lemma 2.1] and use that the therein defined operator Lu admits a maximum
principle and that Lu|∇u|p ≥ 0. We also have to use that also the p-Laplacian
admits a maximum and a comparison principle, but in this case this will not make
any difference.

Another difference is that the C∞-convergence inside compact subsets has to be
replaced by C1,β-convergence.

In the construction of an element in A0 we use Cauchy’s estimate which does not
hold for the arbritary p-Laplacian. However, this does not cause any difficulties
since what we need is just C1-convergence inside compact subsets of Ωδ which we
have in the case of the p-Laplacian as well.

Some slight modications are also needed in the construction of an element in B.
Here we must use the general expression for the n-dimensional radial symmetric
p-capacitary potential, i.e.






|x|
p−n
p−1 −R

p−n
p−1

R
p−n
p−1

0
−R

p−n
p−1

for p 6= n ,

log |x|−log R
log R0−log R for p = n .

We also remark that the C2+α-regularity will not be valid in the general case since
the theorem used only applies to elliptic operators. However, the C1-regularity will
still hold.

5.3. The case of unbounded and irregular K. While the irregularity causes
some small problems in [6] concerning the lemma corresponding to Lemma 1, irreg-
ularities on ∂K would in our case not cause any trouble at all, since we stay away
from ∂K in our estimate of |∇u|.

The case of an unbounded K can be handled in the same way as in [6], and similarly,
the uniqueness will not be true in general.

5.4. Usefulness. As mentioned in the introduction, the result in this paper could
probably be extended to results similar to those in [8] and [2] for our case. This
together with results similar to those in [7] might yield a proof of the existence of
solutions to the following problem






∆pu = f in Ω ,
u = 1 on K ,
u = 0 on ∂Ω \ K ,

for certain class of functions f . Here Ω ⊂ R
n
+ and K ⊂ ∂Ω.
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