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Abstract

The aim of this contribution is to provide an adaptive estimation of the long-memory parameter in
the classical semi-parametric framework for Gaussian stationary processes using a wavelet method. In
particular, the choice of a data-driven optimal band of scales is introduced and developed. Moreover,
a central limit theorem for the estimator of the long-memory parameter reaching the minimax rate of
convergence (up to a logarithm factor) is established. Simulations confirm the quality of this estimator.

1 Introduction

Let X = (Xt)t∈R be a second order zero mean stationary process and define its covariogram

r(t) = E(X0 ·Xt), for t ∈ R.

We will assume that X is a long-memory process, that is,

lim
|t|→∞

r(t) = 0 and
∑

t∈Z

|r(t)| = ∞.

A particular case of such a property is the following form for the covariogram,

r(t) ∼ C · |t|−D when |t| → ∞, (1)

with D ∈]0, 1[ (so-called the long-memory parameter) and C > 0. This property can also be translated in the
spectral domain. Indeed, assume that the spectral density of X , with

f(λ) =
1

2π
·
∑

k∈Z

r(k) · e−ik,

exists for λ ∈ [−π, 0)[∪]0, π]. Then, from an Abelian theorem, the asymptotic behavior (1) can be written in
spectral terms, i.e.,

f(λ) ∼ C′ · λD−1 when λ→ 0,

with C′ > 0 (see Doukhan et al., 2003, for more details on this part). In this paper, two following semi-
parametric frameworks will be considered,

• Assumption A1, X = (Xt)t∈R is a zero mean stationary Gaussian process with spectral density
f(λ) = |λ|D−1 · f∗(λ) with f∗(0) > 0, and f∗ ∈ H(D′, CD′) where 0 < D′ ≤ 2, CD′ > 0 and

H(D′, CD′) =
{
g : [−π, π] → R

+, |g(λ) − g(0)| ≤ CD′ · |λ|D′

for all λ ∈ [−π, π]
}
.
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• Assumption A2, X = (Xt)t∈R is a zero mean stationary Gaussian process with spectral density
f(λ) = |λ|D−1 · f∗(λ) with f∗(0) > 0, and f∗ ∈ H′(D′, CD′ , D′′, CD′′) where 0 < D′ ≤ 2, CD′ > 0,
D′′ > 0, CD′′ > 0 and

H′(D′, CD′ , D′′, CD′′) =
{
g : [−π, π] → R

+, |g(λ)−(g(0)+CD′ ·|λ|D′

)| ≤ CD′′ ·|λ|D′+D′′

for all λ ∈ [−π, π]
}
.

Remark 1 In numerous previous works concerning the estimation of the long range parameter in a semi-
parametric framework (see for instance Robinson, 1995, Taqqu and Teverovsky, 1996, Giraitis et al., 1997,
Moulines and Soulier, 2003, Moulines et al., 2006), the assumption on the dependence structure is: f(λ) =
|1 − eiλ|−2d · f∗(λ) with f∗ a function such that |f∗(λ) − f∗(0)| ≤ f∗(0) · λβ and 0 < β ≤ 2, that is equivalent
to Assumption A1, with 2d = 1 −D. The Assumption A2 is a necessary condition for studying the following
adaptive estimator of D.

The aim of this article is the semi-parametric estimation of the parameter D using a wavelet analysis. This
method has been introduced by Flandrin (1989) and numerically developed by Abry et al. (1998, 2001) and
Veitch et al. (2003). Asymptotic results are provided in Bardet et al. (2000) and recently in Moulines et al.
(2006). Compared with these papers, two points of our work can be highlighted : first, a central limit theorem
is provided under weaker conditions than in Bardet et al. (2000). Secondly, an auto-driven estimator D̃n of
D is defined (with a different definition than in Veitch et al., 2003). A central limit theorem followed by D̃n is
established and this estimator is proved to be rate optimal up to a logarithm factor (see above). Now, more
details on this estimation method are provided.

Let ψ be a wavelet satisfying the following assumption, i.e. ψ has m first vanishing moments :

Assumption W (m) : ψ : [0, 1] 7→ R is a continuously differentiable function satisfying ψ(0) = ψ(1) = 0 and
such that,

1. it exists m ∈ N\{0, 1} satisfying,

∫ 1

0

tpψ(t) dt = 0 for all p ∈ {0, 1, . . . ,m− 1} and

∫ 1

0

|ψ(t)| dt > 0.

2. it exists m′ > 3/2 such that supλ∈R |ψ̂(λ)|(1 + |λ|)m′

< ∞, where ψ̂(u) =
∫ 1

0 ψ(t) e−iutdt is the Fourier
transform of ψ.

Remark 2 The function ψ is a compactly supported function (the interval [0, 1] is just for ease of writing
but the following results be easily extended to another interval) with its m first vanishing moments. For
instance, ψ can be a dilated Daubeshies ”mother” wavelet of order d with d ≥ 5 to ensure the regularity of
the function ψ. The following theory could also be extended for ”essentially” compactly supported ”mother”
wavelet like Lemarié-Meyer wavelet. One can remark that it is not necessary to choose ψ being a ”mother”
wavelet associated to a multiresolution analysis of L

2(R). The whole theory can be developed without resorting
to this assumption. The choice of ψ is then very large. However, the recent paper of Moulines et al. (2006) is
developed under weaker conditions on ψ.

For (a, b) ∈ R
∗
+ × R, define the wavelet coefficient d(a, b) of the process X for the scale a and the shift b, i.e.

d(a, b) =
1√
a

∫

R

ψ(
t

a
− b)Xt dt. (2)

Remark 3 Let us underline that we consider a continuous wavelet transform. However, the case of discrete
wavelet transform where a = 2j, that is numerically very interesting (using Mallat’s cascade algorithm) is just
a particular case. The main interest of considering continuous transform will be to offer a larger number of
”scales” for computing the data-driven optimal band of scales (see above).

If X satisfies one of the previous assumptions, the asymptotic behavior of the variance of d(a, b) is a power law
in the scale a. Indeed, under Assumption W (1) on ψ and Assumption A1 or A2 on the process X , (d(a, b))b∈R

is a Gaussian stationary process and the following expansion can be established (see Section 2) :

E(d2(a, 0)) ∼ K(ψ,1−D) · a1−D when a→ ∞,

with a constant K(ψ,1−D) such that,

K(ψ,α) =

∫ ∞

∞

|ψ̂(u)|2 · |u|−αdu > 0 for all α ∈] − 2, 1[, (3)
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where ψ̂ is the Fourier’s transform of ψ (the existence of K(ψ,α) is proved in the Section 5). The principle
of the wavelet-based estimation of D is linked to this power law in D of a. Indeed, let (X1, . . . , XN ) be a

sampled path of X and define ŜN (a) a sample variance of d(a, .) obtained from an appropriate choice of shifts

b. Then, when a = a(N) → ∞ satisfies a(N) = o(N1/(2D′+1)), a central limit theorem for log(ŜN (a(N))) can
be proved. More precisely one obtains:

log(ŜN (a(N))) = (1 −D) log(a(N)) + log(f∗(0)K(ψ,1−D)) +

√
a(N)

N
· εN ,

with εN
L−→

N→∞
N (0, σ2

(ψ,D)) and σ2
(ψ,D) > 0. As a consequence, using different scales (a1(N), . . . , aℓ(N)) a

linear regression of (log(ŜN (ai(N)))i on (log(ai(N)))i provides an estimator D̂(aN ) that satisfies a central
limit theorem (we suppose that it exists mi ∈ N

∗ such that ai(N) = mi · a(N) i = 1, . . . , ℓ). At this point, our
result is close to Bardet et al. (2000) or Moulines et al. (2006) results, with only different conditions on the
process X and the function ψ.

The main problem is now: how to select the reference scale a(N) considering the fact that the smaller is

a(N) the faster the convergence rate of D̂(aN ). An optimal choice would be to chose a(N) larger but closer to
N1/(2D′+1), but the parameter D′ is supposed to be unknown. In Veitch et al. (2003), an automatic selection
procedure is proposed using a Khi-squared goodness of fit statistic. This procedure is applied successfully on
numerous numerical examples but no theoretical proofs are provided. The method we develop here is close to
this one. Roughly speaking, the ”optimal” choice of scale (a(N)) is obtained from the ”best” linear regression

among all the possible linear regressions of ℓ consecutive points (a, log(ŜN (a))), where ℓ is a fixed integer
number. More formally, a contrast is minimized and the chosen scale ã(N) satisfies:

log(ã(N))

logN

P−→
N→∞

1

2D′ + 1
.

By this way, the adaptive estimator D̃N of D for this scale ã(N) is such that :

√
N

ã(N)
(D̃N −D)

L−→
N→∞

N (0, σ2
D),

with σ2
D > 0. As a consequence, the minimax rate of convergence ND′/(1+2D′), up to a logarithm factor, for

the estimation of the long-memory parameter D in this semi-parametric setting (see Giraitis et al., 1997) is
obtained by D̃N .

The paper is organized as follows. In section 2, a central limit theorem for sample variance of wavelet coeffi-
cients is established. In section 3, the automatic selection of the scale is described, the asymptotic behavior
of D̃N is studied. Simulations are proposed in section 4 and proofs are given in section 5.

2 A central limit theorem for the sample variance of wavelet coef-

ficients

The first point that explains all that follows is the following asymptotic behavior of the variance of wavelet
coefficients,

Property 1 Under assumption A1 or A2 on X and assumption W (m) on ψ, for a > 0, (d(a, b))b∈R is a zero
mean Gaussian stationary process and it exists M > 0 not depending on a such that

• Under Assumption A1, for all a ≥ 1,

∣∣∣E(d2(a, 0)) − f∗(0)K(ψ,1−D) · a1−D
∣∣∣ ≤M · a1−(D+D′). (4)

• Under Assumption A2, for all a > 0,

∣∣∣E(d2(a, 0)) − f∗(0)K(ψ,1−D) · a1−D − CD′K(ψ,1−(D+D′)) · a1−(D+D′)
∣∣∣ ≤M

(
a−1−D + a1−(D+D′+D′′)

)
. (5)
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The proof of this property, like all the other proofs, is in the last section of this paper. The paper of Moulines
et al. (2006) provides the same results under weaker assumptions but for multiresolution wavelet analysis. As
it was said in the introduction, this property allows an estimation of D from a log-log regression, as soon as
a consistant estimator of E(d2(a, 0)) is provided from a sample (X0, X1, . . . , XN ) of the time series X . Define
then the normalized wavelet coefficient such that

d̃(a, b) =
d(a, b)

(
f∗(0)K(ψ,1−D) · a1−D

)1/2 for a > 0 and b ∈ R. (6)

From property 1, it is obvious that under Assumptions A1 or A2, it exists M ′ > 0 satisfying for all a > 0,
∣∣∣E(d̃2(a, 0)) − 1

∣∣∣ ≤M ′ · 1

aD′
.

In view of using this formula for estimating D by a log-log regression, an estimator of the variance of d(a, 0)
should be considered. Hence, in the sequel, a sample (X1, . . . , XN ) of the process X is supposed to be known,
but the different parameters (D, D′, CD, . . .) are unknown. Consider the sample variance and the normalized
sample variance of the wavelet coefficient, for 0 < a < N ,

SN (a) =
1

[Na ]

[ N
a ]∑

k=1

d2(a, k − 1) and S̃N(a) =
1

[Na ]

[ N
a ]∑

k=1

d̃2(a, k − 1). (7)

The following proposition specifies a central limit theorem satisfying by log S̃N (a), which provides a first step
for obtaining the asymptotic properties of the estimator by log-log regression. More generally, the following
multidimensional central limit theorem for a vector (log S̃N(ai))i can be established,

Proposition 1 Let X satisfy Assumption A1 or A2 and ψ the assumption W (m). Define ℓ ∈ N \ {0, 1} and
(r1, · · · , rℓ) ∈ (N∗)ℓ. Let (an)n∈N be such that N/aN −→

N→∞
∞ and o(aN ) = N (1/1+2D′). Then,

√
N

aN

(
log S̃N(riaN )

)
1≤i≤ℓ

D−→
N→∞

Nℓ

(
0 ; Γ(r1, · · · , rℓ, ψ,D)

)
, (8)

with Γ(r1, · · · , rℓ, ψ,D) = (γij)1≤i,j≤ℓ the covariance matrix such that

γij =
2(rirj)

1+D
( ∫∞

−∞
cosλ

|λ|1−D dλ
)2

K2
(ψ,1−D)dij

∞∑

m=−∞

(∫ 1

0

∫ 1

0

ψ(t)ψ(t′)

|rit− rjt′ + dijm|D dt dt
′
)2

. (9)

Remark 4 One remarks that the asymptotic covariance matrix does not depend on the used scales since
theses scales are large enough compared to the length of the sample. It could be interesting to find a function
ψ minimizing Γ for all D. Finally, the expression of Γ allows its estimation using an estimation of D. This
can be used for constructing a test of long range dependence (see a forthcoming paper).

The CLT (8) implies the following CLT for the vector (log SN(riaN ))i,
√

N

aN

(
logSN (riaN ) − (1 −D) log(riaN) − log(f∗(0)K(ψ,1−D))

)
1≤i≤ℓ

D−→
N→∞

Nℓ(0 ; Γ).

There is still a problem by using wavelet coefficients d(a, b) when X is not a continuous process but a time
series. Indeed, this coefficients can not be exactly computed from a path (X1, . . . , XN ) of the process X .
However, they can be approximated by replacing integrals by Riemann sums (roughly speaking, the Mallat’s
cascade algorithm proceeds with such an approximation for a discrete wavelet). This problem was also studied
in Bardet (2002), Bardet and Bertrand (2006) and Moulines et al. (2006) in similar frameworks. Thus, consider
the following approximations of wavelet coefficients and their sample variance, with a ∈ N

∗,

e(a, b) =
1√
a

a∑

k=1

ψ(
k

a
)Xk+ab (10)

and TN (a) =
1

[N/a]

[N/a]∑

k=1

e2(a, k − 1). (11)

Proposition 2 Under the assumptions of the Proposition 1,
√

N

aN

(
logTN(riaN) − (1 −D) log(riaN ) − log(f∗(0)K(ψ,1−D))

)
1≤i≤ℓ

D−→
N→∞

Nℓ

(
0 ; Γ(r1, · · · , rℓ, ψ,D)

)
.
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3 Adaptive estimator of long range dependent parameter using

data driven optimal scales

In this section, we consider the approximated wavelet coefficients e(a, b) and their empirical variance TN (for a
time series). However, all the sequel is still valuable using the coefficients d(a, b) and their empirical variance
SN (for instance for a continuous process).

The previous central limit theorem can also be written as,

(
logTN (riaN )

)
1≤i≤ℓ

−
(
log(riaN))1≤i≤ℓ = AN ·

(
D
K

)
+

1√
N/aN

(
εi
)
1≤i≤ℓ

,

with AN =




− log(r1aN ) −1
: :

− log(rℓaN ) −1


, K = log(f∗(0) ·K(ψ,1−D)) and

(
εi
)
1≤i≤ℓ

D−→
N→∞

Nℓ

(
0 ; Γ(r1, · · · , rℓ, ψ,D)

)
.

Therefore, a log-log regression of
(
TN(riaN )

)
1≤i≤ℓ

on scales
(
riaN

)
1≤i≤ℓ

provides an estimator
( D̂(aN )

K̂(aN )

)

of
(
D
K

)
such that

(
D̂(aN )

K̂(aN )

)
= (A′

N ·AN )−1 · A′
N · Y (r1,...,rℓ)

aN
with Y (r1,...,rℓ)

aN
=
(
logTN (riaN ) − log(riaN ))1≤i≤ℓ, (12)

which satisfies the following central limit theorem,

Proposition 3 Under the assumptions of the Proposition 1,

√
N

aN

((
D̂(aN )

K̂(aN )

)
−
(
D
K

))
D−→

N→∞
N2(0 ; (A′ · A)−1 · A′ · Γ(r1, · · · , rℓ, ψ,D) · A · (A′ · A)−1), (13)

with A =




log(r1) 1
: :

log(rℓ) 1


 and Γ(r1, · · · , rℓ, ψ,D) given by (9).

Hence, D̂(aN ) is a semi-parametric estimator of D and its asymptotic mean square error can be minimized with
an appropriate scales sequence (aN ) reaching the well-known minimax rate of convergence for the long-range
dependence parameter in this semi-parametric setting (see for instance Giraitis et al., 1997). Indeed,

Proposition 4 Let X satisfy Assumption A1 and ψ the assumption W (m). Let (aN ) be a sequence such that

aN = N1/(1+2D′). Then, the estimator D̂(aN ) is rate optimal in the minimax sense, i.e.

lim sup
N→∞

sup
D∈]0,1[

sup
f∗∈H(D′,CD′ )

N
2D′

1+2D′ · E[D̂(aN ) −D)2] < +∞.

In the previous Propositions 1, 3 and 2, the rate of convergence of scale aN is given by the following condition,

o(aN ) = N1/(1+2D′) for D′ ≤ 2.

Now, for ease of writing, consider that aN = Nα. Then, the previous conditions can be written as,

aN = Nα with α > α∗ and α∗ =
1

1 + 2D′

(
≥ 1

5

)
. (14)

Thus an optimal choice, which means the faster convergence rate of the estimator, is obtained when α is larger
but closer to α∗. However α∗ depends on D and D′ that are unknown. For solving this problem, Veitch et al.
(2003) proposed a procedure based on a Khi-squared test (constructed from a distance between the regression
line and the different points (log TN(riaN), log(riaN )). It seems to be an efficient and interesting numerical
way of estimating D, but no theoretical proofs are provided (instead of the log-periodogram procedure which
is proven to reach the minimax convergence rate, see Moulines and Soulier, 2003).

We propose a new procedure for data-driven selection of optimal scales, i.e. optimal α. Let ℓ ∈ N\{0, 1, 2} and

5



for α ∈ (0, 1), define the vector YN (α) =
(
logTN (i·Nα)−log(i·Nα)

)
1≤i≤ℓ

(by this way, (r1, . . . , rℓ) = (1, . . . , ℓ))

and the matrix AN (α) =




− log(Nα) −1
: :

− log(ℓ ·Nα) −1


. Define the contrast,

QN (α,D,K) =
(
YN (α) −AN (α) ·

(
D
K

))′
·
(
YN (α) −AN (α) ·

(
D
K

))
,

which corresponds to a squared distance between the ℓ points
(
log(i ·Nα) , logTN(i ·Nα) − log(i ·Nα)

)
and

a line. The aim is to minimize this contrast for the three different parameters. It is obvious that for a fixed
α ∈ (0, 1), Q is minimized from the previous least square regression and therefore,

QN(α̂N , D̂(aN ), K̂(aN )) = min
(α,D)∈(0,1)2,K∈R

QN(α,D,K).

with (D̂(aN ), K̂(aN )) obtained as in relation (12). However, like α̂N has to be obtained from numerical
computations, the interval (0, 1) can be discretized as follows,

α̂N ∈ AN =
{ 2

logN
,

3

logN
, . . . ,

log[N/ℓ]

logN

}
.

Hence, if α ∈ AN , it exists k ∈ {2, 3, . . . , log[N/ℓ]} such that k = α · logN .

Remark 5 This choice of discretization is implied by the following proof of the consistence of α̂N . If the
interval (0, 1) is stepped in Nβ points, with β > 0, the used proof is not sufficient for proving this consistence.
Finally, this is the same framework than the case of discrete wavelet transform usually considered (see for
instance Veitch et al., 2003) but less restricted because logN can be replaced in the previous expression of AN

by any function of N such is negligible compared to all functions Nβ with β > 0 (for instance, (logN)d or
d · logN can be used).

As a consequence, define
Q̂N (α) = QN(α, D̂(aN ), K̂(aN )) for α ∈ AN ,

and minimizing QN for variables (α,D,K) is implied by minimizing Q̂N for variable α ∈ AN , that is

Q̂N (α̂N ) = min
α∈AN

Q̂N(α).

From the previous central limit theorem, it can be shown that,

Proposition 5 Let X satisfy Assumption A2 and ψ the assumption W (m). Then,

α̂N =
log âN
logN

P−→
N→∞

α∗ =
1

1 + 2D′
.

By this way, an estimator D̂′
N of the parameter D′ can be also proved to be consistent,

Corollary 1 Let X satisfy Assumption A2 and ψ the assumption W (m). Then,

D̂′
N =

1 − α̂N
2α̂N

P−→
N→∞

D′.

The estimator α̂N defines the selected scale âN such that âN = N α̂N . From a direct application of the proof
of the proposition 5 (see the details in the proof of theorem 1), one obtains a precise information on the
asymptotic behavior of âN , that is,

Pr
( Nα∗

(logN)λ
≤ N α̂N ≤ Nα∗ · (logN)µ

)
P−→

N→∞
1, (15)

for all positive real numbers λ and µ such that λ > 2
(ℓ−2)D′

and µ > 12
ℓ−2 . As a consequence, the selected scale

is equal to Nα∗

up to a logarithm factor.

Finally, the proposition 5 can be used to define an adaptive estimator of D. First, define the straightfor-

ward estimator
̂̂
DN = D̂(âN ), that should minimize the mean square error using âN . However, providing

6



asymptotic results for the estimator
̂̂
DN is problematic because Pr(α̂N ≤ α∗) > 0 and we do not know to

prove if E(
√
N/âN(

̂̂
DN −D)) = 0 or not. For establishing a central limit theorem satisfied by an adaptive esti-

mator D̃N of D, an adaptive scale sequence (ãN ) = (N α̃N ) has to be defined to ensure Pr(α̃N ≤ α∗) −→
N→∞

0.

The following theorem provides the asymptotic behavior of such estimator,

Theorem 1 Let X satisfy Assumption A2. Define,

α̃N = α̂N +
3

(ℓ− 2)D̂′
N

· log logN

logN
, ãN = N α̃N = N α̂N ·

(
logN

) 3

(ℓ−2)D̂′
N and D̃N = D̂(ãN ).

Then, with σ2
D = (1 0) · (A′ ·A)−1 · A′ · Γ ·A · (A′ ·A)−1 · (1 0)′,

√
N

N α̃N

(
D̃N −D

) D−→
N→∞

N (0 ; σ2
D) and ∀ρ > 2(1 + 3D′)

(ℓ − 2)D′
,

N
D′

1+2D′

(logN)ρ
·
∣∣D̃N −D

∣∣ P−→
N→∞

0. (16)

Remark 6 Both the adaptive estimators
̂̂
DN and D̃N converge to D with a rate of convergence rate equal

to the minimax rate of convergence N
D′

1+2D′ up to a logarithm factor (this result is a classical result in this
semi-parametric framework). Unfortunately, the used method does not allow to prove that the mean square
errors of both those estimators reach the optimal rate and therefore to know if there are oracles.

4 Simulations

The different previous estimators are computed from sample of different processes satisfying Assumption A2.
The results are obtained from 100 generated independent samples of each process. The concrete procedure of
generation of these Gaussian processes are obtained from circulant matrix method and is detailed in Doukhan
et al. (2003).

The simulations are realized for five different values of D, D = 0.1, 0.3, 0.5, 0.7, 0.9, for three different
values of N , N = 103, 104, 105 of four different Gaussian processes processes which satisfy Assumption A2
and therefore Assumption A1 (the article of Moulines et al., 2006, gives a lot of details on this point):

1. the fractional Gaussian noise (fGn) of parameter H = 2 − 2D and σ2 = 1. The spectral density ffGn of
a fGn is included in H(2, CD′) (thus D′ = 2);

2. the FARIMA[0,d,0] with Gaussian innovations and parameter d such that d = (1 −D)/2 ∈]0, 0.5[. The
spectral density fFARIMA of such a process is included in the set H(2, CD′) (thus D′ = 2);

3. the FARIMA[1,d,1] with Gaussian innovations and parameter d such that d = (1 − D)/2 ∈]0, 0.5[ and
φ = −0.3, θ = −0.7 where φ denotes the AR coefficient and θ the MA coefficient. The spectral density
fFARIMA of such a process is included in the set H(2, CD′) (thus D′ = 2);

4. the Gaussian stationary processes X(D′), such that its spectral density is

f4(λ) =
1

λ1−D
(1 + λD

′

) for λ ∈ [−π, π], (17)

withD ∈]0, 1[ andD′ ∈]0, 2]. The following simulations are realized forD′ = 1 a therefore f4 ∈ H(1, CD′).

The different parameters of the method of estimation are:

• A mother wavelet ψ such that ψ(t) = 100 · t2(t−1)2(t2− t+3/14)I0≤t≤1. Hence, m = 1 and the different
conditions of assumption W (1) are satisfied. Choose m > 1 or different kind of function ψ (like dilated

Daubeshies mother wavelet) leads to ”similar” results (except for the bias of D̂N and D̃N). However,

if m = 0 or if ψ(0) 6= 0 or if ψ̂ has not a fast decreasing rate to ∞, then the MSE of the estimation is
larger (in particular, α̂N > α∗...).

• A number ℓ of points used for the log-log-regression such that m = 15. Several simulations realized with
ℓ = 5, ℓ = 10 or ℓ = 20 lead to few different results (the larger N and ℓ or the smaller N and ℓ the
smaller the MSE of the estimator). A better choice could be to consider ℓ as an increasing function of
N , but the theoretic expression of such a function requires new technical computations... An adaptive
choice of ℓ could be also developed as it is in Giraitis et al. (2000).
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• As it was specified in Remark 5, logN is replaced by 5 · logN in the expression of AN .

For each process, the cases D = 0.1, 0.3, 0.5, 0.7 and 0.9 are investigated for 100 independent replications of
samples with length varying from 1000 to 100000. The results are presented in the following table 1:

N = 103 −→

D = 0.1 D = 0.3 D = 0.5 D = 0.7 D = 0.9

fGn (H = 2 − 2D) mean
̂̂
DN , D̃N 0.04, 0.08 0.29, 0.37 0.50, 0.55 0.72, 0.76 0.94, 0.95

std
̂̂
DN , D̃N 0.14, 0.17 0.12, 0.21 0.12, 0.15 0.12, 0.18 0.12, 0.14

mean α̂N , α̃N 0.20, 0.24 0.23, 0.28 0.23, 0.28 0.23, 0.28 0.24, 0.29
std α̂N , α̃N 0.04, 0.04 0.04, 0.04 0.05, 0.04 0.05, 0.05 0.05, 0.06

FARIMA(0,
1−D

2
, 0) mean

̂̂
DN , D̃N 0.10, 0.11 0.34, 0.36 0.57, 0.57 0.76, 0.79 0.96, 0.98

std
̂̂
DN , D̃N 0.16, 0.17 0.14, 0.16 0.13, 0.15 0.12, 0.17 0.13, 0.14

mean α̂N , α̃N 0.21, 0.24 0.22, 0.27 0.23, 0.28 0.23, 0.28 0.23, 0.28
std α̂N , α̃N 0.05, 0.07 0.04, 0.04 0.05, 0.04 0.05, 0.04 0.04, 0.03

FARIMA(1,
1−D

2
, 1) mean

̂̂
DN , D̃N -0.31, -0.30 -0.23, -0.22 -0.10, -0.08 0.21, 0.26 0.52, 0.65

std
̂̂
DN , D̃N 0.12, 0.15 0.18, 0.21 0.24, 0.30 0.31, 0.36 0.28, 0.38

mean α̂N , α̃N 0.19, 0.21 0.19, 0.20 0.20, 0.21 0.24, 0.27 0.27, 0.31
std α̂N , α̃N 0.05, 0.07 0.05, 0.07 0.06, 0.08 0.07, 0.09 0.08, 0.09

X(D′), D′ = 1 mean
̂̂
DN , D̃N 0.59, 0.54 0.79, 0.74 0.98, 0.93 1.19, 1.14 1.41, 1.38

std
̂̂
DN , D̃N 0.16, 0.21 0.16, 0.17 0.17, 0.19 0.17, 0.18 0.19, 0.18

mean α̂N , α̃N 0.23, 0.28 0.24, 0.28 0.25, 0.29 0.24, 0.29 0.24, 0.29
std α̂N , α̃N 0.04, 0.04 0.04, 0.04 0.05, 0.05 0.05, 0.05 0.05, 0.04

N = 104 −→

D = 0.1 D = 0.3 D = 0.5 D = 0.7 D = 0.9

fGn (H = 2 − 2D) mean
̂̂
DN , D̃N 0.07, 0.08 0.26, 0.27 0.48, 0.48 0.69, 0.69 0.91, 0.91

std
̂̂
DN , D̃N 0.04, 0.04 0.04, 0.04 0.04, 0.03 0.04, 0.04 0.04, 0.04

mean α̂N , α̃N 0.18, 0.18 0.18, 0.18 0.17, 0.18 0.18, 0.19 0.18, 0.18
std α̂N , α̃N 0.04, 0.05 0.04, 0.05 0.03, 0.05 0.04, 0.05 0.04, 0.05

FARIMA(0, 1−D
2

, 0) mean
̂̂
DN , D̃N 0.14, 0.14 0.34, 0.34 0.53, 0.53 0.74, 0.73 0.93, 0.93

std
̂̂
DN , D̃N 0.06, 0.06 0.04, 0.05 0.05, 0.05 0.05, 0.05 0.04, 0.04

mean α̂N , α̃N 0.19, 0.20 0.18, 0.19 0.18, 0.20 0.18, 0.19 0.18, 0.20
std α̂N , α̃N 0.04, 0.05 0.03, 0.04 0.03, 0.04 0.04, 0.05 0.04, 0.05

FARIMA(1,
1−D

2
, 1) mean

̂̂
DN , D̃N -0.02, 0.02 0.01, 0.05 0.36, 0.39 0.57, 0.63 0.76, 0.81

std
̂̂
DN , D̃N 0.12, 0.14 0.24, 0.27 0.20, 0.20 0.12, 0.15 0.13, 0.14

mean α̂N , α̃N 0.30, 0.33 0.24, 0.26 0.30, 0.34 0.30, 0.34 0.31, 0.34
std α̂N , α̃N 0.04, 0.05 0.09, 0.11 0.06, 0.08 0.04, 0.05 0.04, 0.05

X(D′), D′ = 1 mean
̂̂
DN , D̃N 0.49, 0.45 0.66, 0.63 0.87, 0.83 1.08, 1.05 1.29, 1.26

std
̂̂
DN , D̃N 0.14, 0.13 0.12, 0.12 0.13, 0.11 0.13, 0.11 0.15, 0.13

mean α̂N , α̃N 0.22, 0.24 0.23, 0.25 0.23, 0.25 0.22, 0.24 0.22, 0.24
std α̂N , α̃N 0.05, 0.06 0.05, 0.06 0.05, 0.06 0.05, 0.06 0.05, 0.06

N = 105 −→

D = 0.1 D = 0.3 D = 0.5 D = 0.7 D = 0.9

fGn (H = 2 − 2D) mean
̂̂
DN , D̃N 0.07, 0.07 0.27, 0.27 0.47, 0.48 0.68, 0.69 0.93, 0.90

std
̂̂
DN , D̃N 0.01, 0.02 0.01, 0.01 0.01, 0.01 0.01, 0.02 0.01, 0.01

mean α̂N , α̃N 0.14, 0.15 0.14, 0.15 0.14, 0.15 0.15, 0.16 0.14, 0.15
std α̂N , α̃N 0.04, 0.04 0.03, 0.04 0.03, 0.04 0.03, 0.04 0.03, 0.04

FARIMA(0, 1−D
2

, 0) mean
̂̂
DN , D̃N 0.12, 0.11 0.31, 0.31 0.51, 0.51 0.71, 0.71 0.91, 0.91

std
̂̂
DN , D̃N 0.02, 0.02 0.02, 0.02 0.02, 0.02 0.02, 0.02 0.02, 0.02

mean α̂N , α̃N 0.18, 0.20 0.18, 0.20 0.18, 0.19 0.18, 0.20 0.17, 0.18
std α̂N , α̃N 0.02, 0.03 0.03, 0.03 0.03, 0.03 0.03, 0.04 0.03, 0.03

FARIMA(1, 1−D
2

, 1) mean
̂̂
DN , D̃N 0.06, 0.08 0.26, 0.28 0.45, 0.48 0.65, 0.67 0.86, 0.89

std
̂̂
DN , D̃N 0.04, 0.04 0.03, 0.04 0.03, 0.03 0.04, 0.04 0.04, 0.04

mean α̂N , α̃N 0.29, 0.32 0.30, 0.33 0.29, 0.32 0.29, 0.32 0.30, 0.33
std α̂N , α̃N 0.03, 0.04 0.03, 0.04 0.03, 0.04 0.03, 0.04 0.03, 0.03

X(D′), D′ = 1 mean
̂̂
DN , D̃N 0.28, 0.25 0.48, 0.45 0.67, 0.64 0.87, 0.83 1.07, 1.03

std
̂̂
DN , D̃N 0.10, 0.20 0.10, 0.24 0.13, 0.30 0.14, 0.42 0.13, 0.51

mean α̂N , α̃N 0.27, 0.30 0.27, 0.30 0.28, 0.31 0.28, 0.31 0.29, 0.32
std α̂N , α̃N 0.05, 0.05 0.04, 0.05 0.05, 0.06 0.04, 0.05 0.05, 0.06

Table 1: Estimation of the different parameters from 100 independent samples of the different processes.

Comments on the estimation of D: These numerical results nearly follow the theoretic results. An
important point is that the numerical convergence rate of the estimation of D does not depend on the value
of parameter D (even if D is close to 0). Another point is that there is still an important bias for N = 103 or
N = 104 for the FARIMA(1,d,1) or the process X(D′) (but for N = 105 the bias is quite reasonable). Another
choice of mother wavelet ψ (Daubeshies 5) with m > 1 leads to better results in this particular case.

Automatic estimation of the onset of scaling: The previous numerical results show that α̂N and α̃N
converge (very slowly) to the optimal rate α∗, that is 0.2 for the three first processes and 1/3 for the fourth
one. Two remarks: first, for fGn and FARIMA[0,d,0] the estimators α̂N and α̃N decrease with N and finally
overestimate 0.2 when N = 105. The choice of ℓ = 15, for which the length of the scale band nearly corresponds
to N1/4 (for N = 105) may explain this behavior. Moreover, other simulations show that α̂N and α̃N are
larger for N = 106 than for N = 105 and are close to 0.17. A second point the slow convergence rate of this
estimation for FARIMA(1,d,1) and for X(D′) with D′ = 1. The following graphs exhibit the evolution with N
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of the log-log plotting and the choice of the onset of scaling:
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Figure 1: Log-log graphs for different samples of X(D′) with D = 0.5 and D′ = 1 when N = 103 (up and left,
̂̂
DN = 1.04), N = 104 (up and right,

̂̂
DN = 0.66), N = 105 (down and left,

̂̂
DN = 0.62) and N = 106 (down

and right,
̂̂
DN = 0.54).

In Figure 1, it can be seen that that logTN (i · Nα) is not a linear function of the logarithm of the scale
log(i · Nα) when N increases and α < α∗ (it is exactly a consequence of Property 1: a bias exists in such a
case). Moreover, if α > α∗ and α increases, a linear model appears with an error variance that increases.

Distribution of the estimators
̂̂
DN and D̃N : the following Figure 2 exhibits the histograms of

̂̂
DN

and D̃N for 100 independent samples of the process FARIMA(1,d,1) with D = 0.5:
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Figure 2: Histograms of
̂̂
DN and D̃N for 100 samples of the process FARIMA(1,d,1) withD = 0.5 forN = 105.
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Both these histograms are similar to Gaussian law histograms. It is not surprising for D̃N because Theo-

rem 1 shows that the asymptotic law of D̃N is a Gaussian law with D mean. The asymptotic law of
̂̂
DN seems

to be also close to a Gaussian law. A Cramer-von Mises test of normality indicates that both the distributions

of
̂̂
DN and D̃N can be considered like Gaussian law (respectively W ≃ 0.07, p− value ≃ 0.24 and W ≃ 0.05,

p− value ≃ 0.54).

5 Proofs

Proof [Property 1] First, it is obvious from the same arguments than in Abry et al. (1998) or Moulines et al.
(2006) that,

E(d2(a, 0)) = a ·
∫ ∫

[0,1]2

ψ(t)ψ(t′)E(Xa tXa t′) dt dt
′

= a ·
∫ ∫

[0,1]2

ψ(t)ψ(t′) r(a(t − t′)) dt dt′

= a

∫ ∫

[0,1]2

∫ π

−π

ψ(t)ψ(t′) f(λ)eiλa(t−t
′)dt dt′ dλ

=

∫ aπ

−aπ

|ψ̂(u)|2f
(u
a

)
du.

But for 1 < c < 3,

K(ψ,c) =

∫ ∞

−∞

|ψ̂(u)|2
|u|c du <∞,

because when u→ 0, the hypothesis 1. of Assumption W (m) implies that |ψ̂(u)| = O(|u|m) and when u→ ∞,

the hypothesis 2. of Assumption W (m) implies that |ψ̂(u)|2|u|−c ≤ |u|−2m′−c and 2m′ + c > 3. Moreover,

∣∣∣
∫ aπ

−aπ

|ψ̂(u)|2
|u|c du−K(ψ,c)

∣∣∣ = 2

∫ ∞

aπ

|ψ̂(u)|2
uc

du

≤ C ·
∫ ∞

aπ

|ψ̂(u)|2
u2m′+c

du

≤ C′ · 1

a2m′+c−1
,

with C > 0 and C′ > 0 not depending on a. As a consequence, under Assumption A1,

∣∣∣E(d2(a, 0)) − f∗(0) ·
∫ ∞

−∞

|ψ̂(u)|2
|u/a|1−D du

∣∣∣ ≤ 2f∗(0) ·
∫ ∞

aπ

|ψ̂(u)|2
(u/a)1−D

du + CD′ ·
∫ aπ

−aπ

|ψ̂(u)|2
|u|1−(D+D′)

du

=⇒
∣∣∣E(d2(a, 0)) − f∗(0)K(ψ,1−D) · a1−D

∣∣∣ ≤ ≤ C′f∗(0) · a1−2m′

+ CD′K(ψ,1−(D+D′)) · a1−(D+D′).

Under Assumption A2, from the same kind of inequalities, one obtains,
∣∣∣E(d2(a, 0)) − f∗(0)K(ψ,1−D) · a1−D − CD′K(ψ,1−(D+D′)) · a1−(D+D′)

∣∣∣

≤ C′(f∗(0) + CD′) · a1−2m′

+ CD′′K(ψ,1−(D+D′+D′′)) · a1−(D+D′+D′′),

and this finishes the proof of this property. 2

Proof [Proposition 1] This proof can be decomposed in three steps Step 1, Step 2 and Step 3.

Step 1. In this part,

√
N

aN
· Cov(S̃N (ri), S̃N (rj))1≤i,j≤ℓ is proved to converge to a covariance matrix Γ.

First, for all (i, j) ∈ {1, . . . , ℓ}2,

Cov(S̃N (ri), S̃N (rj)) = 2
1

[N/riaN ]

1

[N/rjaN ]

[N/riaN ]∑

p=1

[N/rjaN ]∑

q=1

(
Cov(d̃(riaN , p), d̃(rjaN , q)

)2

, (18)
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because X is a Gaussian process. Therefore, by considering only i = j and p = q, for N and aN large enough,

Cov(S̃N (ri), S̃N (rj)) ≥
1

ri

N

aN
. (19)

Now, for (p, q) ∈ {1, . . . , [N/riaN ]} × {1, . . . , [N/riaN ]} such that |rip− rjq| ≥ 2(ri + rj),

Cov
(
d̃(riaN , p), d̃(rjaN , q)

)
=

aDN (rirj)
D/2

f∗(0)K(ψ,1−D)

∫ 1

0

∫ 1

0

ψ(t)ψ(t′)r(aN (rit− rjt
′) + aN (rip− rjq)) dt dt

′.

Now, the covariogram can be bounded from the expression of the spectral density under Assumption A1.
Indeed, for a > 0,

r(a) =
1

a
·
∫ aπ

−aπ

e−iuf(u/a) du

=⇒
∣∣∣r(a) − 2f∗(0)

(∫ ∞

0

cosλ

λ1−D
dλ−

∫ ∞

aπ

cosλ

λ1−D
dλ
) 1

aD

∣∣∣ ≤ 2CD′

∣∣∣
∫ aπ

0

cosλ

λ1−D−D′
dλ
∣∣∣ · 1

aD+D′

=⇒
∣∣∣r(a) − 2f∗(0)

aD

∫ ∞

0

cosλ

λ1−D
dλ
∣∣∣ ≤M ·

(1
a

+
1

aD+D′

)
,

with a constant real number M > 0 not depending on a, and because
∣∣∣
∫ ∞

aπ

cosλ

λ1−D
dλ
∣∣∣ ≤ 2

(aπ)1−D
and

∣∣∣
∫ aπ

0

cosλ

λ1−D−D′
dλ
∣∣∣ ≤M ′ · max(1 ; aD+D′−1) for all a > 0 (a constant real number M ′ > 0 not depending

on a).

Using this inequality, if (p, q) are such that |rip− rjq| ≥ 2(ri + rj), on can write,

∣∣∣Cov
(
d̃(riaN , p), d̃(rjaN , q)

)
− aDN (rirj)

D/2

f∗(0)K(ψ,1−D)

∫ 1

0

∫ 1

0

ψ(t)ψ(t′)
∣∣∣1 + aN (rip− rjq)

(
1 +

rit− rjt
′

rip− rjq

)∣∣∣
−D

dt dt′
∣∣∣

≤ 2M
aDN (rirj)

D/2

f∗(0)K(ψ,1−D)

∫ 1

0

∫ 1

0

|ψ(t)ψ(t′)|
∣∣∣aN (rip− rjq)

(
1 +

rit− rjt
′

rip− rjq

)∣∣∣
−min(D+D′,1)

dt dt′

≤
(2M · ‖ψ‖2

∞(rirj)
D/2

f∗(0)K(ψ,1−D)

(1

2

)−min(D+D′,1)) 1

|rip− rjq|min(D+D′,1)
· 1

a
min(D′,1−D)
N

.

In another hand, from a Taylor expansion,

∣∣∣
∫ 1

0

∫ 1

0

ψ(t)ψ(t′)

(∣∣∣(rip− rjq)
(
1 +

rit− rjt
′

rip− rjq

)∣∣∣
−D

− |rip− rjq|−D
2m−1∑

s=0

b(s,D)
(rit− rjt

′

rip− rjq

)s
)
dt dt′

∣∣∣

≤ |rip− rjq|−D−2m‖ψ‖2
∞(ri + rj)

2mb(2m,D),

with b(0, D) = 1 and b(s+ 1, D) = (s−D)b(s,D) for s ∈ N. Thanks to Assumption W (m) satisfied by ψ, for

all s ∈ {0, 1, . . . , 2m− 1},
∫ 1

0

∫ 1

0

ψ(t)ψ(t′)
(rit− rjt

′

rip− rjq

)s
dt dt′ = 0. As a consequence,

∣∣∣
∫ 1

0

∫ 1

0

ψ(t)ψ(t′)
∣∣∣(rip− rjq)

(
1 +

rit− rjt
′

rip− rjq

)∣∣∣
−D

dt dt′
∣∣∣ ≤ |rip− rjq|−D−2m‖ψ‖2

∞(ri + rj)
2mb(2m,D),

and therefore, it exists K1 > 0, such that for all (i, j) ∈ {1, . . . , ℓ}2, and for (p, q) ∈ {1, . . . , [N/riaN ]} ×
{1, . . . , [N/riaN ]} satisfying |rip− rjq| ≥ 2(ri + rj),

∣∣∣Cov
(
d̃(riaN , p), d̃(rjaN , q)

)∣∣∣ ≤ K1

(
1

|rip− rjq|min(D+D′,1)
· 1

a
min(D′,1−D)
N

+
1

|rip− rjq|D+2m

)
. (20)

Moreover, from Property 1, for aN large enough and (p, q) ∈ {1, . . . , [N/riaN ]} × {1, . . . , [N/riaN ]} satisfying
|rip− rjq| < 2(ri + rj),

∣∣∣Cov
(
d̃(riaN , p), d̃(rjaN , q)

)∣∣∣ ≤
(
E(d̃2(riaN , p)) · E(d̃2(riaN , p))

)1/2

≤ 2. (21)
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Thanks to (20) and (21), it exists a constant K2 > 0 (not depending on N or aN ) such that the relation (18)
becomes the inequality,

Cov(S̃N (ri), S̃N (rj)) ≤ K2 ·
rirja

2
N

N2

[N/riaN ]∑

p=1

[N/rjaN ]∑

q=1

a
−2min(D′,1−D)
N

(1 + |rip− rjq|)2 min(D+D′,1)
+

1

(1 + |rip− rjq|)2D+4m
.

But, from the theorem of comparison between sums and integrals, for 0 < α ≤ 1, N and aN large enough,

[N/riaN ]∑

p=1

[N/rjaN ]∑

q=1

(1 + |rip− rjq|)−α ∼
∫ N/riaN

0

∫ N/rjaN

0

dx dy

(1 + |rix− rjy|)α

∼ 1

rirj

∫ N/aN

0

∫ N/aN

0

du dv

(1 + |u− v|)α

∼ 2

rirj

∫ N/aN

0

(N/aN − w) dw

(1 + w)α

∼





2

rirj

1

(1 − α)(2 − α)
·
( N
aN

)2−α
if 0 < α < 1

2

rirj

( N
aN

)
log
( N
aN

)
if α = 1

In the same way, for α > 1,

[N/riaN ]∑

p=1

[N/rjaN ]∑

q=1

(1 + |rip− rjq|)−α ≤ 1

rirj

∫ N/aN

0

∫ N/aN

0

du dv

(1 + |u− v|)α

≤ 2

rirj

∫ N/aN

0

N/aN dw

(1 + w)α

≤ 2

(α− 1)rirj
· N
aN

.

As a consequence, with m ≥ 1, one obtains the following bound for N and aN large enough,

Cov(S̃N (riaN ), S̃N (rjaN )) ≤ K3

(( N
aN

)−1
+ log

( N
aN

)
×
( N
aN

)−2(D+D′) 1

a2D′

N

+
( N
aN

)−1 1

a
2(1−D)
N

)
, (22)

with K3 > 0 and not depending on N or aN . Finally, from (19) and (22), if the sequence (an) is such that
o(aN ) = log(N)N (1−2(D+D′))/(1−2D)

I2(D+D′)≤1 + I2(D+D′)>1, then,

lim
N→∞

N

aN

(
Cov(S̃N (riaN ), S̃N (rjaN ))

)
1≤i,j≤ℓ

= Γ, (23)

with Γ = (γij)1≤i,j≤ℓ a non null symmetric matrix that can be specified. Indeed, from the previous inequalities,

γij = lim
N→∞

2rirjaN
N

[N/riaN ]∑

p=1

[N/rjaN ]∑

q=1

( (rirj)
D/2

K(ψ,1−D)

∫ 1

0

∫ 1

0

ψ(t)ψ(t′)

|rit− rjt′ + rip− rjp′|D
dt dt′

∫ ∞

−∞

cosλ

|λ|1−D dλ
)2

= lim
N→∞

2(rirj)
1+D

( ∫∞

−∞
cosλ

|λ|1−D dλ
)2

aN

K2
(ψ,1−D)N

[N/dijaN ]−1∑

m=−[N/dijaN ]+1

(
N

dijaN
− |m|

)( ∫ 1

0

∫ 1

0

ψ(t)ψ(t′)

|rit− rjt′ + dijm|D dt dt
′
)2

=
2(rirj)

1+D
( ∫∞

−∞
cosλ

|λ|1−D dλ
)2

K2
(ψ,1−D)dij

∞∑

m=−∞

( ∫ 1

0

∫ 1

0

ψ(t)ψ(t′)

|rit− rjt′ + dijm|D dt dt
′
)2

,

with dij = GCD(ri ; rj). Therefore, the matrix Γ is only depending on r1, · · · , rℓ, ψ,D.

Step 2. In a general frame, the previous result is not sufficient for obtaining the central limit theorem,

√
N

aN

(
S̃N (riaN ) − E(d̃2(riaN , 0)

)
1≤i≤ℓ

L−→
N→∞

Nℓ(0,Γ(r1, · · · , rℓ, ψ,D)). (24)
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However, each S̃N (riaN ) is a quadratic form of Gaussian process. Mutatis mutandis, it is exactly the same
framework (i.e. a Lindeberg central limit theorem) as that of the Proposition 2.1 in Bardet (2000), and (24)
is checked. Moreover, if (an)n is such that o(aN ) = N1/1+2D′

when D + D′ < 1 (which implies o(aN ) =
log(N)N (1−2(D+D′))/(1−2D) in the particular case 2(D +D′) < 1), then,

√
N

aN

(
a−2
N + a−D

′

N

)
−→
N→∞

0.

As a consequence, under those assumptions,

√
N

aN

(
S̃N (riaN ) − 1

)
1≤i≤ℓ

L−→
N→∞

Nℓ(0,Γ(r1, · · · , rℓ, ψ,D)). (25)

Step 3. The logarithm function (x1, .., xℓ) ∈]0,+∞[ℓ 7→ (log x1, .., log xm) is C2 on ]0,+∞[ℓ. As a consequence,

using the Delta-method, the central limit theorem (8) for the vector
(
log S̃N (riaN )

)
1≤i≤ℓ

follows with the same

asymptotical covariance matrix Γ(r1, · · · , rℓ, ψ,D) (because the Jacobian matrix of the function in (1, .., 1) is
the identity matrix). 2

Proof [Proposition 2] Since the variables d = d(a, k) and e = e(a, k) are Gaussian, the variables d2 − e2

have finite second order moment and Jensen’s inequality implies

E |SN (a) − TN(a)| = E

∣∣∣∣∣∣
1

[N/a]

[N/a]∑

k=1

(
d2(a, k) − e2(a, k)

)
∣∣∣∣∣∣

≤ 1

[N/a]

[N/a]∑

k=1

√
E (d2(a, k) − e2(a, k))2

From the same computations than in Bardet and Bertrand (2006), one obtains,

E |SN (a) − TN (a)| ≤
√

6

[N/a]

[N/a]∑

k=1

√
Eε2(a, k) ×

√
E [4 d2(a, k) + ε2(a, k)]. (26)

But

Eε2(a, b) ≤ 1

a

(
a−1∑

k=0

∫ (k+1)/a

k/a

dt

√
E

(
ψ(t)Xa(t+b) − ψ(

k

a
)Xk+ab

)2
)2

≤ 1

a

(
a−1∑

k=0

∫ (k+1)/a

k/a

dt

√
r(0)

(
ψ(t) − ψ(

k

a
)
)2
)2

,

with r(t) = r(0) for all t ∈ [0, 1[. The function ψ is supposed to be a C1 function. As a consequence, a Taylor
expansion implies,

Eε2(a, b) ≤ 1

a
· r(0) · ‖ψ′‖∞

(
a−1∑

k=0

∫ (k+1)/a

k/a

(t− k

a
) dt

)2

≤ r(0) · ‖ψ′‖∞ · 1

4a3
.

Thus, for a large enough, it exists K > 0 such that,

E |SN (a) − TN(a)| ≤
(√6

2

√
r(0) · ‖ψ′‖∞

)
a−1−D/2.

Therefore, if o(aN ) = N1/1+2D′

, then,

lim
N→∞

√
N

aN
× E |SN (aN ) − TN (aN )| = 0.

13



From central limit theorem (2), this implies the convergence of the finite-dimensional distribution,

√
N

aN

(
TN (riaN ) + C · C(ψ,d) · (riaN )1−D

)
1≤i≤ℓ

D−→
N→∞

Nℓ(0 ; Γ).

Now the Delta-method can be applied and this finishes the proof. 2

Proof [Proposition 5] Let ε > 0 be a fixed positive real number, such that α∗ + ε < 1.

I. First, a bound of Pr(α̂N ≤ α∗ + ε) is provided. Indeed,

Pr
(
α̂N ≤ α∗ + ε

)
≥ Pr

(
Q̂N (α∗ + ε/2) ≤ min

α≥α∗+ε and α∈AN

Q̂N(α)
)

≥ 1 − Pr
( ⋃

α≥α∗+ε and α∈AN

Q̂N (α∗ + ε/2) > Q̂N(α)
)

≥ 1 −
log[N/ℓ]∑

k=[(α∗+ε) logN ]

Pr
(
Q̂N (α∗ + ε/2) > Q̂N

( k

logN

))
. (27)

But, for α ≥ α∗ + 1,

Pr
(
Q̂N (α∗ + ε/2) > Q̂N(α)

)
= Pr

(∥∥∥PN (α∗ + ε/2) · YN (α∗ + ε/2)
∥∥∥

2

>
∥∥∥PN (α) · YN (α)

∥∥∥
2)

with PN (α) = Iℓ−AN (α) ·
(
A′
N (α) ·AN (α)

)−1 ·AN (α) for all α ∈ (0, 1), i.e. PN (α) is the matrix of orthogonal
projection on the orthogonal subspace (in R

ℓ) generated by AN (α) (and Iℓ is the identity matrix in R
ℓ). From

the expression of AN (α), it is obvious that for all α ∈ (0, 1),

PN (α) = P = Iℓ −A ·
(
A′ · A

)−1 ·A,

with the matrix A =




log(r1) 1
: :

log(rℓ) 1


 like in Proposition 3. By this way,

Pr
(
Q̂N (α∗ + ε/2) > Q̂N (α)

)
= Pr

(∥∥∥P · YN (α∗ + ε/2)
∥∥∥

2

>
∥∥∥P · YN (α)

∥∥∥
2)

= Pr

(∥∥∥P ·
√

N

Nα∗+ε/2
YN (α∗ + ε/2)

∥∥∥
2

> Nα−(α∗+ε/2)
∥∥∥P ·

√
N

Nα
YN (α)

∥∥∥
2
)

≤ Pr
(
VN (α∗ + ε/2) > N (α−(α∗+ε/2))/2

)
+ Pr

(
VN (α) ≤ N−(α−(α∗+ε/2))/2

)

with VN (α) =
∥∥∥P ·

√
N

Nα
YN (α)

∥∥∥
2

for all α ∈ (0, 1). From Proposition 2, for all α > α∗, the asymptotic law

of P ·
√

N

Nα
YN (α) is a Gaussian law with covariance matrix P · Γ · P ′. Moreover, the rank of the matrix is

P ·Γ ·P ′ is ℓ−2 (this is the rank of P ) and it exists 0 < λ−, not depending on N) such that P ·Γ ·P ′−λ−P ·P ′

is a non-negative matrix (0 < λ− < min{λ ∈ Sp(Γ)}). As a consequence, for N large enough,

Pr
(
VN (α) ≤ N−(α−(α∗+ε/2))/2

)
≤ 2 · Pr

(
V− ≤ N−(α−(α∗+ε/2))/2

)

≤ 1

2ℓ/2−2Γ(ℓ/2)
·
( N
λ−

)−( ℓ
2−1) (α−(α∗+ε/2))

2

,

with V− ∼ λ− · χ2(ℓ− 2). Moreover, from Markov inequality,

Pr
(
VN (α∗ + ε/2) > N (α−(α∗+ε/2))/2

)
≤ 2 · Pr

(
exp(

√
V+) > exp

(
N (α−(α∗+ε/2))/4

))

≤ 2 · E(exp(
√
V+)) · exp

(
−N (α−(α∗+ε/2))/4

)
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with V+ ∼ λ+ ·χ2(ℓ− 2) and λ+ > max{λ ∈ Sp(Γ)} > 0. Like E(exp(
√
V+)) <∞ is not depending on N , one

obtains that it exists M1 > 0 not depending on N , such that for N large enough,

Pr
(
Q̂N (α∗ + ε/2) > Q̂N (α)

)
≤M1 ·N−( ℓ

2−1)
(α−(α∗+ε/2))

2 ,

and therefore, the inequality (27) becomes, for N large enough,

Pr
(
α̂N ≤ α∗ + ε

)
≥ 1 −M1 ·

log[N/ℓ]∑

k=[(α∗+ε) logN ]

N
− (ℓ−2)

4

((
k

log N

)
−(α∗+ε/2)

)

≥ 1 −M1 · logN ·N− (ℓ−2)
12 ε. (28)

II. Secondly, a bound of Pr(α̂N ≥ α∗−ε) is provided. From the same arguments and notations than previously,

Pr
(
α̂N ≥ α∗ − ε

)
≥ Pr

(
Q̂N (α∗ +

1 − α∗

2α∗
ε) ≤ min

α≤α∗−ε and α∈AN

Q̂N(α)
)

≥ 1 −
[(α∗−ε) logN ]+1∑

k=2

Pr
(
Q̂N(α∗ +

1 − α∗

2α∗
ε) > Q̂N

( k

logN

))
, (29)

and like previously,

Pr
(
Q̂N (α∗ +

1 − α∗

2α∗
ε) > Q̂N(α)

)

= Pr

(∥∥∥P ·
√

N

Nα∗+ 1−α∗

2α∗ ε
YN (α∗ +

1 − α∗

2α∗
ε)
∥∥∥

2

> Nα−(α∗+ 1−α∗

2α∗ ε)
∥∥∥P ·

√
N

Nα
YN (α)

∥∥∥
2
)
. (30)

Now, in the case aN = Nα with α ≤ α∗, the sample variance of wavelet coefficients is biased. In such a case,
from the relation of Property 1 under Assumption A2,

(
YN (α)

)
1≤i≤ℓ

=
(CD′K(ψ,1−(D+D′))

f∗(0)K(ψ,1−D)
(iNα)−D

′

(1 + oi(1))
)

1≤i≤ℓ
+
(√Nα

N
· εN (α)

)
1≤i≤ℓ

,

with oi(1) → 0 when N → ∞ for all i and E(ZN (α)) = 0. As a consequence, for N large enough,

∥∥∥P ·
√

N

Nα
YN (α)

∥∥∥
2

=
∥∥∥P · εN (α)

∥∥∥
2

+N
α∗

−α
α∗

∥∥∥P ·
(CD′K(ψ,1−(D+D′))

f∗(0)K(ψ,1−D)
i−D

′

(1 + oi(1))
)

1≤i≤ℓ

∥∥∥
2

≥ D ·N α∗
−α

α∗ ,

with D > 0, because the vector (i−D
′

)1≤i≤ℓ is not in the orthogonal subspace of the subspace generated by
the matrix A. Then, the relation (30) becomes,

Pr
(
Q̂N (α∗ +

1 − α∗

2α∗
ε) > Q̂N(α)

)
≤ Pr

(∥∥∥P ·
√

N

Nα∗+ 1−α∗

2α∗ ε
YN (α∗ +

1 − α∗

2α∗
ε)
∥∥∥

2

≥ D ·Nα−(α∗+ 1−α∗

2α∗ ε) ·N α∗
−α

α∗

)

≤ Pr
(
V+ ≥ D ·N 1−α∗

2α∗ (2(α∗−α)−ε)
)

≤ M2 ·N−( ℓ
2−1) 1−α∗

2α∗ ε,

with M2 > 0, because V+ ∼ λ+ · χ2(ℓ − 2) and
1 − α∗

2α∗
(2(α∗ − α) − ε) ≥ 1 − α∗

2α∗
ε for all α ≤ α∗ − ε. Hence,

from the inequality (29), for N large enough,

Pr
(
α̂N ≥ α∗ − ε

)
≥ 1 −M2 · logN ·N−( ℓ

2−1) 1−α∗

2α∗ ε. (31)

The inequalities (28) and (31) imply that Pr
(
|α̂N − α| ≥ ε

)
−→
N→∞

0. 2

Proof [Theorem 1] The central limit theorem of (16) can be established from the following arguments. First,
Pr(α̃N > α∗) −→

N→∞
1. Indeed, thanks to the previous proof, for all ε > 0,

Pr
(
α̂N ≥ α∗ − ε

)
≥ 1 −M2 · logN ·N−( ℓ

2−1) 1−α∗

2α∗ ε.
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Consequently, if εN = λ · log logN

logN
with λ >

2

(ℓ − 2)D′
then,

Pr
(
α̂N ≥ α∗ − εN

)
≥ 1 −M2 · logN ·N−λ (ℓ−2)D′

2 · log log N
log N

≥ 1 −M2 ·
(
logN

)1−λ (ℓ−2)D′

2

=⇒ Pr
(
α̂N + εN ≥ α∗

)
−→
N→∞

1.

Now, from Corollary 1, D̂′
N

P−→
N→∞

D′. Therefore, Pr
(
D̂′

N ≤ 4

3
D′
)

−→
N→∞

1. Thus, with λ ≥ 9

4(ℓ− 2)D′
,

Pr
(
α̃N +

(
εN − 3

(ℓ− 2)D̂′
N

· log logN

logN

)
≥ α∗

)
−→
N→∞

1 which implies Pr(α̃N > α∗) −→
N→∞

1.

Secondly, for x ∈R,

lim
N→∞

Pr
(√ N

N α̃N

(
D̃N −D

)
≤ x

)
= lim

N→∞
Pr
(√ N

N α̃N

(
D̃N −D

)
≤ x

⋂
α̃N > α∗

)

+ lim
N→∞

Pr
(√ N

N α̃N

(
D̃N −D

)
≤ x

⋂
α̃N ≤ α∗

)

= lim
N→∞

∫ 1

α∗

Pr
(√ N

Nα

(
D̃N −D

)
≤ x

)
fα̂N

(α) dα

= lim
N→∞

Pr
(
ZΓ ≤ x

)
·
∫ 1

α∗

fα̂N
(α) dα

= Pr
(
ZΓ ≤ x

)
,

with fα̂N
(α) the probability density function of α̂N and ZΓ ∼ N (0 ; (A′ ·A)−1 · A′ · Γ ·A · (A′ ·A)−1).

For proving the second part of (16), one first deduces from above that

Pr
(
α∗ < α̃N < α∗ +

3

(ℓ− 2)D̂′
N

· log logN

logN
+ µ · log logN

logN

)
−→
N→∞

1,

with µ > 12
ℓ−2 . Therefore, it exists ν < 4

(ℓ−2)D′
+ 12

ℓ−2 ,

Pr
(
Nα∗

< N α̃N < Nα∗ · (logN)ν
)

−→
N→∞

1.

Now, this inequality and the previous central limit theorem provides that for all ρ > ν/2, and ε > 0,

Pr
( N D′

1+2D′

(logN)ρ
·
∣∣D̃N −D

∣∣ > ε
)

= Pr
(N 1

2 (α̂N−α∗)

(logN)ρ
·
√

N

N α̃N

∣∣D̃N −D
∣∣ > ε

)

−→
N→∞

0. 2

References

[1] P. Abry, P. Flandrin, M.S. Taqqu and D. Veitch, Self-similarity and long-range dependence through the
wavelet lens, In P. Doukhan, G. Oppenheim and M.S. Taqqu editors, Long-range Dependence: Theory and
Applications, Birkhäuser, 2003.
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