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Abstract

A longstanding open problem in lambda calculus is
whether there exists a non-syntactical model of the untyped
lambda calculus whose theory is exactly the leastλ-theory
λβ. In this paper we make use of the Visser topology for in-
vestigating the related question of whether the equational
theory of a model can be recursively enumerable (r.e. for
brevity). We introduce the notion of aneffective modelof
lambda calculus and prove the following results: (i) The
equational theory of an effective model cannot beλβ, λβη;
(ii) The order theory of an effective model cannot be r.e.;
(iii) No effective model living in the stable or strongly stable
semantics has an r.e. equational theory. Concerning Scott’s
semantics, we investigate the class of graph models and
prove the following, where “graph theory” is a shortcut for
“theory of a graph model”: (iv) There exists a minimum or-
der graph theory (for equational graph theories this was
proved in [9, 10]). (v) The minimum equational/order graph
theory is the theory of an effective graph model. (vi) No or-
der graph theory can be r.e. (vii) Every equational/order
graph theory is the theory of a graph model having a count-
able web. This last result proves that the class of graph mod-
els enjoys a kind of (downwards) Löwenheim-Skolem theo-
rem, and it answers positively Question 3 in [4, Section 6.3]
for the class of graph models.

1. Introduction

Lambda theories are equational extensions of the un-
typed lambda calculus closed under derivation. They arise
by syntactical or semantic considerations. Indeed, aλ-
theory may correspond to a possible operational (observa-
tional) semantics of lambda calculus, as well as it may be
induced by a model of lambda calculus through the ker-
nel congruence relation of the interpretation function. Al-
though researchers have mainly focused their interest on a
limited number of them, the class ofλ-theories constitutes
a very rich and complex structure (see e.g. [2, 4, 5]). Syn-
tactical techniques are usually difficult to use in the study

of λ-theories. Therefore, semantic methods have been ex-
tensively investigated.

Topology is at the center of the known approaches to give
models of the untyped lambda calculus. The first model,
found by Scott in 1969 in the category of complete lat-
tices and Scott continuous functions, was successfully used
to show that all the unsolvableλ-terms can be consistently
equated. After Scott, a large number of mathematical mod-
els for lambda calculus, arising from syntax-free construc-
tions, have been introduced in various categories of domains
and were classified into semantics according to the nature
of their representable functions, see e.g. [1, 2, 4, 12, 23].
Scott continuous semantics [26] is given in the category
whose objects are complete partial orders and morphisms
are Scott continuous functions. The stable semantics (Berry
[7]) and the strongly stable semantics (Bucciarelli-Ehrhard
[8]) are refinements of the continuous semantics, introduced
to capture the notion of “sequential” Scott continuous func-
tion. All these semantics are structurally and equationally
rich [19, 20] in the sense that, in each of them, it is pos-
sible to build up2ℵ0 models inducing pairwise distinctλ-
theories. Nevertheless, the above denotational semanticsare
equationallyincomplete: they do not even match all possi-
ble operational semantics of lambda calculus. The problem
of the equational incompleteness was positively solved by
Honsell-Ronchi della Rocca [16] for the continuous seman-
tics and by Bastonero-Gouy [3] for the stable semantics. In
[24, 25] Salibra has shown in a uniform way that all seman-
tics (including the strongly stable semantics), which involve
monotonicity with respect to some partial order and have a
bottom element, fail to induce a continuum ofλ-theories.
Manzonetto and Salibra [22] have recently shown an alge-
braic incompleteness theorem for lambda calculus: the se-
mantics of lambda calculus given in terms of models, which
are directly indecomposable as combinatory algebras (i.e.,
they cannot be decomposed as the Cartesian product of two
other non-trivial combinatory algebras), is incomplete, al-
though it strictly includes the continuous semantics, its sta-
ble and strongly stable refinements and the term models of



all semi-sensibleλ-theories. The proof of incompleteness is
based on a generalization of the Stone representation theo-
rem for Boolean algebras to combinatory algebras.

Berline has raised in [4] the natural question of whether,
given a class of models of lambda calculus, there is a mini-
mumλ-theory represented by it. This question relates to the
longstanding open problem proposed by Barendregt about
the existence of a continuous model or, more generally, of a
non-syntactical model ofλβ (λβη). Di Gianantonio, Hon-
sell and Plotkin [13] have shown that Scott continuous se-
mantics admits a minimum theory, at least if we restrict
to extensional models. Another result of [13], in the same
spirit, is the construction of an extensional model whose
theory isλβη, a fortiori minimal, in a weakly-continuous
semantics. However, the construction of this model starts
from the term model ofλβη, and hence it cannot be seen as
having a purely non syntactical presentation. More recently,
Bucciarelli and Salibra [9, 10] have shown that the graph
semantics (that is, the semantics of lambda calculus given
in terms of graph models) admits a minimumλ-theory dif-
ferent fromλβ. Graph models, isolated in the seventies by
Plotkin, Scott and Engeler (see e.g. [2]) within the continu-
ous semantics, have been proved useful for giving proofs of
consistency of extensions of lambda calculus and for study-
ing operational features of lambda calculus (see [4]).

Topology is an important instrument not only to obtain
models of lambda calculus, but also to investigate syntac-
tical properties ofλ-terms. The Scott topology is the most
frequently used in this field. The Visser topology has been
defined by Visser [29] in the eighties in an orthogonal way
with respect to the Scott topology: the former is strictly con-
nected with classical recursion theory whilst the latter isre-
lated to domain theory. In this paper we make use of the
Visser topology for investigating the question of whether
the equational theory of a model can be recursively enu-
merable (r.e. for brevity). As far as we know, this problem
was first raised in [5], where it is conjectured that no graph
model can have an r.e. theory. But we expect that this could
indeed be true for all models living in the continuous se-
mantics, and its refinements, and in the present paper we
extend this conjecture.

Conjecture 1 The equational theory of every model living
in Scott continuous semantics, or in one of its refinements,
is not r.e.

It should be noted that, since sensibleλ-theories cannot be
r.e., our conjecture is only open for non sensible models.

We find natural to concentrate our investigation on mod-
els with built-in effectivity properties, i.e. models based on
effective domains (see Section 2.2). It seems indeed reason-
able to think that, if effective models do not even succeed
to have an r.e. theory, then the other ones have no chance to
succeed.

In this paper, starting from the known notion of an ef-
fective domain, we introduce a general notion of aneffec-
tive modelof lambda calculus and we study the main prop-
erties of these models. Effective models are omni-present
in the continuous, stable and strongly stable semantics. In
particular, all the models which have been introduced indi-
vidually in the literature can easily be proved effective. As
far as we know, only Giannini and Longo [14] have intro-
duced a notion of an effective model; but their definition is
ad hocfor two particular models (Scott’sPω and Plotkin’s
Tω) and their results depend on the fact that these models
have a very special (and well known) common theory.

In this paper we show the following results:

(i) The equational theory of an effective model cannot be
λβ, λβη.

(ii) No effective model can have an r.e. order theory.

(iii) No effective model living in the stable or strongly sta-
ble semantics has an r.e. equational theory.

Concerning Scott continuous semantics we continue our
investigation of the class of graph models (see [6, 9, 10, 11])
and show that:

(iv) No effective graph model, freely generated by a “par-
tial model” which is finite modulo its group of auto-
morphisms, has an r.e. equational theory.

(v) There exists a minimum order graph theory (where
“graph theory” means “theory of a graph model”).

(vi) No order graph theory can be r.e.

(vii) For any β-normal formM , there exists a non-empty
β-closed co-r.e. setU of unsolvables whose interpreta-
tions are, in all graph models, under the interpretation
of M .

The last two results are a consequence of one of the main re-
sults of the paper: the minimum equational/order graph the-
ory is the theory of an effective graph model.

Another main result of the paper is a kind of (down-
wards) Löwenheim-Skolem theorem for the class of graph
models: every equational/order graph theory is the theory
of a graph model having a countable web (this result posi-
tively answers Question 3 in [4, Section 6.3] for the class of
graph models). As a consequence, every graph theory (we
know from Kerth [19] that there exists a continuum of them)
is the theory of a graph model whose web is the set of natu-
ral numbers.

2. Preliminaries

To keep this article self-contained, we summarize
some definitions and results concerning lambda calcu-
lus and topology that we need in the subsequent part of the



paper. With regard to the lambda calculus we follow the no-
tation and terminology of [2]. The main reference for
topology is [17].

We denote byN the set of natural numbers. The comple-
ment of a recursively enumerable set (r.e. set for short) is
called aco-r.e.set. If bothA and its complement are r.e.,A
is calleddecidable. We will denote byRE the collection of
all r.e. subsets ofN.

A numeration of a setA is a map fromN ontoA. W :
N → RE denotes the usual numeration of r.e. sets (i.e.,Wn

is the domain of then-th computable functionφn).
A family B of open sets of a topological space(X, τX)

is abasefor the topologyτX if every open set is a union of
elements ofB.

Let X,Y be topological spaces andB,B′ be bases re-
spectively forτX and τY . A function f : X → Y is
calledstrongly continuousw.r.t. B,B′ if f−1(U) ∈ B for
all U ∈ B′.

2.1. Lambda calculus and lambda models

Λ and Λo are, respectively, the set ofλ-terms and of
closedλ-terms. Concerning specificλ-terms we set:i ≡
λx.x; T ≡ λxy.x; F ≡ λxy.y; Ω ≡ (λx.xx)(λx.xx).

We denoteαβ-conversion byλβ. A λ-theoryT is a con-
gruence onΛ (with respect to the operators of abstraction
and application) which containsλβ. We writeM =T N for
(M,N) ∈ T . If T is aλ-theory, then[M ]T denotes the set
{N : N =T M}. A λ-theoryT is: consistentif T 6= Λ×Λ;
extensionalif it contains the equationi = λxy.xy; recur-
sively enumerableif the set of Gödel numbers of all pairs of
T -equivalentλ-terms is r.e. Finally,λβη is the least exten-
sionalλ-theory.

The λ-theoryH, generated by equating all the unsolv-
ableλ-terms, is consistent by [2, Theorem 16.1.3]. Aλ-
theoryT is sensibleif H ⊆ T , while it is semi-sensibleif it
contains no equations of the formU = S whereS is solv-
able andU unsolvable. Sensible theories are semi-sensible
and are never r.e. (see [2]).

It is well known [2, Chapter 5] that a model of lambda
calculus (λ-model, for short) can be defined as a reflexive
object in a ccc (Cartesian closed category)C, that is to
say a triple(D,F , λ) such thatD is an object ofC and
F : D → [D → D], λ : [D → D] → D are mor-
phisms such thatF◦λ = id[D→D]. In the following we will
mainly be interested in Scott’s ccc of cpos and Scott con-
tinuous functions (continuous semantics), but we will also
draw conclusions for Berry’s ccc ofDI–domains and sta-
ble functions (stable semantics), and for Ehrhard’s ccc of
DI-domains with coherence and strongly stable functions
between them (strongly stable semantics).

We recall thatDI-domains are special Scott domains,
and that Scott domains are special cpos (see, e.g., [28]).

Let D be a cpo. The partial order ofD will be denoted
by⊑D. We letEnvD be the set of environmentsρmapping
the setV ar of variables of lambda calculus intoD. For ev-
eryx ∈ V ar andd ∈ D we denote byρ[x := d] the envi-
ronmentρ′ which coincides withρ, except onx, whereρ′

takes the valued. A reflexive cpoD generates aλ-model
D = (D,F , λ) of lambda calculus with the interpretation
of aλ-term defined as follows:

xDρ = ρ(x); (MN)Dρ = F(MD
ρ )(ND

ρ ); (λx.M)Dρ = λ(f),

wheref is defined byf(d) = MD
ρ[x:=d] for all d ∈ D.

In the followingF(d)(e) will also be writtend · e or de.
Eachλ-modelD induces aλ-theory, denoted here by

Eq(D), and calledthe equational theory ofD. Thus,M =
N ∈ Eq(D) if, and only if,M andN have the same inter-
pretation inD.

A reflexive cpo D induces also anorder theory
Ord(D) = {M ⊑N : MD

ρ ⊑D ND
ρ for all environmentsρ}.

2.2. Effective domains

We give here the definition of aneffective domain, also
called in the literature “effectively given domain” (see, e.g.,
[28, Chapter 10]).

A triple D = (D,⊑D, d) is called aneffective domainif
(D,⊑D) is a Scott domain andd is a numeration of the set
K(D) of its compact elements such that the relations “dm

anddn have an upper bound” and “dn = dm ⊔ dk” are both
decidable.

We recall that an elementv of an effective domainD is
saidr.e. (decidable) if the set{n : dn⊑Dv} is r.e. (decid-
able); we will writeDr.e. (Ddec) for the set of r.e. (decid-
able) elements ofD. The setK(D) of compact elements is
included withinDdec.

Using standard techniques of recursion theory it is pos-
sible to get in a uniform way a numerationξ : N → Dr.e.

which isadequatein the sense that the relationdk ⊑D ξn is
r.e. in(k, n) and the inclusion mappingι : K(D) → Dr.e.

is computable w.r.t.d, ξ.
If D andD′ are effective domains, then the Cartesian

productD ×D′ as well as the set[D → D′] of Scott con-
tinuous functions from(D,⊑D) into (D′,⊑D′), ordered
pointwise, can be endowed canonically with a structure of
effective domain. These effective domains will be denoted,
respectively, byD × D′ and[D → D′]. Then the full sub-
categoryED of the category of Scott-domains with effec-
tive domains as objects and continuous functions as mor-
phisms is a ccc.

We recall that a continuous functionf : D → D′ is
an r.e. element in the effective domain of Scott continuous
functions (i.e.,f ∈ [D → D′]r.e.) if, and only if, its restric-
tion f↾: Dr.e. → D′r.e. is computable w.r.t.ξ, ξ′, i.e., there



is a computable mapg : N → N such thatf(ξn) = ξ′
g(n).

In such a case we say thatg tracksf .
The key example of an effective domain is(P(N),⊆, d)

whered is some standard effective numeration of the finite
subsets ofN. Here r.e. (decidable) elements are the r.e. (de-
cidable) subsets ofN and the adequate numeration of r.e.
elements is the usual mapn 7→ Wn (whereWn is the do-
main of then-th computable function).

A subsetV of Dr.e. is calledcompletely r.e.if {n : ξn ∈
V } is r.e. In a similar way we can definecompletely co-r.e.
andcompletely decidablesets, but a completely decidable
setV is always trivial, i.e.,V = ∅ or V = Dr.e..

The generalized Myhill-Shepherdson theorem [28, The-
orem 10.5.2] states that, for every completely r.e. setV ⊆
Dr.e., there exists an r.e. setA ⊆ N such that:

V = {v ∈ Dr.e. : (∃n ∈ A) ξn⊑Dv andξn ∈ K(D)}.

In particular, completely r.e. (co-r.e.) sets are upper (lower)
subsets ofDr.e. with respect to⊑D.

2.3. Graph models

The class of graph models belongs to Scott continuous
semantics (see [5] for a complete survey on this class of
models). Historically, the first graph model was Scott’sPω,
which is also known in the literature as “the graph model”.
“Graph” referred to the fact that the continuous functions
were encoded in the model via (a sufficient fragment of)
their graph.

As a matter of notation, for every setG, G∗ is the set of
all finite subsets ofG, whileP(G) is the powerset ofG.

Definition 2.1 A graph modelG is a pair(G, cG), whereG
is an infinite set, called thewebofG, andcG : G∗×G→ G
is an injective total function.

The functioncG is used to encode a fragment of the graph
of a Scott continuous functionf : P(G) → P(G) as a sub-
setλ(f) of G:

λ(f) = {cG(a, α) : α ∈ f(a) anda ∈ G∗}. (1)

Any graph modelG allows us to define aλ-model through
the reflexive cpo(P(G),⊆) determined by two Scott con-
tinuous functionsλ : [P(G) → P(G)] → P(G) and
F : P(G) → [P(G) → P(G)]. The functionλ is defined
in (1), whileF is defined as follows, for allX,Y ⊆ G:

F(X)(Y ) = {α ∈ G : (∃a ⊆ Y ) cG(a, α) ∈ X}.

For more details we refer the reader to Berline [4] and
Barendregt [2].

The interpretation of aλ-term M into a λ-model has
been defined in Section 2.1. However, in this context we can
make explicit the interpretationMG

ρ of a λ-termM as fol-
lows:

• xGρ = ρ(x)

• (MN)Gρ = {α ∈ G : (∃a ⊆ NG
ρ ) cG(a, α) ∈MG

ρ }

• (λx.M)Gρ = {cG(a, α) : α ∈MG
ρ[x:=a]}

We turn now to the interpretation ofΩ in graph models
(the details of the proof are, for example, worked out in [6,
Lemma 4]).

Lemma 2.2 α ∈ ΩG if, and only if, there existsa ⊆
(λx.xx)G such thatcG(a, α) ∈ a.

In the following we use the terminology “graph theory”
as a shortcut for “theory of a graph model”.

It is well known that the equational graph theories are
never extensional and that there exists a continuum of them
(see [19]). In [9, 10] the existence of a minimum equational
graph theory was proved and it was also shown that this
minimum theory is different fromλβ.

The completion method for building graph models from
“partial pairs” was initiated by Longo in [21] and developed
on a wide scale by Kerth in [19, 20]. This method is use-
ful to build models satisfying prescribed constraints, such
as domain equations and inequations, and it is particularly
convenient for dealing with the equational theories of graph
models.

Definition 2.3 A partial pairA is given by a setA and by a
partial, injective functioncA : A∗ ×A→A.

A partial pair isfinite if A is a finite set, and it is a graph
model if, and only if,cA is total.

The interpretation of aλ-term in a partial pairA is de-
fined in the obvious way. For example, we have:

• (MN)Aρ = {α ∈ A : (∃a ⊆ NA
ρ ) [(a, α) ∈

dom(cA) ∧ cA(a, α) ∈MA
ρ ]}.

Definition 2.4 Let A be a partial pair. Thecompletionof
A is the graph modelEA defined as follows:

• EA =
⋃

n∈N
(EA)n, where (EA)0 = A and

(EA)n+1 = (EA)n ∪ (((EA)∗n×(EA)n)−dom(cA)).

• Givena ∈ E∗
A, α ∈ EA,

cEA
(a, α) =

{

cA(a, α) if cA(a, α) is defined
(a, α) otherwise

A notion of rankcan be naturally defined on the comple-
tion EA of a partial pairA. The elements ofA are the ele-
ments of rank0, while an elementα ∈ EA −A has rankn
if α ∈ (EA)n andα 6∈ (EA)n−1.

Graph models, such as Scott’sPω [2], Park’sP [4] and
Engeler’sE [4], can be viewed as the completions of suit-
able partial pairs. In fact,Pω, P and E are respectively
isomorphic to the completions ofA = ({0}, cA) (with
cA(∅, 0) = 0), B = ({0}, cB) (with cB({0}, 0) = 0) and
C = ({0}, cC) (with cC the empty function).



Let A andB be two partial pairs. Amorphismfrom A
into B is a mapf : A → B such that(a, α) ∈ dom(cA)
if, and only if, (fa, fα) ∈ dom(cB) and, in such a case
f(cA(a, α)) = cB(fa, fα). Isomorphisms and automor-
phisms can be defined in the obvious way.Aut(A) denotes
the group of automorphisms of the partial pairA.

Lemma 2.5 LetG,G′ be graph models andf : G → G′ be
a morphism. IfM ∈ Λ andα ∈MG

ρ , thenfα ∈MG′

f◦ρ.

3. The Visser topology

In this section we recall the definition of the Visser topol-
ogy over the set ofλ-terms and we show some of its basic
properties.

Definition 3.1 ([29]) The Visser topology onΛ (or Λo) is
the topology whose basic open sets are the co-r.e. subsets of
Λ (Λo) closed underβ-conversion.

In the remaining part of this paper we always assume
that the setΛ (or Λo) of λ-terms is endowed with the Visser
topology.

Proposition 3.2 ([29, Theorem 2.5])The Visser topology is
hyperconnected (i.e., the intersection of two arbitrary non-
empty open sets is non-empty).

The set of unsolvables is a basic Visser open set. It fol-
lows from hyperconnectedness that every Visser open set
contains unsolvableλ-terms and that a non trivial Visser
open set can never be r.e.

Proposition 3.3 Every unary λ-definable map onΛ is
Visser strongly continuous.

Proof. The inverse image of an r.e. set via a computable
function is an r.e. set.

Proposition 3.4 The application function· : Λ×Λ → Λ is
Visser strongly continuous in each coordinate, but it is not
continuous whenΛ×Λ is equipped with the product topol-
ogy of the Visser topology onΛ.

Proof. The continuity in each coordinate follows from the
fact that the application operator is computable. We now
show that the application function is not continuous. Letψ
be defined onΛ×Λ byψ(M,N) = ΩMN , and letT be the
r.e.λ-theory generated by the equationΩxx = Ω, wherex
is a variable. SinceT ⊆ H (whereH is the least sensible
λ-theory) obviouslyT is consistent. It was shown in Salibra
[25] thatΩMN =T Ω if, and only if,M =T N . This im-
plies that the non-empty setV = {(M,N) : ΩMN 6=T Ω}
does not meet the diagonal. SinceT is r.e.,[Ω]T is r.e. and
hence its complementO is Visser open (and non empty). If
the application were continuous, thenψ would be continu-
ous, andV = ψ−1(O) would be open in the product topol-
ogy. Then there would exist two Visser open setsW andW ′

such thatW ×W ′ ⊆ V . Since the Visser topology is hy-
perconnected,W ∩W ′ 6= ∅. HenceV would meet the di-
agonal, which lead us to a contradiction.

We conclude this section by showing a new topological
proof, based on Visser topology, of the genericity lemma of
lambda calculus. We recall that a classic proof of the gener-
icity lemma, due to Barendregt (see [2, Theorem 14.3.24]),
is obtained by using the tree topology onΛ which is in-
duced by the Scott topology on the set of Böhm trees. The
most difficult part of Barendregt’s proof is to show that the
contexts (i.e.,λ-terms with occurrences of a hole[−]) are
continuous maps w.r.t. the tree topology.

Lemma 3.5 (Genericity Lemma) LetU,N ∈ Λ, whereU is
unsolvable andN is β-normal. Then for all contextsC[−]

C[U ] =λβ N ⇒ ∀M ∈ Λ C[M ] =λβ N.

Proof. The set{M : M 6=λβ N} is Visser open since it is
co-r.e. andβ-closed. As the map defined byM 7→ C[M ]
is computable and hence Visser strongly continuous, the set
O = {M : C[M ] 6=λβ N} is a Visser open set,not con-
taining the unsolvableU . SinceN is normal[N ]H = [N ]λβ

[2, Theorem 16.1.9], whereH is the least sensibleλ-theory.
Hence the Visser open setO is a union ofH-equivalence
classes, not containing unsolvables; since the set of unsolv-
able is Visser open, then hyperconnectedness implies that
O = ∅, which proves the genericity lemma.

4. Effective lambda models

In this section we introduce the notion of an effective
λ-model and we study the main properties of these models.
We show that the order theory of an effectiveλ-model is not
r.e. and that its equational theory is different fromλβ, λβη.
Effectiveλ-models are omni-present in the continuous, sta-
ble and strongly stable semantics (see Section 4.1). In par-
ticular, all theλ-models which have been introduced indi-
vidually in the literature, to begin with Scott’sD∞, can be
easily proved effective.

We introduce the Visser topology on the setDr.e. con-
sisting of the r.e. elements of the effective domainD.

Definition 4.1 Let D be an effective domain. TheVisser
topologyonDr.e. is the topology whose basic open sets are
the completely co-r.e. subsets ofDr.e..

Proposition 4.2 1. The Visser topology onDr.e. is hy-
perconnected.

2. If e ∈ Ddec, then{c ∈ Dr.e. : c ⊑D e} is a basic
Visser open set.

Proof. (1) Any non-empty Visser open set contains⊥D,
since the completely co-r.e. sets are lower sets with respect
to⊑D.



(2) Straightforward.
In the following we assume that the setDr.e. of r.e. ele-

ments of an effective domainD is always equipped with the
Visser topology.

The following natural definition is enough to force the
interpretation function ofλ-terms to be strongly Visser con-
tinuous fromΛo into Dr.e.. However, other results of this
paper will need a more powerful notion. That is the reason
why we only speak of “weak effectivity” here.

Definition 4.3 A λ-model is calledweakly effectiveif it
is a reflexive object(D,F , λ) in the categoryED and,
F ∈ [D → [D → D]] and λ ∈ [[D → D] → D] are
r.e. elements.

In the following, for brevity, a weakly effectiveλ-model
(D,F , λ) will be denoted byD.

We fix bijective effective numerationsνΛ : N → Λ of
the set ofλ-terms andνvar : N → V ar of the set of vari-
ables of lambda calculus. In particular this gives to the set
EnvD of all environments a structure of effective domain.
Λ⊥ = Λ ∪ {⊥} is the usual flat domain ofλ-terms. The el-
ement⊥ is always interpreted as⊥D in a cpo(D,⊑D).

Proposition 4.4 LetD be a weakly effectiveλ-model. Then
the functionf mapping(ρ,M) 7→ MD

ρ is an element of
[EnvD × Λ⊥ → D]r.e..

Proof. (Sketch)The proof is by structural induction onM .
It is possible to show the existence of a partial computable
mapφ trackingf . The only difficult case isM ≡ λx.N .
Since λ is r.e. it is sufficient to show that the function
g : e 7→ ND

ρ[x:=e] is also r.e. Once shown thath : (ρ, x, e) 7→

ρ[x := e] is r.e., from the induction hypothesis it follows
that the functiong′(ρ, x, e) = f(h(ρ, x, e), N) is r.e. Then
by appying the s-m-n theorem of classic recursion theory to
the computable function trackingg′ we obtain a computable
function trackingg, which is then r.e.

Corollary 4.5 For every environmentρ ∈ (EnvD)r.e., the
interpretation functionM 7→ MD

ρ of λ-terms is strongly
Visser continuous fromΛ intoDr.e..

Proof.The interpretation map is computable and the inverse
image of an r.e. set via a computable map is r.e.

From Corollary 4.5 it follows that the restriction of the
interpretation function to closedλ-terms is also strongly
Visser continuous fromΛo intoDr.e..

Notation 4.6 We define for anye ∈ D andM ∈ Λo:
(i) e− ≡ {P ∈ Λo : PD ⊑D e};
(ii) M− ≡ {P ∈ Λo : PD ⊑D MD}.

Corollary 4.7 If e ∈ Ddec, thene− is a basic Visser open
set.

Definition 4.8 A weakly effectiveλ-modelD is calledef-
fectiveif satisfies the following two further conditions:

(i) If d ∈ K(D) andei ∈ Ddec, thende1 . . . en ∈ Ddec.

(ii) If f ∈ [D → D]r.e. andf(e) ∈ Ddec for all compact
elementse, thenλ(f) ∈ Ddec.

An environmentρ is compactin the effective domain
EnvD (i.e., ρ ∈ K(EnvD)) if ρ(x) ∈ K(D) for all vari-
ablesx and{x : ρ(x) = ⊥D} is cofinite.

Notation 4.9 We define:

Λdec
D ≡ {M ∈ Λ : MD

ρ ∈ Ddec for all ρ ∈ K(EnvD)}.

Theorem 4.10 SupposeD is an effectiveλ-model. Then the
setΛdec

D is closed under the following rules:

1. x ∈ Λdec
D for every variablex.

2. M1, . . . ,Mk ∈ Λdec
D ⇒ yM1 . . .Mk ∈ Λdec

D .

3. M ∈ Λdec
D ⇒ λx.M ∈ Λdec

D .

In particular,Λdec
D contains all theβ-normal forms.

Proof. Let ρ ∈ K(EnvD). We have three cases.
(1) xDρ = ρ(x) is compact, hence it is decidable.
(2) By definition(yM1 . . .Mk)Dρ = ρ(y)(M1)

D
ρ . . . (Mk)Dρ .

Hence the result follows from Definition 4.8(i),
ρ(y) ∈ K(D) and(Mi)

D
ρ ∈ Ddec.

(3) By definition we have that(λx.M)Dρ = λ(f), where
f(e) = MD

ρ[x:=e] for all e ∈ D. Note thatρ[x := e] is
also compact for alle ∈ K(D). Hence the conclusion fol-
lows fromMD

ρ[x:=e] ∈ Ddec (e ∈ K(D)), Definition 4.8(ii)
andf ∈ [D → D]r.e..

Recall that Eq(D) and Ord(D) are respectively the equa-
tional theory and the order theory ofD.

Theorem 4.11 Let D be an effectiveλ-model, and let
M1, . . .Mk ∈ Λdec

D (k ≥ 1) be closed terms. Then we have:

(i) The setM−
1 ∩ . . . ∩M−

k is a non-emptyβ-closed co-
r.e. set of terms.

(ii) If e ∈ Ddec and e− is non-empty and finite modulo
Eq(D), then Eq(D) is not r.e. (in particular, if⊥−

D 6= ∅
then Eq(D) is not r.e.).

(iii) Ord(D) is not r.e.

(iv) Eq(D) 6= λβ, λβη.

Proof. (i) By Theorem 4.10, Corollary 4.7, and the hyper-
connectedness of the Visser topology.

(ii) By Corollary 4.7.
(iii) Let M ∈ Λdec

D be a closed term. If Ord(D) were
r.e., then we could enumerate the setM−. However, by (i)
this set is non-empty and co-r.e. The conclusion follows be-
cause there is no decidable set ofλ-terms closed underβ-
conversion.

(iv) Because of (iii), if Eq(D) is r.e. then Ord(D)
strictly-contains Eq(D). Hence the conclusion follows



from Selinger’s result stating that in any partially or-
deredλ-model, whose theory isλβ, the interpretations
of distinct closed terms are incomparable [27, Corol-
lary 4]. Similarly forλβη.

4.1. Models with non-r.e. theories

In this section we give a sufficient condition for a wide
class of graph models to be effective and show that no effec-
tive graph model generated freely by a partial pair, which
is finite modulo its group of automorphisms, can have an
r.e. equational theory. Finally, we show that no effectiveλ-
model living in the stable or strongly stable semantics can
have an r.e. equational theory.

In Section 5 we will show that every equational/order
graph theory is the theory of a graph modelG whose web is
the setN of natural numbers. In the next theorem we char-
acterize the effectivity of these models.

Theorem 4.12 LetG be a graph model such that, after en-
coding,G = N and cG is a computable map. ThenG is
weakly effective. Moreover,G is effective in the hypothesis
thatcG has a decidable range.

Proof. It is easy to check, using the definitions given in Sec-
tion 2.3, thatF , λ are r.e. in their respective domains and
that condition (i) of Definition 4.8 is satisfied. ThenG is
weakly effective. Moreover, Definition 4.8(ii) holds under
the hypothesis that the range ofcG is decidable.

Completions of partial pairs have been extensively stud-
ied in literature. They are useful for solving equational and
inequational constraints (see [4, 5, 18, 10, 11]). In [11] Buc-
ciarelli and Salibra have recently proved that the theory of
the completion of a partial pair, which is not a graph model,
is semi-sensible. The following theorem shows, in particu-
lar, that the theory of the completion of a finite partial pair
is not r.e.

Theorem 4.13 LetA be a partial pair such thatA is finite
or equal toN after encoding, andcA is a computable map
with a decidable domain. Then we have:

(i) The completionEA ofA is weakly effective;

(ii) If the range ofcA is decidable, thenEA is effective;

(iii) If A is finite modulo its group of automorphisms (in
particular, if the setA is finite), then Eq(EA) is not r.e.

Proof. SinceA is finite or equal toN we have thatEA is
also decidable (see Definition 2.4). Moreover, the mapcEA

:
E∗

A × EA → EA is computable, because it is an extension
of a computable functioncA with decidable domain, and it
is the identity on the decidable set(E∗

A ×EA)− dom(cA).
Then (i)-(ii) follow from Theorem 4.12.

ClearlyA is a decidable subset ofEA; then by Corol-
lary 4.7A− is a co-r.e. set ofλ-terms. We now show that this
set is non-empty. This follows from the following claim.

Claim 4.14 ΩEA ⊆ A.

By Lemma 2.2 we have thatα ∈ ΩEA implies that
cEA

(a, α) ∈ a for somea ∈ E∗
A. Immediate consid-

erations on the rank show that this is only possible if
(a, α) ∈ dom(cA), which forcesα ∈ A.

The orbit of α ∈ A modulo Aut(A) is defined by
O(α) = {θ(α) : θ ∈ Aut(A)}.

Claim 4.15 If the set of orbits ofA has cardinalityk for
somek ∈ N, then the cardinality ofA− modulo Eq(EA) is
less than or equal to2k.

Assumep ∈ MEA ⊆ A. Then by Lemma 2.5 the orbit of
p moduloAut(A) is included withinMEA . By hypothesis
the number of the orbits isk; hence, the number of all pos-
sible values forMEA cannot overcome2k.

In conclusion,A− is non-empty, co-r.e. and modulo
Eq(EA) is finite. Then (iii) follows from Theorem 4.11.

Example 4.16 Consider the mixed-Scott-Park graph model
generated by the partial pairA defined as follows: take a
non trivial partitionQ,R ofA and letcA(∅, p) = p for all
p ∈ Q andcA({p}, p) = p for all p ∈ R. Then only the per-
mutations ofA which leaveR andS invariant will be auto-
morphisms ofA, and there will be two orbits.

All the material developed in Section 4 could be adapted
to the stable semantics (Berry’s ccc ofDI–domains and sta-
ble functions) and strongly stable semantics (Ehrhard’s ccc
of DI-domains with coherence and strongly stable func-
tions). We recall that the notion of an effectively given DI-
domain has been introduced by Gruchalski in [15], where it
is shown that the category having effective DI-domains as
objects and stable functions as morphisms is a ccc. There
are also many effective models in the stable and strongly
stable semantics. Indeed, the stable semantics contains a
class which is analogous to the class of graph models (see
[4]), namely Girard’s class ofreflexive coherent spaces
calledG-modelsin [4]. The results shown in Theorem 4.12
and in Theorem 4.13 for graph models could also be adapted
for G-models, even if it is more delicate to complete par-
tial pairs in this case (the completion process has been de-
scribed in Kerth [18, 20]). It could also be developed for
Ehrhard’s class of strongly stableH-models (see [4]) even
though working in the strongly stable semantics certainly
adds technical difficulties.

Theorem 4.17 LetD be an effectiveλ-model in the stable
or strongly stable semantics. Then Eq(D) is not r.e.

Proof. Since⊥D ∈ Ddec and the interpretation function is
Visser strongly continuous, then⊥−

D = {M ∈ Λo : MD =
⊥D} is co-r.e. If we show that this set is non-empty, then
Eq(D) cannot be r.e. SinceD is effective, then by Theo-
rem 4.11(i) F− ∩ T− is a non-empty and co-r.e. set ofλ-
terms. LetN ∈ F− ∩ T− and letf, g, h : D → D be



three (strongly) stable functions such thatf(x) = TD · x,
g(x) = FD · x and h(x) = ND · x for all x ∈ D.
By monotonicity we haveh ≤s f, g in the stable order-
ing. Now, g is the constant function taking valueiD, and
f(⊥D) = TD · ⊥D. The first assertion forcesh to be a
constant function, because in the stable ordering all func-
tions under a constant map are also constant, while the
second assertion together with the fact thath is pointwise
smaller thanf forces the constant functionh to satisfy
h(x) = TD · ⊥D for all x. Then an easy computation pro-
vides that(NPP )D = ⊥D for every closed termP . In con-
clusion, we have that{M ∈ Λo : MD = ⊥D} 6= ∅ and the
theory ofD is not r.e.

5. The Löwenheim-Skolem theorem

In this section we show a kind of Löwenheim-Skolem
theorem for graph models: every equational/order graph
theory is the theory of a graph model having a countable
web (this result positively answers Question 3 in [4, Sec-
tion 6.3] for the class of graph models). The Löwenheim-
Skolem theorem for graph models, and, more generally, for
any class of webbed models (in the sense of [4]) does not
follow from the analogous theorem for first-order logic, be-
cause these classes ofλ-models are not closed under subal-
gebras.

Let A,B be partial pairs. We say thatA is asubpairof
B, and we writeA ≤ B, if A ⊆ B andcB(a, α) = cA(a, α)
for all (a, α) ∈ dom(cA).

As a matter of notation, ifρ, σ are environments andC
is a set, we letσ = ρ ∩C meanσ(x) = ρ(x) ∩C for every
variablex, andρ ⊆ σ meanρ(x) ⊆ σ(x) for every variable
x.

The proof of the following lemma is straightforward. Re-
call that the definition of interpretation in a partial pair is de-
fined in Section 2.3.

Lemma 5.1 SupposeA ≤ B, thenMA
ρ ⊆ MB

σ for all en-
vironmentsρ : V ar → P(A) andσ : V ar → P(B) such
thatρ ⊆ σ.

Lemma 5.2 LetM be aλ-term,G be a graph model and
α ∈ MG

ρ for some environmentρ. Then there exists a finite
subpairA of G such thatα ∈MA

ρ∩A.

Proof. The proof is by induction onM .
If M ≡ x, thenα ∈ ρ(x), so that we defineA = {α}

anddom(cA) = ∅.
If M ≡ λx.P , thenα ≡ cG(b, β) for someb andβ such

thatβ ∈ PG
ρ[x:=b]. By induction hypothesis there exists a fi-

nite subpairB of G such thatβ ∈ PB
ρ[x:=b]∩B. We define an-

other finite subpairA of G as follows:

1. A = B ∪ b ∪ {β, α};

2. dom(cA) = dom(cB) ∪ {(b, β)};

Then we have thatB ≤ A andρ[x := b] ∩ B ⊆ ρ[x :=
b] ∩ A. Fromβ ∈ PB

ρ[x:=b]∩B and from Lemma 5.1 it fol-

lows thatβ ∈ PA
ρ[x:=b]∩A

= PA
(ρ∩A)[x:=b]. Then we have

thatα ≡ cA(b, β) ∈ (λx.P )Aρ∩A.
If M ≡ PQ, then there isa = {α1, . . . , αn} such

that cG(a, α) ∈ PG
ρ and a ⊆ QG

ρ . By induction hy-
pothesis there exist finite subpairsA0,A1, . . . ,An

of G such thatcG(a, α) ∈ PA0

ρ∩A0
and αk ∈ QAk

ρ∩Ak

for k = 1, . . . , n. We define another finite subpair
A of G as follows: A = ∪0≤k≤nAk ∪ a ∪ {α} and
dom(cA) = (∪0≤k≤ndom(cAk

)) ∪ {(a, α)}. From
Lemma 5.1 it follows the conclusion.

Proposition 5.3 LetG be a graph model, and supposeα ∈
MG − NG for someM,N ∈ Λo. Then there exists a fi-
niteA ≤ G such that: for all pairsC ≥ A, if there is a mor-
phismf : C → G such thatf(α) = α, thenα ∈MC −NC .

Proof. By Lemma 5.2 there is a finite pairA such that
α ∈ MA. By Lemma 5.1 we haveα ∈ MC . Now, if
α ∈ NC then, by Lemma 2.5α = f(α) ∈ NG , which
is a contradiction.

Corollary 5.4 Let G be a graph model, and supposeα ∈
MG − NG for someM,N ∈ Λo. Then there exists a finite
A ≤ G such that: for all pairsB satisfyingA ≤ B ≤ G we
haveα ∈MB −NB.

LetG be a graph model. A graph modelP is called asub
graph modelof G if P ≤ G. It is easy to check that the class
of sub graph models ofG is closed under (finite and infinite)
intersection. IfA ≤ G is a partial pair, then thesub graph
model generated byA is defined as the intersection of all
graph modelsP such thatA ≤ P ≤ G.

Theorem 5.5 (Löwenheim-Skolem Theorem for graph
models)For all graph modelsG there exists a graph model
P with a countable web and such that Ord(P) = Ord(G),
and hence Eq(P) = Eq(G).

Proof. We will define an increasing sequence of countable
subpairsAn of G, and take forP the sub graph model ofG
generated byA ≡ ∪An.

First we defineA0. Let I be the countable set of inequa-
tions between closedλ-terms which fail inG. Let e ∈ I. By
Corollary 5.4 there exists a finite partial pairAe ≤ G such
thate fails in every partial pairB satisfyingAe ≤ B ≤ G.
Then we defineA0 = ∪e∈IAe ≤ G. Assume now thatAn

has been defined. We defineAn+1 as follows. For each in-
equatione ≡ M ⊑ N which holds inG and fails in the sub
graph modelPn ≤ G generated byAn, we consider the set
Le = {α ∈ Pn : α ∈ MPn − NPn}. Let α ∈ Le. Since
Pn ≤ G andα ∈ MPn , then by Lemma 5.1 we have that
α ∈ MG . By G |= M ⊑ N we also obtainα ∈ NG . By
Lemma 5.2 there exists a partial pairFα,e ≤ G such that



α ∈ NFα,e . We defineAn+1 as the union of the partial pair
An and the partial pairsFα,e for everyα ∈ Le.

Finally take forP the sub graph model ofG generated by
A ≡ ∪An. By construction we have, for every inequation
e which fails inG: Ae ≤ Pn ≤ P ≤ G. Now, Ord(P) ⊆
Ord(G) follows from Corollary 5.4 and from the choice of
Ae.

Let nowM ⊑ N be an inequation which fails inP but
not inG. Then there is anα ∈MP −NP . By Corollary 5.4
there is a finite partial pairB ≤ P satisfying the follow-
ing condition: for every partial pairC such thatB ≤ C ≤ P ,
we haveα ∈ MC − NC . SinceB is finite, we have that
B ≤ Pn for somen. This implies thatα ∈ MPn − NPn .
By construction ofPn+1 we have thatα ∈ NPn+1; this im-
pliesα ∈ NP . Contradiction.

6. The minimum order graph theory

In this section we show the other main theorem of the
paper: the minimum order graph theory exists and it is the
theory of an effective graph model. This result has the fol-
lowing interesting consequences: (i) no order graph theo-
ries can be r.e.; (ii) for anyβ-normal formM , there exists a
non-emptyβ-closed co-r.e. setU of unsolvables such that,
in all graph models, the interpretations of the elements ofU
are below that ofM .

Lemma 6.1 SupposeA ≤ G and letf : EA → G be de-
fined by induction over the rank ofx ∈ EA as follows:

f(x) =

{

x if x ∈ A
cG(fa, fα) if x /∈ A andx ≡ (a, α).

Thenf is a morphism fromEA into G.

Lemma 6.2 Supposeα ∈MG−NG for someM,N ∈ Λo.
Then there exists a finiteA ≤ G such that: for all pairsB
satisfyingA ≤ B ≤ G, we haveα ∈MEB −NEB .

Proof. By Proposition 5.3 and Lemma 6.1.

Theorem 6.3 There exists an effective graph model whose
order/equational theory is the minimum order/equational
graph theory.

Proof. It is not difficult to define an effective bijective nu-
merationN of all finite partial pairs whose web is a subset
of N. We denote byNk thek-th finite partial pair withNk ⊆
N. We now make the websNk (k ∈ N) disjoint. Letpk be
thek-th prime natural number. Then we define another fi-
nite partial pairPk as follows:Pk = {px+1

k : x ∈ Nk} and

cPk
({pα1+1

k , . . . , pαn+1
k }, pα+1

k ) = p
cNk

({α1,...,αn},α)+1

k

for all ({α1, . . . , αn}, α) ∈ dom(cNk
). In this way we get

an effective bijective numeration of all finite partial pairs
Pk. Finally, we takeP ≡ ∪k∈NPk. It is an easy matter to
prove thatP is a decidable subset ofN and that, after encod-
ing, cP = ∪k∈NcPk

is a computable map with a decidable

domain and range. Then by Theorem 4.13(ii)EP is an effec-
tive graph model. Notice thatEP is also isomorphic to the
completion of the union∪k∈NEPk

, whereEPk
is the com-

pletion of the partial pairPk.
We now prove that the order theory ofEP is the mini-

mum one. Lete ≡ M ⊑ N be an inequation which fails
in some graph modelG. By Lemma 6.2e fails in the com-
pletion of a finite partial pairA. Without loss of general-
ity, we may assume that the web ofA is a subset ofN, and
then thatA is one of the partial pairsPk. For such aPk,
e fails in EPk

. Now, it was shown by Bucciarelli and Sal-
ibra in [9, Proposition 2] that, if a graph modelG is the
completion of the disjoint union of a family of graph mod-
elsGi, thenQGi = QG ∩Gi for any closedλ-termQ. Then
we can conclude the proof as follows: if the inequatione
holds inEP , then by [9, Proposition 2] we get a contradic-
tion:MEPk = MEP ∩EPk

⊆ NEP ∩EPk
= NEPk , where

EPk
is the completion of the partial pairPk.

Theorem 6.4 LetTmin andOmin be, respectively, the min-
imum equational graph theory and the minimum order
graph theory. Then the following conditions hold:

(i) Omin is not r.e.

(ii) Tmin is an intersection of a countable set of non-r.e.
equational graph theories.

(iii) For all closedβ-normal formsM andN , there exists a
non-emptyβ-closed co-r.e. setU of closed unsolvable
terms such that(∀U ∈ U) Omin ⊢ U ⊑M ∧ Omin ⊢
U ⊑ N .

Proof. (i) follows from Theorem 6.3 and from Theo-
rem 4.11(iii), becauseOmin is the theory of an effective
λ-model.

(ii) By the proof of Theorem 6.3 we have thatTmin is
an intersection of a countable set of graph theories, which
are theories of completions of finite partial pairs. By Theo-
rem 4.13(iii) these theories are not r.e.

(iii) Recall from Theorem 6.3 thatOmin is the order the-
ory of an effective completionEP , whereP ≡ ∪Pk, Pk

(k ∈ N) is a finite set, andP ≡ ∪Pk is a decidable sub-
set ofN. Moreover, if thek-th prime number dividesα ∈ P
thenα ∈ Pk.

We will now show thatU ≡ Ω− ∩ M− ∩ N− is a
non-emptyβ-closed co-r.e. set of unsolvables, whereX−

is defined with respect toEP . SinceEP is effective, if we
prove thatΩ− only consists of unsolvable terms, and that
Ω ∈ Λdec

D , then we are done (by Theorems 4.11(i) and 4.10).
This is the object of the proofs of the two claims below.

Claim 6.5 ΩEP is a decidable subset ofP .

By Lemma 2.2 we have that, ifα ∈ ΩEP , then there exists
a such thatcEP

(a, α) ∈ a. Notice that this condition im-
plies thatcEP

(a, α) has rank0 (i.e.,cEP
(a, α) ∈ P ), so that



α has also rank0 (i.e.,α ∈ P ). To check whether an ele-
mentα ∈ P belongs toΩEP we first find the prime number
pk such thatpk dividesα, so thatα ∈ Pk. Then we check
whether there is a finite seta ⊆ Pk such thatcEP

(a, α) ∈ a
and we have to check a finite number of elements because
Pk is finite.

Claim 6.6 If MEP ⊆ ΩEP , thenM is unsolvable.

Solvable terms have an interpretation which contains ele-
ments of any rank, whileΩEP contains only elements of
rank0.

Corollary 6.7 For all graph modelsG, Ord(G) is not r.e.

Proof. If Ord(G) is r.e. andM is a closedβ-normal form,
thenM− = {N ∈ Λo : NG ⊆ MG} is a basic Visser
closed set (i.e., it is an r.e.β-closed set ofλ-terms), which
contains the basic Visser open set{N ∈ Λo : Omin ⊢
N ⊑M}. By hyperconnectednessM− = Λo. By the arbi-
trariness ofM , it follows that T− = F−. Since F∈ T− and
conversely we get F= T in G, contradiction.

Corollary 6.8 Let G be the class of all graph models. For
all closedβ-normal formsM andN , there exists a non-
emptyβ-closed co-r.e. setU of closed unsolvable terms such
that(∀G ∈ G)(∀U ∈ U) UG ⊆MG ∩NG .

The authors do not know any example of unsolvable satis-
fying the above condition.
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