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Abstract. We investigate the acoustic selective focusing properties of time
reversal in a two-dimensional acoustic waveguide. A far-field model of the problem
is proposed in the time-harmonic case. In order to tackle the question of selective
focusing, we derive an asymptotic model for small scatterers. We show that
in the framework of this limit problem, approximate eigenvectors of the time
reversal operator can be obtained when the number of propagating modes of the
waveguide is large enough. This result provides in particular a mathematical
justification of the selective focusing properties observed experimentally. Some
numerical experiments of selective focusing are presented.
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1. Introduction

Since the first time reversal mirrors (TRM) were conceived about fifteen years ago by
the team of Mathias Fink (LOA Laboratory, France), acoustic time reversal has known
a significant growth of interest. One of the main reasons of this success lies in the
very wide range of applications of TRM (medical imaging, non destructive testing,
underwater communication...). The physical principle underlying the phenomenon
of time reversal is to use the reversibility of the wave equation in a non dissipative
unknown medium to back-propagate signals towards the sources that emitted them.
Today, the physical literature (cf. [11] for a detailed list of references) on this topic
is quite rich. Most of the mathematical papers dealing with time reversal deal with
the case of random propagation media (cf. [6] for more details). Among the very few
mathematical papers dealing with time reversal in deterministic media, let us mention
[5], [7] and more especially [13] and [15] for the case of time-harmonic waves considered
in the present paper.

In reference [13], the first mathematical analysis of the so-called D.O.R.T. method
(Decomposition of the Time Reversal Operator in french, see [12]) has been proposed.
This experimental method is used to achieve selective focusing on scattering obstacles
using TRM. In the case of time-harmonic waves, the way such mirrors work can be
described as follows: the TRM first emits an acoustic wave in a homogeneous and
non dissipative medium containing some unknown obstacles, and then measures the
diffracted field. The measured field is then conjugated (reversing time amounts to a
conjugation when the time dependence is of the form e−iωt) and re-emitted. The time
reversal operator T is the operator obtained by iterating this procedure twice. The
experimental results obtained in [12] show that for small scatterers, the number of
nonzero (or significant) eigenvalues of T is exactly the number of obstacles contained
in the propagation medium. Furthermore, the corresponding eigenvectors generate
incident waves that focus selectively on the scatterers, provided these scatterers
are distant enough from each other. A rigorous mathematical justification of this
phenomenon has been given in [13] when the propagation medium is the free space
R3. The present work is devoted to the analysis of the case where the propagation
medium is a two-dimensional waveguide Ω∞ = R × (0, d). In our model, the TRM
is supposed to emit a superposition of propagating modes of the waveguide, and
measures the propagating part of the field diffracted by the scatterers. Our main
result is that selective focusing holds true for small scatterers, provided the number N
of propagating modes of the waveguide is large enough. In other words, and according
to relation (2.2) below, the case investigated in this paper is the one corresponding to
ε << λ << d, where ε denotes the typical size of the scatterers and λ = 2π/k denotes
the wavelength.

The paper is organized as follows. We start in Section 2 with the description
of the mathematical model used throughout the paper for the emission and reception
steps of the time reversal process. In particular, we define precisely the type of incident
waves used, namely superpositions of guided modes of the waveguide. This naturally
leads us to the definition of the scattering matrix S of the problem and the time
reversal matrix T. Section 3 is devoted to the analysis of some useful mathematical
properties of these two matrices. We show in particular that the time reversal operator
is selfadjoint. The selective focusing properties of the D.O.R.T. method are established
in Section 4, which constitutes the core of this paper. More precisely, we first study in
subsection 4.1 the asymptotic behavior of the matrices S and T for small scatterers.



Time reversal in acoustic waveguides 3

The proof of this asymptotic behavior, which is of independent interest, is given in the
Appendix. Subsection 4.2 is devoted to the proof of a technical result concerning the
asymptotics of a sum of exponentials. This result is used in subsection 4.3 to perform
the spectral analysis of the limit model obtained in subsection 4.1 when the number
N of propagating modes of the waveguide is large enough. Under this assumption, we
derive approximate eigenvectors of T and we prove that the incident field corresponding
to each approximate eigenvector selectively focuses on each scatterer. Finally, some
numerical experiments of selective focusing are presented in Section 5.

2. The mathematical model

We consider a two-dimensional acoustic waveguide Ω∞ = R × (0, d) characterized
by a wavenumber k > 0. The modes of the waveguide are defined as solutions of
the Helmholtz equation (∆ + k2)U = 0 in Ω∞ with homogeneous Dirichlet boundary
condition. More precisely, let us introduce the eigenfunctions of the operator −d2/dξ2

with domain H2(0, d) ∩H1
0 (0, d) : for all m ∈ N∗, set

φm(ξ) =
√

2/d sin (mπξ/d) , ∀ ξ ∈ (0, d). (2.1)

The eigenfunction φm is associated with the eigenvalue (mπ/d)
2
, and the family

(φm)m∈N∗ constitutes an orthonormal basis of L2(0, d). The usual scalar product
on L2(0, d) is denoted by (·, ·) throughout the paper. We assume throughout the
paper that k is not a cutoff frequency, i.e. kd/π /∈ N∗. The modes are then defined as
follows.

Definition 2.1. With the above notation, let N be the integer defined by

N = Card {m ∈ N∗ | mπ/d < k} = bkd/πc. (2.2)

Define the constants of propagation

βm =


√
k2 − (mπ/d)

2
for 1 ≤ m ≤ N,

i

√
(mπ/d)

2 − k2 for m > N.
(2.3)

The modes of the waveguide Ω∞ = R× (0, d) are the functions defined for all m ∈ N∗
by

Φ±m(x) = Φ±m(x1, x2) = exp (± iβmx1) φm(x2). (2.4)

According to (2.3), the modes Φ±m can be decomposed into

• a finite family (Φ±m)1≤m≤N of propagating modes (or guided modes) propagating
towards the directions x1 → ±∞, which corresponds to the case where βm ∈ R.

• a countable family (Φ±m)m>N of evanescent modes as x1 → ±∞ which corresponds
to the case where βm ∈ iR.

We are now in position to describe the mathematical model used for the emission
and the reception steps of the time reversal procedure. The time reversal mirror is
located on the boundary ΓA = {x1 = 0, 0 < x2 < d} (see Figure 1). We assume that
the waveguide Ω∞ contains some scatterers located in the cell (`, L) × (0, d), where
0 < ` < L. Let O be the open set occupied by the scatterers and Γ be its boundary.



Time reversal in acoustic waveguides 4

Lx = 0
1 1 1

x = 0
2

2
x = d

Γ
A BC

Γ Γ

Γ

Ω

x = x = 

Figure 1. The waveguide, the scatterers and the time reversal mirror.

Denote by Ω = Ω∞ \O the exterior of the scatterers, ΓB = {x1 = L, 0 < x2 < d} and
ΓC = {x1 = `, 0 < x2 < d}.

Throughout the paper, we assume that the time reversal mirror is located far
enough from the scatterers (i.e. that ` is large enough). Under this assumption, a
realistic model for the time reversal mirror is based on the emission and the reception
of the propagating modes of the waveguide. More precisely, we assume that during
the emission step the mirror generates an incident wave uI which is a superposition
of guided modes of the waveguide propagating towards the scatterers:

uI(x) =

N∑
m=1

aImΦ+
m(x), ∀x = (x1, x2) ∈ Ω∞. (2.5)

The vector XI = (aI1, · · · , aIN )T ∈ CN , where

aIn =
(
uI |ΓA , φn

)
is the vector describing the “contribution” of each guided mode to the incident field.
We define the emission operator as the operator KE : XI ∈ CN 7−→ uI ∈ H1

`oc (Ω∞),
where uI is given by (2.5). The diffracted field uD is the outgoing solution of the
following boundary value problem set in Ω:

∆uD + k2uD = 0 in Ω,

uD = −uI on Γ,

uD = 0 on ∂Ω∞.

(2.6)

Here, the outgoing behavior of the diffracted field is imposed by assuming that there
exists complex coefficients (aDm)m≥1 and (bDm)m≥1 such that

For x1 < 0 : uD(x) =
∑
m∈N∗

aDm Φ−m(x),

For x1 > L : uD(x) =
∑
m∈N∗

bDm Φ+
m(x).

In other words, an outgoing wave denotes a wave that can be decomposed as
|x1| → +∞ into a superposition of guided or evanescent modes. A rigorous justi-
fication of this definition can be obtained by proving a limiting absorption result,
which is beyond the scope of the present paper.

We assume that the scattering problem (2.6) admits a unique solution.
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Remark 2.2. It is well known that the above problem is of Fredholm type. The
uniqueness of its solution, and thus its existence, is also known to hold except for
an at most countable family of singular values of the wavenumber k. In the case of
a single convex scatterer, it can be proved that the set of these singular frequencies
is empty (see for instance [17] where the case of a three dimensional waveguide is
considered). Nevertheless, some configurations of non uniqueness (trapped modes)
have been exhibited in the literature (cf. [10]), in particular in the case of Neumann
boundary conditions and symmetric scatterers (of arbitrary shape) about the centerline
of the waveguide.

We define the diffraction operator KD : uI ∈ H1
`oc (Ω∞) 7−→ uD ∈ H1

`oc (Ω),
where uD is the unique solution of (2.6). Let us introduce the decomposition of the
trace uD |ΓA in the orthonormal basis (φm)m∈N∗ of L2(0, d):

uD |ΓA(x2) =
∑
m∈N∗

aDm φm(x2), (2.7)

where
aDm =

(
uD |ΓA , φm

)
. (2.8)

We assume that the mirror measures the coefficients of the modal decomposition
of the trace uD |ΓA corresponding to the guided modes, i.e. the coefficients aDm
for 1 ≤ m ≤ N in (2.7). The reception operator KR is therefore defined by
KR : uD ∈ H1

`oc (Ω) 7−→ XD = (aD1 , · · · , aDN , )T ∈ CN . We define the scattering
operator S ∈ L

(
CN ,CN

)
as the linear operator associating to XI = (aI1, · · · , aIN )T

the vector XD = (aD1 , · · · , aDN )T so that

XD = S (XI) = (KR ◦ KD ◦ KE) (XI) .

The time reversal experiment corresponds to two cycles, each cycle involving an
emission step, a reception step and conjugation step (since time reversal amounts
to a phase conjugation in the time-harmonic case). The time reversal operator
T ∈ L

(
CN ,CN

)
is thus defined as follows:

T (X) = S(S(X)), ∀ X ∈ CN .

If S = (Smn)1≤m,n≤N and T = (Tmn)1≤m,n≤N denote respectively the matrices

representing the linear operators S and T in the canonical basis (em)1≤m≤N of CN ,
then we have

T = S S. (2.9)

Remark 2.3. Let uDn be the diffracted field corresponding to the incident wave

uIn(x) = KEen(x) = exp (iβnx1)φn(x2).

Then, the elements Smn of the column n of S are exactly the N first coefficients of
the modal decomposition of the trace uDn |ΓA in the orthonormal basis (φm)m∈N∗ of

L2(0, d): Smn =
(
uDn |ΓA , φm

)
.
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3. Properties of the scattering and time reversal matrices

We start this section by recalling some classical results on the Green’s function of the
Helmholtz operator in the two-dimensional waveguide Ω∞ = R × (0, d). For more
details, we refer to [8].

Proposition 3.1. For all x = (x1, x2) ∈ Ω∞, let G(x, ·) be the outgoing Green’s
function of ∆ + k2 in Ω∞: ∆G(x, ·) + k2G(x, ·) = δx in Ω∞,

G(x, ·) = 0 on ∂Ω∞,
G(x, ·) outgoing.

Then, G admits the modal decomposition

G(x, y) =
∑
m∈N∗

1

2iβm
exp (iβm|x1 − y1|) φm(x2)φm(y2), (3.1)

where the functions φm and the coefficients βm are respectively defined by (2.1) and
(2.3).

Remark 3.2. Note that G can be decomposed into a propagating part and an
evanescent one : G = Gprop +Gevan, where

Gprop(x, y) =

N∑
m=1

1

2iβm
exp (i|βm| |x1 − y1|) φm(x2)φm(y2),

Gevan(x, y) =

∞∑
m=N+1

1

2iβm
exp (−|βm| |x1 − y1|) φm(x2)φm(y2).

We also recall the following classical integral representation formula: given a
bounded domain U contained in Ω∞ and u satisfying ∆u+ k2u = 0 in Ω∞ \ U ,

u = 0 on ∂Ω∞,
u outgoing.

then, if ν denotes the unit outgoing normal to Ω∞ \ U , we have

u(x) =

∫
∂U

(
∂G

∂νy
(x, y)u(y)−G(x, y)

∂u

∂ν
(y)

)
dy, ∀x ∈ Ω∞ \ U . (3.2)

Using these preliminary results, we can prove the next Proposition which provides an
integral representation of the coefficients of the scattering matrix S.

Proposition 3.3. The coefficients (Smn)1≤m,n≤N of the scattering matrix S are given
by the formula

Smn = −
∫

Γ

Gm(y)
∂uTn
∂ν

(y) dy, ∀ 1 ≤ m,n ≤ N (3.3)

where uTn = uIn + uDn is the total field corresponding to the incident wave

uIn(x) = KEen(x) = exp (iβnx1)φn(x2) (3.4)

and where

Gm(y) =
(
G(·, y)|ΓA , φm

)
=

1

2iβm
exp (iβmy1) φm(y2). (3.5)
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Proof. Fix some integer n in {1, · · · , N} and some point x ∈ Ω∞ \ O. Since
∆uIn + k2uIn = ∆G(x, ·) + k2G(x, ·) = 0 in O, Green’s formula shows that

0 =

∫
Γ

(
∂G

∂νy
(x, y)uIn(y)−G(x, y)

∂uIn
∂ν

(y)

)
dy, ∀ x ∈ Ω∞ \ O.

On the other hand, by applying the integral representation (3.2) to the diffracted field
uDn corresponding to uIn, we obtain that for all x ∈ Ω∞ \ O, there holds

uDn (x) =

∫
Γ

(
∂G

∂νy
(x, y)uDn (y)−G(x, y)

∂uDn
∂ν

(y)

)
dy.

By adding the last two relations and using the boundary condition uTn = uIn +uDn = 0
on Γ, we obtain that

uDn (x) = −
∫

Γ

G(x, y)
∂uTn
∂ν

(y) dy. (3.6)

Since the coefficients Smn, for 1 ≤ m ≤ N , are nothing but the coefficients of the
modal decomposition of the trace uDn |ΓA (see Remark 2.3), relation (3.6) shows that
they can be derived from the corresponding coeffcients (Gm(y))1≤m≤N of G(·, y) and
relation (3.3) is thus proved. The expression (3.5) of the coefficents (Gm(y))1≤m≤N
follows then from (3.1).

In the following Lemma, we prove a symmetry property for the scattering matrix.

Lemma 3.4. Assume that CN is endowed with the inner product

〈X,Y〉β =

N∑
m=1

βmXm Ym, (3.7)

where the positive constants βm, for 1 ≤ m ≤ N , are defined by (2.3). Then, the
scattering matrix S satisfies

〈X,SY〉β = 〈SX,Y〉β , ∀X,Y ∈ CN . (3.8)

Proof. Let us start by introducing some additional notation. Set

X = (aI1, · · · , aIN )T, Y = (AI1, · · · , AIN )T.

Let uI = KEX (respectively vI = KEY) denote the incident field generated by X
(respectively Y), and let uD = KDuI (respectively vD = KDvI) be the corresponding
diffracted field. The associated total fields are then defined by

uT = uI + uD, vT = vI + vD. (3.9)

We also introduce the corresponding measurements XD,YD ∈ CN defined by:

XD = (aD1 , · · · , aDN )T = SX, YD = (AD1 , · · · , ADN )T = SY.

Since uT = vT = 0 on the boundary Γ of the scatterers, we obviously have:∫
Γ

(
∂uT

∂ν
vT − uT ∂v

T

∂ν

)
= 0.
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Inserting (3.9) into the above equation and setting Rαβ =

∫
Γ

(
∂uα

∂ν
vβ − uα ∂v

β

∂ν

)
for

α, β ∈ {I,D}, we obtain that

RII +RDD +RID +RDI = 0, (3.10)

Since uI and vI satisfy the Helmholtz equation inside the scatterers, we have

RII = 0. (3.11)

Let us show that
RDD = 0. (3.12)

We apply Green’s formula to uD and vD, which satisfy the Helmholtz equation in
the domain U = {x ∈ Ω; 0 < x1 < L} with boundary ∂U = Γ0 ∪ Γ ∪ ΓA ∪ ΓB , where
Γ0 = {x = (x1, 0); 0 < x1 < L} ∪ {x = (x1, d); 0 < x1 < L}. Since uD and vD vanish
on Γ0, we obtain

RDD = −
∫

ΓA∪ΓB

(
∂uD

∂ν
vD − uD ∂v

D

∂ν

)
= −JA(uD, vD)− JB(uD, vD), (3.13)

where we have set

Jγ(uα, vβ) =

∫
Γγ

(
∂uα

∂ν
vβ − uα ∂v

β

∂ν

)
, α, β ∈ {I,D}, γ ∈ {A,B}.

If we introduce the modal decompositions of the traces uD |ΓA in the orthonormal basis

(φm)m∈N∗ of L2(0, d) : uD |ΓA(x2) =
∑
m∈N∗

aDm φm(x2), then one can easily check, since

uD is outgoing, that

uD(x) =
∑
m∈N∗

aDm exp (−iβmx1) φm(x2), ∀ x1 < 0.

Therefore, we have

∂uD

∂ν

∣∣∣∣
ΓA

=
∑
m∈N∗

iβma
D
m φm = L(uD |ΓA)

where L : H1/2(0, d) −→ H−1/2(0, d) denotes the Dirichlet-to-Neumann operator:

L

( ∑
m∈N∗

amφm

)
=
∑
m∈N∗

iβmamφm. (3.14)

In a similar way, if

vD |ΓA =
∑
m∈N∗

ADm φm, (3.15)

then
∂vD

∂ν

∣∣∣∣
ΓA

=
∑
m∈N∗

iβmA
D
m φm. (3.16)
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Consequently, we have JA(uD, vD) =
∑
m∈N∗

(
iβma

D
mA

D
m − iβmaDmADm

)
= 0. One can

show similarly that JB(uD, vD) = 0 and we finally get (3.12) by using (3.13).
Let us now deal with the terms RID and RDI . Since uI and vD satisfy the

Helmholtz equation in U and vanish on Γ0, we have:

RID = −JA(uI , vD)− JB(uI , vD). (3.17)

Let us consider first the term JA(uI , vD). The definition (2.5) of uI shows that

∂uI

∂ν

∣∣∣∣
ΓA

=

N∑
m=1

(−iβm)aIm φm.

Using for vD |ΓA and
∂vD

∂ν

∣∣∣∣
ΓA

the modal decompositions (3.15) and (3.16), we get that

JA(uI , vD) = −
N∑
m=1

2iβma
I
mA

D
m. (3.18)

Similar computations show that the term corresponding to ΓB is

JB(uI , vD) = 0. (3.19)

Relations (3.17), (3.18) and (3.19) imply that

RID =

N∑
m=1

2iβma
I
mA

D
m. (3.20)

By symmetry, we have

RDI = −
N∑
m=1

2iβmA
I
ma

D
m. (3.21)

By adding relations (3.11), (3.12), (3.20) and (3.21), relation (3.10) yields
N∑
m=1

βma
I
mA

D
m =

N∑
m=1

βmA
I
ma

D
m, or equivalently

〈X,YD〉β = 〈XD,Y〉β .

Since XD = SX and YD = SY, the above relation shows that 〈X,SY〉β = 〈SX,Y〉β
for all X,Y ∈ CN and the proof is thus complete.

Let (êm)1≤m≤N be the following orthonormal basis of CN for the scalar product
〈·, ·〉β defined by (3.7):

êm =
1√
βm

em, ∀ 1 ≤ m ≤ N. (3.22)

Lemma 3.4 implies then the following result.
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Proposition 3.5. Let Ŝ = (Ŝmn) denote the matrix representing the scattering
operator S in the orthonormal basis (êm)1≤m≤N of CN defined by (3.22). Then,

Ŝ is a symmetric matrix, and thus

Ŝ∗ = Ŝ. (3.23)

Consequently , if T̂ denotes the matrix representing T in the orthonormal basis
(êm)1≤m≤N , then we have

T̂ = Ŝ Ŝ = Ŝ∗Ŝ.

Proof. By applying relation (3.8) with X = em and Y = en, we obtain that

βmSmn = βnSnm, ∀ 1 ≤ m,n ≤ N.

Since Ŝmn =
√
βm/βn Smn, the above relation implies (3.23).

Proposition 3.5 shows that T̂ is hermitian and positive. In particular, the
eigenvalues of T are thus real and nonnegative.

4. Selective focusing

This Section is devoted to the asymptotic analysis of the eigenelements of T as the
size of the scatterers tends to 0. These asymptotic results provide the key ingredient
for studying the selective focusing properties of the D.O.R.T. method. From now
on, we assume that the scatterers contained in the waveguide constitute a family
{Oεp; 1 ≤ p ≤ M} depending on a small parameter ε, where each obstacle Oεp is
obtained from a reference open obstacle Op (which is assumed to contain the origin)
by a dilation of ratio ε centered at the point sp = (s1

p, s
2
p) ∈ R2:

Oεp =
{
x ∈ R2; ξ = (x− sp) /ε ∈ Op

}
.

We denote by Γεp (respectively Γp) the boundary of Oεp (respectively Op), and we set
Γε =

⋃
1≤p≤M Γεp and Oε =

⋃
1≤p≤M Oεp.

In Subsection 4.1, we first obtain the asymptotics of the scattering matrix Sε and
thus of the time reversal Tε as the size of the scatterers ε → 0. Next, we prove in
Subsection 4.2 a technical result (Proposition 4.3) that is used in Subsection 4.3 to
obtain an approximation of the eigenvalues and eigenvectors of the limit time reversal
matrix as the number N of guided modes of the waveguide tends to +∞.

4.1. Asymptotic analysis

The behavior of the scattering matrix Sε for small scatterers is provided by the
following result.

Proposition 4.1. There exist M positive constants κ1, . . . , κM depending only on
the geometry of the reference obstacles O1, . . . ,OM such that the scattering matrix Sε
satisfies

Sε = S0 +O
(

1

ln e

)
=

(
M∑
p=1

S0,p

)
+O

(
1

ln e

)
, (4.1)
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where each matrix S0,p =
(
S0,p
mn

)
1≤m,n≤N is defined by

S0,p = κp Up VT
p ∀ 1 ≤ p ≤M,

where the vectors Up = (Upm) ,Vp = (V pm) ∈ CN are defined by: Upm = Gm(sp) =
1

2iβm
exp

(
iβms

1
p

)
φm(s2

p),

V pm = uIm(sp) = Φ+
m(sp) = exp

(
iβms

1
p

)
φm(s2

p),
1 ≤ m ≤ N.

Proof. According to Proposition 3.3, the coeffcient Sεmn of Sε reads for all
1 ≤ m,n ≤ N :

Sεmn = −
∫

Γε
Gm(y)

(
∂uIn
∂ν

(y) +
∂uDε,n
∂ν

(y)

)
dy =

M∑
p=1

Sε,pmn,

where we have set

Sε,pmn = −
∫

Γεp

Gm(y)

(
∂uIn
∂ν

(y) +
∂uDε,n
∂ν

(y)

)
dy.

Since the integral involving the incident field in the above expression is of order ε, the
change of variable y = εξ + sp shows that

Sε,pmn = −
∫

Γp

Gm(εξ + sp)
∂ϕε,np
∂ν

(ξ) dξ +O(ε), (4.2)

where we have set ϕε,np (ξ) = uDε,n(x) for all ξ = (x−sp)/ε ∈ Op. The next step consists
in obtaining the asymptotic of ϕε,np . This is achieved in Proposition 6.1 proved in the
Appendix. According to this result, we have∥∥ϕε,np + uIn(sp)Θp

∥∥
H1(Dp)

= O
(

1

ln e

)
, (4.3)

where Dp is a neighborhood of Γp and Θp denotes the static potential associated to
the obstacle p, i.e.  ∆Θp = 0 in R2 \ Op,

Θp = 1 on Γp,
Θp(x) = O(1), for |x| → +∞.

Using the asymptotic expansion (4.3) in (4.2) yields

Sε,pmn = Gm(sp)u
I
n(sp)

∫
Γp

∂Θp

∂ν
(ξ) dξ +O

(
1

ln e

)
= S0,p

mn +O
(

1

ln e

)
.

Thus Sε = S0 +O
(

1

ln e

)
where the coefficient Sεmn of the limit scattering matrix S0

is given by

S0
mn =

M∑
p=1

S0,p
mn, S0,p

mn = κpGm(sp)u
I
n(sp) = κp U

p
m V

p
n ,
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and where κp =

∫
Γp

∂Θp

∂ν
=

∫
R2\Op

|∇Θp|2 denotes the capacity of the scatterer p.

Thanks to the definition (2.9) of the time reversal matrix, the above result implies
immediately the following one.

Corollary 4.2. With the notation of Proposition 4.1, the time reversal matrix Tε
admits the following asymptotics for small scatterers:

Tε = T0 +O
(

1

ln e

)
,

in which

T0 =

M∑
p=1

M∑
q=1

κp κq
(
V∗q Up

)
Uq VT

p , (4.4)

where the star denotes the conjugate transpose.

4.2. A preliminary result

This Subsection is devoted to the proof of a technical result constituting one of the
main ingredients used in Subsection 4.3 to establish the selective focusing properties
of the D.O.R.T method. We first introduce some additional notation. Let (τN )N∈N∗

be a sequence of real numbers such that there exists 0 < δ∗ < 1 satisfying

N + δ∗ < τN < N + 1, ∀ N ≥ 1. (4.5)

Note that condition (4.5) implies in particular that τN /∈ N∗ and that

N = bτNc.

Finally, set

βNm =
√
τ2
N −m2, ∀ m = 1, . . . , N (4.6)

and define for all (X1, X2) ∈ R× [−π, π]:

ρN (X1, X2) =

N∑
m=1

1

βNm
exp

[
i
(
βNmX1 +mX2

)]
. (4.7)

The next Proposition provides the behavior of ρN as N →∞.

Proposition 4.3. With the notation above, let θ ∈ (0, 1], η > 0 and let I be a bounded
interval of R. Then, under the assumption (4.5), ρN (X1, X2) satisfies the following
properties:
i) There exists α > 0 such that

lim
N→+∞

ρN (0, 0) = α. (4.8)

ii) As N → +∞, the estimate

ρN (0, X2) = O
(
N−θ/2

)
, (4.9)
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holds uniformly for X2 ∈ [−π, π] satisfying

|X2| ≥ η N (θ−1)/2. (4.10)

iii) As N → +∞, the following estimate

ρN (X1, X2) = O
(
N−1/4

)
+O

(
N−θ/2

)
, (4.11)

holds uniformly for X = (X1, X2) ∈ I × [−π, π] satisfying

|X1| ≥ η Nθ−1. (4.12)

Proof. i) We have

ρN (0, 0) =

N∑
m=1

1/βNm =

N∑
m=1

(
τ2
N −m2

)−1/2
.

Since lim
N→+∞

N−1∑
m=1

(
N2 −m2

)−1/2
= π/2 and since N = bτNc, the sum ρN (0, 0) admits

a limit α > 0.
In order to prove assertions ii) and iii), we first rearrange the terms of the sum

ρN (X1, X2) by setting n = N −m. We obtain that

ρN (X1, X2) =

N−1∑
n=0

exp (ifN (n))

gN (n)
, (4.13)

where we have set
fN (n) = X1gN (n) +X2(N − n).

and
gN (n) = βNN−n =

[
τ2
N − (N − n)2

]1/2
=
[
τ2
N −N2 + n(2N − n)

]1/2
.

ii) We have

|ρN (0, X2)| =

∣∣∣∣∣
N−1∑
n=0

exp(inX2)

gN (n)

∣∣∣∣∣ . (4.14)

If we set, for X2 6= 0,

Fn =

n−1∑
k=0

exp(ikX2) =
sin(nX2/2)

sin(X2/2)
exp [i(n− 1)X2/2] , ∀ n ∈ N∗, (4.15)

and F0 = 0, then (4.14) implies that |ρN (0, X2)| =

∣∣∣∣∣
N−1∑
n=0

(Fn+1 − Fn)

gN (n)

∣∣∣∣∣ , and thus

|ρN (0, X2)| =

∣∣∣∣∣ FN
gN (N − 1)

+

N−1∑
n=1

FnDN (n)

∣∣∣∣∣ , (4.16)

where we have set DN (n) = [gN (n− 1))]−1 − [gN (n)]
−1

. Relation (4.15) shows that
for all X2 satisfying (4.10), we have

|Fn| = O
(
N (1−θ)/2

)
. (4.17)
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Consequently, since N = bτNc, we have∣∣∣∣ FN
gN (N − 1)

∣∣∣∣ ≤ C N (1−θ)/2√
τ2
N − 1

= O
(
N−θ/2

)
. (4.18)

On the other hand

DN (n) =
g2
N (n)− g2

N (n− 1)

gN (n− 1)gN (n) [gN (n− 1) + gN (n)]
,

=
2(N − n) + 1

gN (n− 1)gN (n) [gN (n− 1) + gN (n)]
.

Using the fact that x → gN (x) is nondecreasing for x ∈ (0, N), the above relation
yields

|DN (n)| ≤ 2(N − n) + 1

[gN (n− 1)]
3 . (4.19)

By noting that gN (n−1) =
[
(τ2
N −N2) + (n− 1)(2N − n+ 1)

]1/2
, we obtain by using

assumption (4.5) that for all n = 1, · · · , N − 1:

[gN (n− 1)]
2 ≥ 2δ∗N + (n− 1)(2N − n) ≥ (2δ∗ + (n− 1))N.

This last inequality and (4.19) yield then

|DN (n)| ≤ 2(N − n) + 1

(2δ∗ + (n− 1))
3/2

N3/2
≤ 4

(2δ∗ + (n− 1))
3/2

N1/2
. (4.20)

Now, (4.17) and (4.20) show that∣∣∣∣∣
N−1∑
n=0

FnDN (n)

∣∣∣∣∣ = O
(
N−θ/2

)
.

Finally, the above inequality, (4.16) and (4.18) imply the desired relation (4.9).

iii) For all N ∈ N∗ and all integer n satisfying 1 ≤ n ≤ N , let us set

F (n,N) =

n−1∑
k=0

exp [ifN (k)] ,

and F (0, N) = 0. Then, equation (4.13) also reads

ρN (X1, X2) =

N−1∑
n=0

F (n+ 1, N)− F (n,N)

gN (n)
,

or equivalently,

ρN (X1, X2) =
F (N,N)

gN (N − 1)
+

N−1∑
n=0

F (n,N)DN (n). (4.21)
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According to Lemma 4.4 proved below, we have for all 1 ≤ n ≤ N :

|F (n,N)| ≤ C N1/4
(
n1/4 + n3/4N−θ/2

)
. (4.22)

The above inequality and (4.20) show that∣∣∣∣∣
N−1∑
n=0

F (n,N)DN (n)

∣∣∣∣∣ ≤ C N−1/4

(
1 +N−θ/2

N∑
n=1

n−3/4

)
= O

(
N−1/4

)
+O

(
N−θ/2

)
. (4.23)

On the other hand, once again by using Lemma 4.4, we have that

|F (N,N)| ≤ C
(
N1/2 +N1−θ/2

)
= O

(
N1−θ/2

)
,

and thus ∣∣∣∣ F (N,N)

gN (N − 1)

∣∣∣∣ ≤ C N1−θ/2√
τ2
N − 1

= O
(
N−θ/2

)
.

Relation (4.11) follows then from (4.21), (4.23) and the above relation.

Lemma 4.4. With the notation introduced at the beginning of this subsection, set for
all n ∈ {1, . . . , N} 

gN (n) = βNN−n =
[
τ2
N − (N − n)2

]1/2
,

fN (n) = X1gN (n) +X2(N − n),

F (n,N) =

n−1∑
k=0

exp[ifN (k)].

Then, given θ ∈ (0, 1], η > 0 and a bounded interval I of R, there exists C > 0 such
that for all X1 ∈ I satisfying

|X1| ≥ η Nθ−1, (4.24)

we have
|F (n,N)| ≤ C N1/4

(
n1/4 + n3/4N−θ/2

)
. (4.25)

Proof. Set
Rn = max{r ∈ N∗ | 1 + 2r ≤ n− 1}, (4.26)

and write F (n,N) as

F (n,N) =

Rn∑
r=0

σr

where we have set

σr =

2r+1∑
k=1+2r

exp [ifN (k)] for 1 ≤ r ≤ Rn − 1, (4.27)

while σ0 =

2∑
k=0

exp [ifN (k)] and σRn =

n−1∑
k=1+2Rn

exp [ifN (k)].

According to Van der Corput Lemma (see Theorem 5 of [18, p.94]), if |f ′′N (k)| is of
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order Λr for 2r ≤ k ≤ 2r+1− 1, then each sum σr of the form (4.27) can be estimated
by

|σr| ≤ (1 + 2r)
√

Λr +
1√
Λr
. (4.28)

But a straightforward computation shows that

f ′′N (k) = −X1 τ
2
N [gN (k)]

−3/2
.

In the rest of the proof, C denotes a positive constant independent of N . Since N =

bτNc and gN (k) =
[
τ2
N −N2 + n(2N − k)

]1/2
, we have |f ′′N (k)| ≤ C |X1|N2 (kN)

−3/2

and thus

|f ′′N (k)| ≤ C |X1|N1/22−3r/2 := Λr, for 2r + 1 ≤ k ≤ 2r+1.

Inserting the above estimate into inequality (4.28), we obtain thanks to (4.24) that

|σr| ≤ CN1/4
(

2r/4 +N−θ/223r/4
)
, ∀ 0 ≤ r ≤ Rn.

Summing the above inequalities for 0 ≤ r ≤ Rn yields

|F (n,N)| ≤ CN1/4
(

2Rn/4 +N−θ/223Rn/4
)
.

The claimed estimate (4.25) follows immediately from the above inequality if we notice
that from the definition (4.26) of Rn, we have 2Rn ≤ n.

4.3. Spectral analysis of the limit model for large values of N

Let us start by recalling that according to Corollary 4.2, the time reversal matrix Tε
admits the asymptotics

Tε = T0 +O
(

1

ln e

)
,

where

T0 =

M∑
p=1

M∑
q=1

κp κq
(
V∗q Up

)
Uq VT

p . (4.29)

Clearly, the range of T0 satisfies Ran(T0) ⊂< U1, . . . ,UM > and thus, the number
of non zero eigenvalues of T0 is at most equal to the number of scatterers
M . In this Subsection, our aim is twofold : first, to determine an approximation of the
eigenvectors of T0 as the number of propagating modes N = bkd/πc tends to +∞ (note
that this situation corresponds to the case where the wavelength λ is small compared
to the height of the waveguide : λ << d). Secondly, to verify that these (approximate)
eigenvectors generate incident waves that focus selectively on each scatterer. These
two results are respectively provided by Proposition 4.5 and Proposition 4.7.

A technical assumption needed to establish these results is to suppose that the
frequencies k considered in our asymptotic analysis as N → +∞ (or equivalently
kd→ +∞) remain away from the cutoff frequencies of the waveguide. More precisely,
we assume that the following condition is satisfied:

∃δ∗ > 0 such that :
kd

π
−N > δ∗. (4.30)
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In order to determine approximate eigenvectors of T0, let us note that the scalar
products V∗q Up are given by the formulas

V∗q Up =

N∑
m=1

1

2iβm
exp

[
iβm(s1

p − s1
q)
]
φm(s2

p)φm(s2
q). (4.31)

Then, the following result holds true.

Proposition 4.5. Let p ∈ {1, . . . ,M} and let α be defined by Proposition 4.3. Then,
under assumption (4.30), we have

lim
N→+∞

V∗q Up = α/(2iπ). (4.32)

Moreover, for all q ∈ {1, . . . ,M}, with q 6= p, the following estimate holds as
N → +∞:

V∗q Up =

 O
(
N−1/4

)
if s1

p 6= s1
q,

O
(
N−1/2

)
if s1

p = s1
q.

(4.33)

Proof. Let q ∈ {1, . . . ,M}. Formula (4.31) shows that

V∗q Up =
1

i

N∑
m=1

1

dβm
exp

[
iβm(s1

p − s1
q)
]

sin
(
mπs2

p/d
)

sin
(
mπs2

q/d
)
.

Setting in the above expression X1 = π(s1
p − s1

q)/d, X±2 = π(s2
p ± s2

q)/d and

βNm = dβm/π =

√
(kd/π)

2 −m2, a straightforward computation shows that

V∗q Up = − 1

4iπ

N∑
m=1

1

βNm
exp

(
iβNmX1

) [
exp

(
imX+

2

)
+ exp

(
−imX+

2

)
− exp

(
imX−2

)
− exp

(
imX−2

)]
.

Therefore, using the notation introduced in Subsection 4.2 and setting τN = kd/π, we
have

V∗q Up = − 1

4iπ

[
ρN (X1, X

+
2 ) + ρN (X1,−X+

2 )− ρN (X1, X
−
2 )− ρN (X1,−X−2 )

]
.

In the particular case where q = p, the above relation reads

V∗p Up = − 1

4iπ

[
ρN (0, X+

2 ) + ρN (0,−X+
2 )− 2ρN (0, 0)

]
.

with X+
2 = 2πs2

p/d ∈ (0, 2π). Assertion ii) of Proposition 4.3 (applied with θ = 1)
implies that

lim
N→+∞

ρN (0, X+
2 ) = lim

N→+∞
ρN (0,−X+

2 ) = 0.

Therefore, by applying assertion i) in Proposition 4.3, we obtain relation (4.32). In
the case q 6= p, we have 0 < X+

2 < 2π and −π < X−2 < π. The claimed estimate
(4.33) follows then from assertion iii) of Proposition 4.3 (once again for the particular
case θ = 1) by using the fact that X2 7→ ρN (X1, X2) is 2π-periodic.
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Remark 4.6. The result of Proposition 4.5 can be justified qualitatively as follows.
First, note that for s1

p − s1
q ≥ 0, we have V∗q Up = Gprop(sp, sq), where Gprop denotes

the propagating part of the Green’s function G of the waveguide(see Remark 3.2).
Similarly, for s1

p−s1
q < 0, we have V∗q Up = −Gprop(sp, sq). Since Gprop(x, y) behaves

like G(x, y) as the number of propagating modes N tends to +∞, and since G(x, y) is
singular for x = y, it follows that Gprop(x, y) is small compared to Gprop(x, x) for N
large enough, or equivalently, that V∗q Up is small compared to V∗p Up for q 6= p.

Now, let us note that according to (4.29), we have for all p ∈ {1, . . . ,M}:

T0Up =

M∑
q=1

M∑
q′=1

κqκq′
(
V∗q Uq′

) (
VT
q′Up

)
Uq = κ2

p

∣∣V∗p Up

∣∣2 Up +Rp, (4.34)

where we have set

Rp =
∑

q,q′∈{1,...,M}, (q,q′) 6=(p,p)

κqκq′
(
V∗q Uq′

) (
VT
q′Up

)
Uq.

But Proposition 4.5 implies that lim
N→+∞

∣∣V∗p Up

∣∣2 =
( α

2π

)2

and that ‖Rp‖ = o (‖Up‖)

(where the norms are taken in CN ). Therefore, relation (4.34) shows that Up

constitutes an approximate eigenvector of the time reversal matrix associated with

the approximate eigenvalue λp =
(ακp

2π

)2

.

We are now in position to tackle the second goal of this subsection, namely the
selective focusing properties of these approximate eigenvectors. If we note that the
components of the eigenvector Up are

Upm = uIm(sp) = − 1

2iβm
exp(−iβms1

p)φm(s2
p), ∀ 1 ≤ m ≤ N,

we see that according to formula (2.5), the incident field generated by each
approximate eigenvector is

uIp(x) =

N∑
m=1

− 1

2iβm
exp

[
iβm(x1 − s1

p)
]
φm(s2

p)φm(x2). (4.35)

The next Proposition provides a justification of the selective focusing properties of
the D.O.R.T. method for large values of N (the subscript p refering to the scatterer
under consideration has been dropped in this Proposition for the sake of clarity).

Proposition 4.7. Given s = (s1, s2) ∈ (0, L) × (0, d), let uI(x) be defined for all
x = (x1, x2) ∈ (0, L)× (0, d) by

uI(x) =

N∑
m=1

1

2iβm
exp [iβm(x1 − s1)]φm(s2)φm(x2). (4.36)

Then, given θ ∈ (0, 1] and η > 0, and under assumption (4.30), uI(x) satisfies the
following properties :
i) Let α be given by Proposition 4.3. Then

lim
N→+∞

∣∣uI(s)∣∣ = α/(2π). (4.37)
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ii) As N → +∞, the estimate

uI(s1, x2) = O
(
N−θ/2

)
, (4.38)

holds uniformly for x2 ∈ (0, d) satisfying

|(x2 − s2)/d| ≥ η N (θ−1)/2. (4.39)

iii) As N → +∞, the estimate

uI(x) = O
(
N−1/4

)
+O

(
N−θ/2

)
, (4.40)

holds uniformly for x = (x1, x2) ∈ (0, L)× (0, d) satisfying

|(x1 − s1)/d| ≥ η Nθ−1. (4.41)

Proof. Let us set as in the proof of Proposition 4.5: X1 = π(x1 − s1)/d,

X±2 = π(x2 ± s2)/d and βNm = dβm/π =

√
(kd/π)

2 −m2. Relation (4.36) can be
written

uI(x) = − 1

4iπ

N∑
m=1

1

βNm
exp

(
iβNmX1

) [
exp

(
imX+

2

)
+ exp

(
−imX+

2

)
− exp

(
imX−2

)
− exp

(
−imX−2

)]
.

Therefore, with the notation of Subsection 4.2 and setting τN = kd/π, we have

uI(x) = − 1

4iπ

[
ρN (X1, X

+
2 ) + ρN (X1,−X+

2 ) −ρN (X1, X
−
2 )− ρN (X1,−X−2 )

]
.

(4.42)
Assertions i), ii) and iii) follow then from Proposition 4.3. More precisely, for assertion
i), we have x = s and thus X1 = 0, X−2 = 0 and X+

2 = 2πs2/d. Therefore∣∣uI(x)
∣∣ =

1

4π

∣∣ρN (0, X+
2 ) + ρN (0,−X+

2 )− 2ρN (0, 0)
∣∣

and the result follows from assertions i) and ii) of Proposition 4.3. In the case of
assertion ii), we have X1 = 0,and X±2 = π(x2 ± s2)/d and thus, assertion ii) of
Proposition 4.3 implies that

ρN (0,±X+
2 ) = O

(
N−1/2

)
, ρN (0,±X−2 ) = O

(
N−θ/2

)
,

The above relations, together with (4.42), yield (4.38). Finally, (4.40) follows directly
from the corresponding assertion iii) of Proposition 4.3.

Let us make a few comments concerning the consequences of Proposition 4.7 with
regards to the selective focusing properties of the D.O.R.T. method. Assertions i) and
ii) in Proposition 4.7 show that the expected focusing properties hold for large values
of N on the vertical line containing the source. Assertion iii) deals with the case in
which x1 − s1 6= 0. It shows that the acoustic field generated by the approximate
eigenvector Up at a point x converges to 0 as N → +∞ if the horizontal distance
between x and the scatterer p is (at least) of order d/N1−θ.
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5. Numerical results

In this Section, we present some numerical experiments to illustrate the selective
focusing properties investigated in Section 4. Our computations are realized using a
finite element PDE Toolbox developed for SCILAB (see [16]). In order to compute
the scattering matrix S, we have to solve N diffraction problems of the type (2.6),
each one of them corresponding to the incident field Φ+

n (x) = exp (iβnx1)φn(x2),
1 ≤ n ≤ N . Since problem (2.6) is set in the unbounded domain Ω = Ω∞ \ O, we
use for its numerical resolution an alternative –and equivalent– formulation of (2.6)
set in the bounded domain Ω0 = {(x1, x2) ∈ (`, L) × (0, d), x /∈ O}. To achieve this,
we use on the vertical boundaries ΓB and ΓC (cf. Figure 1) transparent boundary
conditions based on the Dirichlet-to-Neumann operators. A P1-piecewise finite element
approximation of the problem satisfied by the total field leads then to solve the linear
system

AhXh := (Kh − k2Mh − Lh)Xh = Bh, (5.1)

where Kh and Mh denote respectively the stiffness and the mass matrices and where
Lh approximates the Dirichlet-to-Neumann transparent boundary conditions:

LIJh =


N∑
m=1

iβm (wI , φm) (wJ , φm) if MI ,MJ ∈ ΓC or MI ,MJ ∈ ΓB ,

0 otherwise.

(5.2)

where wI denotes the hat function associated with the node MI and (wI , φm) =∫ d

0

wI(x2)φm(x2)dx2.

Remark 5.1. Note that in formula (5.2), the infinite sum appearing in the continuous
problem has been cut off to take into account only the propagating modes.

To compute the N × N scattering matrix Sh, we note that its column n
(n = 1, . . . , N) can be obtained by solving the linear system (5.1) for the particular
right hand side BIh = −2iβn exp (iβn`) (wI , φn) if MI ∈ ΓC and BIh = 0 otherwise.
Finally, according to Remark 2.3, Shmn can be computed by the relation

Shmn =
(
(uTh − uIh)|ΓA , φm

)
= exp (iβm`)

(
(uTh − uIh)|ΓC , φm

)
.

The approximate discrete time reversal matrix Th is then deduced from Sh by
computing Th = Sh Sh.

The case of one scatterer and three scatterers are successively considered. In the
first situation, we mainly focus on the influence of the size of the scatterer on the
eigenvalues of the scattering matrix. In the case of three scatterers, we investigate the
focusing properties of the incident fields corresponding to the eigenvectors associated
with the four largest eigenvalues. In particular, the effect of the number N of
propagating modes of the waveguide is studied. The waveguide considered for our
numerical experiments is of height d = 10.2. The vertical boundaries ΓB and ΓC on
which the transparent conditions are written are located respectively at x1 = L = 13
and x1 = ` = 9 (recall that the mirror is located at x1 = 0; cf. Figure 1).

In the first experiment, we consider a spherical scatterer of radius r centered at
the point s = (` + 1.03(L − `)/3; 0.99d/5). We assume that the wavelength is λ = 1
(i.e. k = 2π). The mesh used contains about 240 000 triangles and the mesh size is
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h = 0.025. Under these assumptions, Table 1 shows the dependence of the ratio of
the two largest eigenvalues of the scattering matrix with respect to the radius r of the
scatterer. As expected, there is only one significant eigenvalue when the scatterer is
small enough.

Table 1. Ratio between the two largest eigenvalues of the scattering matrix as
function of the size of the scatterer (d is the height of the waveguide).

r d/50 d/100 d/150 d/200

λ1/λ2 2.1 11.2 34.9 80.6

In the second experiment, we assume that the waveguide contains three spherical
scatterers of radii r1 = d/200, r2 = d/400 and r3 = d/800 centered respectively at
s1 = (`+ 4(L− `)/5; 9d/10), s2 = (`+ 4(L− `)/5; d/10) and s3 = (`+ (L− `)/2; d/2).
Figure 2 represents the incident fields corresponding to the eigenvectors associated
with the four largest eigenvalues of the scattering matrix in the case of a wavelength
λ = 2 (i.e. k = π). The number of propagating modes N in this case is equal to 10.
Selective focusing is observed as predicted by the theory: the eigenvector associated
with the largest eigenvalue focuses on the biggest scatterer and so on. If the wavelength
is reduced to λ = 0.5, i.e. if N is increased to 40, we can see in Figure 3 that the
quality of the focusing is clearly improved.

0

0.25

0.5

0.75

1

Figure 2. Incident fields corresponding to eigenvectors associated with the four
largest eigenvalues of the scattering matrix for N = 10 propagating modes.

6. Appendix. Scattering by small obstacles in a two-dimensional acoustic
waveguide

This appendix is devoted to the proof of Proposition 6.1 stated below, which
constitutes the main ingredient of the proof of Proposition 4.1. Indeed, it provides
the asymptotics for the scattering problem by small obstacles in a two-dimensional
waveguide. Let us emphasize that scattering by small inhomogeneities has been
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0.0

0.475

0.95

1.425

1.9

Figure 3. Incident fields corresponding to eigenvectors associated with the four
largest eigenvalues of the scattering matrix for N = 40 propagating modes.

thoroughly investigated in the last few years (see [4] for a detailed presentation
and more references), in particular to develop efficient algorithms for recovering the
localization and the shape of the inhomogeneities (cf. [2], [3]).

A similar result to Proposition 6.1 is proved in the Appendix of [13] in the case of
scattering by small obstacles in R3. Nevertheless, since the geometry considered here is
two-dimensional, one can not adapt the proof given there. Indeed, the singularities of
the Green’s functions are different in the two cases, leading to different non vanishing
terms in the limiting process. An additional and crucial difference comes from a
technical difficulty that appears in the 2D case. Indeed, contrarily to the 3D case, the

free space Green’s function of ∆ +k2 in 2D, namely
i

4
H1

0 (k|x− y|), does not converge

as k → 0 to the free space Green’s function of the Laplace operator
1

2π
ln

1

|x− y|
,

due to the presence of a term involving ln k. This property makes the low frequency
analysis of scattering problems in 2D more intricate than in 3D. In order to overcome
this difficulty, which also occurs in the context of scattering by small scatterers, we
use an approach that was first used in [19] and then extended in [14] for the analysis
of low frequency asymptotics. In this approach, we seek the solution of the scattering
problem in the form of an ansatz (see (6.2)) which is a suitable linear combination of
single and double layer potentials. The key point in choosing this linear combination
is to obtain a cancellation of the undesired terms (namely those involving ln e) in the
limiting process e→ 0. Let us also emphasize that this limiting process is performed
on an Fredholm type integral equation of the second kind.

In the problem investigated here, there are two main difficulties. As mentioned
above, the first one is related to the fact that we are dealing with a 2D problem. The
second one is that we consider several scatterers and thus, we have to see if their
interactions need to be taken into account in the limit model. For the sake of clarity,
we separated these two difficulties in the rest of the Appendix by considering first the
case of a single scatterer before studying the case of multiple scatterers.
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The notation used are those of the beginning of Section 4.

Proposition 6.1. Consider a family of obstacles {Oεp; 1 ≤ p ≤ M}, where each
scatterer Oεp is obtained from a reference open set Op (which is assumed to contain
the origin) by applying a dilation of ratio ε centered at a given point sp ∈ R2:

Oεp =
{
x ∈ R2; ξ = (x− sp) /ε ∈ Op

}
.

Let Γεp (respectively Γp) denote the boundary of Oεp (respectively Op), and set

Γε =
⋃

1≤p≤M

Γεp Oε =
⋃

1≤p≤M

Oεp Γ =
⋃

1≤p≤M

Γp O =
⋃

1≤p≤M

Op.

Denote by uDε be the solution of the following exterior Dirichlet problem
∆uDε + k2uDε = 0 in Ω∞ \ Oε,
uDε = −uI on Γε,

uDε = 0 on Σ∞
uDε outgoing.

(6.1)

Around each reference obstacle Op, delimit a bounded part Dp of its exterior by a
fictitious boundary Σp which does not intersect Γp. We denote by Dε

p and Σεp the
images of Dp and Σp by the dilation x = εξ + sp and we set

Dε =
⋃

1≤p≤M

Dε
p Σε =

⋃
1≤p≤M

Σεp D =
⋃

1≤p≤M

Dp Σ =
⋃

1≤p≤M

Σp

For all x = sp + εξ ∈ Dε
p, with ξ ∈ Dp, we set

ϕεp(ξ) = uDε (x).

Finally, let
ϕ0
p = −uI(sp) Θp

where Θp is the static potential solution to ∆Θp = 0 in R2 \ Op,
Θp = 1 on Γp,
Θp = O(1) for |x| → ∞.

Then, the following estimate holds true

‖ϕεp − ϕ0
p‖H1(Dp) = O

(
1

ln e

)
, ∀ 1 ≤ p ≤M.

6.1. Single scatterer

We first prove Proposition 6.1 in the case of a single scatterer. Therefore, we drop in
this Subsection the subscript p referring to the number of the scatterer. The idea of
the proof is to rewrite the scattering problem (6.1) as an integral equation on Γ. We
seek the solution of uDε of (6.1) in the form

uDε (x) =

∫
Γε

[
e
∂G

∂νy
(x, y) +

(
1− 2π

ln e

)
G(x, y)

]
Ψe(y) dγy

− 1

|Γe|

(∫
Γε
G(x, y) dγy

)(∫
Γε

Ψe(y) dγy

)
x ∈ De, (6.2)
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for some unknown density Ψe ∈ L2(Γe).
Clearly, the above potential is an outgoing solution of the Helmholtz equation in

Ω∞ \ Oε that vanishes on ∂Ω∞. By the jump relations for single and double layer
potentials (see [9]), the boundary condition in (6.1) is satisfied if and only if

e

2
Ψe(x) +

∫
Γε

[
e
∂G

∂νy
(x, y) +

(
1− 2π

ln e

)
G(x, y)

]
Ψe(y) dγy

− 1

|Γe|

(∫
Γε
G(x, y) dγy

)(∫
Γε

Ψe(y) dγy

)
= −uI(x), x ∈ Γe (6.3)

In order to work in a functional framework independent of ε, we set for all x, y ∈ De:{
ξ = (x− s)/ε
η = (y − s)/ε, (6.4)

and we define 
ϕε(ξ) = uDε (x) ξ ∈ D, x ∈ De,
Ge(ξ, η) = G(x, y), ξ, η ∈ D, x, y ∈ De,
ψε(ξ) = eΨε(x), ξ ∈ Γ, x ∈ Γe.
f e(ξ) = −2uI(x), ξ ∈ Γ, x ∈ Γe.

(6.5)

Noting that for all (ξ, η) ∈ D ×D and (x, y) ∈ De ×De related by (6.4) we have

∇ηGe(ξ, η) = e∇yG(x, y),

a straightforward calculation shows that the ansatz (6.2) can be written in the new
variables (ξ, η) as

ϕε = Le(ψe) (6.6)

where we have set for e > 0

Leψ(ξ) =

∫
Γ

[
∂Ge

∂νη
(ξ, η) +

(
1− 2π

ln e

)
Ge(ξ, η)

]
ψ(η) dγη

− 1

|Γ|

(∫
Γ

Ge(ξ, η) dγη

)(∫
Γ

ψ(η) dγη

)
, ξ ∈ D. (6.7)

Moreover, the integral equation (6.3) written in the new variables (ξ, η) reads

(I + Le)ψe = f e, (6.8)

where

Leψ(ξ) = 2

∫
Γ

[
∂Ge

∂νη
(ξ, η) +

(
1− 2π

ln e

)
Ge(ξ, η)

]
ψ(η) dγη

− 2

|Γ|

(∫
Γ

Ge(ξ, η) dγη

)(∫
Γ

ψ(η) dγη

)
, ξ ∈ Γ. (6.9)

It is well known that Le ∈ L
(
L2(Γ), H1(D)

)
and that Le ∈ L(L2(Γ)) for all e > 0.
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Let now g0(x, y) = −(2π)−1 ln |x − y| denote the Green function of the Laplace
operator in R2. We introduce then the operators L0 ∈ L

(
L2(Γ), H1(D)

)
and

L0 ∈ L(L2(Γ)) by setting for all ψ ∈ L2(Γ):

L0ψ(ξ) =

∫
Γ

[
∂g0

∂νη
(ξ, η) + g0(ξ, η) + 1

]
ψ(η) dγη

− 1

|Γ|

(∫
Γ

g0(ξ, η) dγη

)(∫
Γ

ψ(η) dγη

)
, ξ ∈ D.

L0ψ(ξ) = 2

∫
Γ

[
∂g0

∂νη
(ξ, η) + g0(ξ, η) + 1

]
ψ(η) dγη

− 2

|Γ|

(∫
Γ

g0(ξ, η) dγη

)(∫
Γ

ψ(η) dγη

)
, ξ ∈ Γ.

Then, we have the following result.

Lemma 6.2. With the notation above, we have for e small enough:

‖Le − L0‖L(L2(Γ)) = O
(

1

ln e

)
, (6.10)

‖(I + Le)−1 − (I + L0)−1‖L(L2(Γ)) = O
(

1

ln e

)
, (6.11)

and

‖Le − L0‖L(L2(Γ),H1(D)) = O
(

1

ln e

)
. (6.12)

Proof. The Green function of the waveguide admits the decomposition G = g+R,

where g(x, y) = (i/4)H
(1)
0 (k|x− y|) denotes the Green’s function of ∆ + k2 in R2 and

where the function R has continuous derivatives of arbitrary order on Ω∞ × Ω∞.

Therefore, using the asymptotics of the Hankel function H
(1)
0 and its gradient for

small arguments (see [1]), one obtains that{
Ge(ξ, η) = g0(ξ, η)− 1

2π
ln e + κ+O(e),

∇ηGe(ξ, η) = ∇ηg0(ξ, η) +O(e),
(6.13)

where κ = H(s, s) +
i

4
− c+ ln(k/2)

2π
, where c = 0.5772... denotes Euler’s constant.

Formulas (6.13) hold uniformly in any compact subset of D × D which does not
contain points of the diagonal. Relation (6.10) follows then from the substitution
of the asympotics (6.13) into the expression (6.9) of Le. The estimate (6.11) can be
derived from (6.10) by using a Neumann series argument. Finally, one can easily check
that the asymptotics (6.13) imply the existence of a constant C > 0 such that for all
ψ ∈ L2(Γ) {

‖Leψ − L0ψ‖L2(D) ≤
C

ln e
‖ψ‖L2(Γ)

‖∇
(
Leψ − L0ψ

)
‖L2(D) ≤ C e ‖ψ‖L2(Γ)

and therefore (6.12) holds true.
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We are now in position to prove Proposition 6.1 in the case of one scatterer. Let
ψ0 be the solution of the integral equation

(I + L0)ψ0 = f0. (6.14)

where f0 ∈ L2(Γ) is the constant fonction taking the value −2uI(s). Noting that

ψe − ψ0 = (I + Le)−1f e − (I + L0)−1f0,

and using the estimate (6.11) together with the fact that the function f e defined by
(6.5) satisfies ‖f e − f0‖L2(Γ) = O(e), we obtain that for e small enough, there holds

‖ψe − ψ0‖L2(Γ) = O
(

1

ln e

)
. (6.15)

Let ϕe be the potential given by (6.2) and set ϕ0 = −uI(s) Θ, where Θ is the static
potential defined by  ∆Θ = 0 in R2 \ O,

Θ = 1 on Γ,
Θ = O(1) for |x| → ∞.

As it is checked in [14], we have
ϕ0 = L0ψ0

and consequently

ϕe − ϕ0 = Leψe − L0ψ0 =
(
Le − L0

)
ψe + L0

(
ψe − ψ0

)
,

Thus, by using relations (6.12) and (6.15), we get that

‖ϕe − ϕ0‖H1(D) = O
(

1

ln e

)
(6.16)

for e small enough, and the proof is complete.

6.2. Multiple scatterers

We come back to the case of multiple scaterrers and we use the notations of Proposition
6.1, in which the subscript p = 1, . . . ,M refers to the number of the scatterer. Using
the same ansatz as the one used in Subsection 6.1, solving the scattering problem
(6.1) amounts now to solve a family of M coupled integral equations written on the
boundaries Γp, p = 1, . . . ,M having for unknows the densities

ψe := (ψe
1, . . . , ψ

e
M ) ∈ H := L2(Γ1)× · · · × L2(ΓM ).

More precisely, these integral equations can still be written in the reduced variables
(ξp, ηp) in the abstract form (6.8), namely

(I + Le)ψe = f e, (6.17)

provided we use the following notations:
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• the operator Le ∈ L(H,H) is defined through its block decomposition

Leψ =

 Le
11 . . . Le

1M
...

...
Le
M1 . . . Le

MM

 ,

in which Le
pq ∈ L

(
L2(Γq), L

2(Γp)
)

is the integral operator defined for all density
ψ ∈ L2(Γq) by

Le
pqψ(ξp) = 2

∫
Γq

[
∂Ge

pq

∂νηq
(ξp, ηq) +

(
1− 2π

ln e

)
Ge
pq(ξp, ηq)

]
ψ(ηq) dγηq

− 2

|Γq|

(∫
Γq

Ge
pq(ξp, ηq) dγη

)(∫
Γq

ψ(ηq) dγηq

)
, ξp ∈ Γp. (6.18)

where
Ge
pq(ξp, ηq) = G(sp + eξp, sq + eηq), ξp, ηq ∈ Dp ×Dq.

• The data f e are now given by f e = (f e
1 , . . . , f

e
M ) ∈ H, with

f e
p(ξp) = −2uI(sp + eξp), ξp ∈ Γp.

The key point to extend the result of the previous Subsection to the case of many
scatterers is that for p 6= q, the function Ge

pq admits the asymptotics{
Ge
pq(ξ, η) = G(sp, sq) +O(e),
∇ηGe

pq(ξ, η) = O(e).
(6.19)

Using the above relations, one can easily check that

‖Le
pq‖L(L2(Γq),L2(Γp)) = O

(
1

ln e

)
, ∀ p 6= q.

This relation implies that the (formal) limit of the family of integral equations (6.17)
is given by M decoupled integral equations, each one of them being set on Γp:

(I + L0
p)ψ

0
p = f0

p ,

where

L0
pψ(ξp) = 2

∫
Γp

[
∂g0

∂νηp
(ξp, ηp) + g0(ξp, ηp) + 1

]
ψ(ηp) dγηp

− 2

|Γp|

(∫
Γ

g0(ξp, ηp) dγηp

)(∫
Γp

ψ(ηp) dγηp

)
, ξp ∈ Γp.

and f0
p ∈ L2(Γp) is the constant fonction taking the value −2uI(sp). The rest of the

proof goes then exactly along the lines of the proof detailed in Subsection 6.1, by first
establishing that ‖ψe − ψ0‖H −→ 0 and then that

‖ϕe
p − ϕ0

p‖H1(Dp) −→ 0, p = 1, . . . ,M

with ϕ0
p = L0

pψ
0
p = −uI(sp) Θp.
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