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ABSTRACT

We review the solutions of O(N) and U(N) quantum field theories in the large
N limit and as 1/N expansions, in the case of vector representations. Since in-
variant composite fields have small fluctuations for large N , the method relies
on constructing effective field theories for composite fields after integration over
the original degrees of freedom. We first solve a general scalar U(φ2) field theory
for N large and discuss various non-perturbative physical issues such as critical
behaviour. We show how large N results can also be obtained from variational
calculations.We illustrate these ideas by showing that the large N expansion al-
lows to relate the (φ2)2 theory and the non-linear σ-model, models which are
renormalizable in different dimensions. Similarly, a relation between CP (N − 1)
and abelian Higgs models is exhibited. Large N techniques also allow solving self-
interacting fermion models. A relation between the Gross–Neveu, a theory with
a four-fermi self-interaction, and a Yukawa-type theory renormalizable in four di-
mensions then follows. We discuss dissipative dynamics, which is relevant to the
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approach to equilibrium, and which in some formulation exhibits quantum me-
chanics supersymmetry. This also serves as an introduction to the study of the 3D
supersymmetric quantum field theory. Large N methods are useful in problems
that involve a crossover between different dimensions. We thus briefly discuss fi-
nite size effects, finite temperature scalar and supersymmetric field theories. We
also use large N methods to investigate the weakly interacting Bose gas. The
solution of the general scalar U(φ2) field theory is then applied to other issues like
tricritical behaviour and double scaling limit.
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1 Introduction

Studies of the non-perturbative features of quantum field theories are at the
forefront of theoretical physics research. Though remarkable progress has been
achieved in recent years, still, some of the more fundamental questions have only
a descriptive answer, whereas non-perturbative calculable schemes are seldom
at hand. The absence of calculable dynamics in realistic models is often sup-
plemented by simpler models in which the essence of the dynamics is revealed.
Such a calculable framework for exploring theoretical ideas is given by large N
quantum field theories.

Very early quantum field theorists have looked for methods to solve field
theory beyond perturbation theory and obtain confirmation of perturbative re-
sults. Moreover, some important physical questions are often intrinsically non-
perturbative. Let us mention, for illustration, the problem of fermion-pair con-
densation. A number of similar schemes were proposed, all of mean-field theory
nature, variational methods, self-consistent approximations, all reducing the in-
teracting theory to a free fermion theory with self-consistently determined pa-
rameters. For example, the quartic fermion self-interaction (ψ̄ψ)2 would be re-
placed by a term proportional to 〈ψ̄ψ〉ψ̄ψ, where 〈ψ̄ψ〉 is the free field average.
However, all these methods have several drawbacks: it is unclear how to im-
prove the results systematically, the domain of validity of the approximations
are often unknown, in fact there is no obvious small parameter. To return to the
fermion example, one realizes that the approximation would be justified if for
some reasons the fluctuations of the composite field ψ̄ψ were much smaller than
the fluctuations of the fermion field itself.

Large N techniques solve this problem in the spirit of the central limit theorem
of the theory of probabilities. If the field has N components, in the large N limit
scalar (in the group sense) composite fields are sums of many terms and there-
fore may have small fluctuations (at least if the different terms are sufficiently
uncorrelated). Therefore, if we are able to construct an effective field theory for
the scalars, integrating out the original degrees of freedom, we can solve the field
theory not only in the large N limit, but also in a systematic 1/N expansion. On
the technical level, one notes that in vector representations the number of inde-
pendent scalars is finite and independent of N , unlike what happens for matrix
representations. This explains why vector models have been solved much more
generally than matrix models.

In this review we describe a few applications of large N techniques to quantum
field theories (QFT) with O(N) or U(N) symmetries, where the fields are in the
vector representation [1]. A summary of results are presented here in the study
of the phase structure of quantum field theories. It is demonstrated that large N
results nicely complement results obtained from more conventional perturbative
renormalization group (RG) [2]. Indeed, the shortcoming of the latter method
is that it mainly applies to gaussian or near gaussian fixed points. This re-
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stricts space dimension to dimensions in which the corresponding effective QFT
is renormalizable, or after dimensional continuation, to the neighbourhood of
such dimensions. In some cases, large N techniques allow a study in generic di-
mensions. In this review we will, in particular, stress two points: first, it is always
necessary to check that the 1/N expansion is both IR finite and renormalizable.
This is essential for the stability of the large N results and the existence of a 1/N
expansion. Second, the large N expansion is just a technique, with its own (often
unknown) limitations and it should not be discussed in isolation. Instead, as we
shall do in the following examples, it should be combined, when possible, with
other perturbative techniques and the reliability of the 1/N expansion should be
inferred from the general consistency of all results.

Second-order phase transitions in classical statistical physics provide a first
illustration of the usefulness of the large N expansion. Due to the divergence
of the correlation length at the critical temperature, one finds that near Tc,
system share universal properties which can be described by effective continuum
quantum field theories. The N -vector model that we discuss in Sections 2
and 3 is the simplest example but it has many applications since it allows to
describe the critical properties of systems like vapour–liquid, binary mixtures,
superfluid Helium or ferromagnetic transitions as well as the statistical properties
of polymers. Before showing what kind of information can be provided by large
N techniques, we will first shortly recall what can be learned from perturbative
RG methods. Long distance properties can be described by a (φ2)2 field theory
in which analytic calculations can be performed only in an ε = 4 − d expansion.
From lattice model considerations, one expects that the same properties can also
be derived from a different QFT, the O(N) non-linear σ model, which, however,
can be solved only as an ε = d − 2 expansion. It is somewhat surprising that
the same statistical model can be described by two different theories. Since the
results derived in this way are valid a priori only for ε small, there is no overlap
to test the consistency. The large N expansion enables one to discuss generic
dimensions and thus to understand the relation between both field theories.

Similar large N techniques can also be applied to other non-linear models and
we briefly examine the example of the CP (N − 1) model.

Four-fermi interactions have been proposed to generate a composite Higgs
particle in four dimensions, as an alternative to a Yukawa-type theory, as one
finds in the Standard Model. Again, in the specific example of the Gross–Neveu
model, in Section 4 we will use large N techniques to clarify the relations
between these two approaches. We will finally briefly investigate other models
with chiral properties, like massless QED or the Thirring model.

Preceding the discussion of supersymmetric models, we study in Section 5
critical dynamics of purely dissipative systems, which are known to provide a
simple field theory extension of supersymmetric quantum mechanics. We then
study in Section 6 two SUSY models in two and three dimensions: the super-
symmetric φ4 field theory, which is shown to have a peculiar phase structure in
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the large N limit, and a supersymmetric non-linear σ model.
Other applications of the large N expansion include finite size effects (Sec-

tion 3.4) and finite temperature field theory to which we devote Section 7 for
non-supersymmetric theories and Section 8 for the supersymmetric theories of
Section 6. In these situations a dimensional crossover occurs between the large
size or zero temperature situation, where the infinite volume theory is relevant,
to a dimensionally reduced theory in the small volume or high temperature limit.
Both effective field theories being renormalizable in different dimensions, pertur-
bative RG cannot describe correctly both situations. Again, large N techniques
help understanding the crossover. We often compare in this review the large N
results with those obtained by variational methods, since it is often possible to
set up variational calculations which parallel the large N limit calculations.

The effect of weak interactions on Bose gases at the Bose–Einstein conden-
sation temperature are analyzed in Section 9 where large N techniques are
employed for the non-perturbative calculations of physical quantities.

We then return in Section 10 to general scalar boson field theories, and ex-
amine multi-critical points (where the large N technique will show some obvious
limitations), and the double scaling limit, a toy model for discussing problems
encountered in matrix models of 2D quantum gravity.

In this review, we also discuss the breaking of scale invariance. In most quan-
tum field theories spontaneous and explicit breaking of scale invariance occur
simultaneously and thus the breaking of scale symmetry is not normally accom-
panied by the appearance of a massless Nambu–Goldstone boson. Spontaneous
breaking of scale invariance, unaccompanied by explicit breaking, associated with
a non-zero fixed point and the creation of a massless bound state is demonstrated
in Section A1. In some cases the dynamics by which scale invariance is broken
in a theory which has no trace anomalies in perturbation theory is directly re-
lated to the breaking of internal symmetry. This appears in the phase structure
of O(N) × O(N) symmetric models for N large, where the breaking of scale
invariance is directly related to the breaking of the internal symmetry. The
spontaneous breaking of scale invariance in a supersymmetric, O(N) symmetric
vector model in three dimensions was also studied in Section 6, were one finds
the creation of a massless fermionic bound state as the supersymmetric partner
of the massless boson in the supersymmetric ground state.



8

2 Scalar field theory for N large: general formalism and applications

In this section we present a general formalism that allows studying O(N) sym-
metric scalar field theories in the large N limit and, more generally, order by
order in a large N -expansion.

Of particular interest is the (φ2)2 statistical field theory that describes the
universal properties of a number of phase transitions. The study of phase tran-
sitions and critical phenomena in statistical physics has actually been one of the
early applications of large N techniques. It was realized that an N -component
spin-model (the spherical model) could be solved exactly in the large N limit
[3,4], and the solutions revealed scaling laws and non-trivial (i.e. non-gaussian or
mean-field like) critical behaviour . Later, following Wilson (and Wilson–Fisher)
[5–7] it was discovered that universal properties of critical systems could be de-
rived from the (φ2)2 field theory within the framework of the formal ε = 4 − d
expansion, by a combination of perturbation theory and renormalization group
(RG). The peculiarity of this scheme, whose reliability in the physical dimension
d = 3, and thus ε = 1, could only be guessed, demanded some independent con-
firmation. This was provided in particular by developing a scheme to solve the
N -component (φ2)2 field theory in the form of an 1/N expansion, whose leading
order yields the results of the spherical spin-model [8–18].

Here, we first solve more general O(N) symmetric field theories in the large N
limit, reducing the problem to a steepest descent calculation [19,20]. The (φ2)2

field theory is then discussed more thoroughly from the point of view of phase
transitions and critical phenomena. We also stress the relation between the large
N limit and variational principles [21]. Moreover, some other issues relevant to
particle physics like triviality, renormalons or Higgs mass are examined in the
large N limit.

A remarkable implication of the large N analysis is that two different field
theories, the (φ2)2 theory and the non-linear σ model, describe the same critical
phenomena, a results that holds to all orders in the 1/N expansion [22–24]. This
result has several generalizations, leading for instance to a relation between the
CP (N − 1) [25–29] and the abelian Higgs models.

Finally, large N techniques are well adapted to the analysis of finite size ef-
fects in critical systems [30], a question we investigate in the more convenient
formalism of the non-linear σ model in section 3.4.

2.1 Scalar field theory: the large N formalism

We consider an O(N) symmetric euclidean action (or classical hamiltonian) for
an N -component scalar field φ:

S(φ) =

∫ [
1
2 [∂µφ(x)]

2
+NU

(
φ2(x)/N

)]
ddx , (2.1)
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where U(ρ) is a general polynomial, and the explicit N dependence has been
chosen to lead to a large N limit. The corresponding partition function is given
by a functional integral:

Z =

∫
[dφ(x)] exp [−S(φ)] . (2.2)

To render the perturbative expansion finite, a cut-off Λ consistent with the sym-
metry is implied.

The solution of the model in the large N limit is based on an idea of mean
field type: it can be expected that, for N large, O(N) invariant quantities like

φ2(x) =
N∑

i=1

φ2
i (x)

self-average and therefore have small fluctuations (as for the central limit theo-
rem this relies on the assumption that the components φi are somehow weakly
correlated). Thus, for example,

〈
φ2(x)φ2(y)

〉
∼

N→∞

〈
φ2(x)

〉 〈
φ2(y)

〉
.

This observation suggests to take φ2(x) as a dynamical variable, rather than φ(x)
itself. For this purpose, we introduce two additional fields λ and ρ and impose
the constraint ρ(x) = φ2(x)/N by an integral over λ. For each point of space x,
we use the identity

1 = N

∫
dρ δ(φ2 −Nρ) =

N

4iπ

∫
dρdλ eλ(φ2−Nρ)/2, (2.3)

where the λ integration contour runs parallel to the imaginary axis. The insertion
of the identity into the integral (2.2) yields a new representation of the partition
function:

Z =

∫
[dφ][dρ][dλ] exp [−S(φ, ρ, λ)] (2.4)

with

S(φ, ρ, λ) =

∫ [
1
2 [∂µφ(x)]

2
+NU

(
ρ(x)

)
+ 1

2λ(x)
(
φ2(x) −Nρ(x)

)]
ddx . (2.5)

The functional integral (2.4) is then gaussian in φ, the integral over the field φ
can be performed and the dependence on N of the partition function becomes
explicit. Actually, it is convenient to separate the components of φ into one
component σ, and N − 1 components π, and integrate over π only (for T < Tc it
may even be convenient to integrate over only N−2 components). This does not



10

affect the large N limit but only the 1/N corrections. To generate σ-correlation
functions, we add also a source H(x) (a space-dependent magnetic field in the
ferromagnetic language) to the action. The partition function then becomes

Z(H) =

∫
[dσ][dρ][dλ] exp

[
−SN (σ, ρ, λ) +

∫
ddxH(x)σ(x)

]
(2.6)

with

SN (σ, ρ, λ) =

∫ [
1
2 (∂µσ)

2
+NU(ρ) + 1

2λ(x)(σ2(x) −Nρ(x))
]
ddx

+ 1
2 (N − 1) tr ln

[
−∇2 + λ

]
. (2.7)

φ2-field correlation functions. In this formalism it is natural to consider also
correlation functions involving the ρ-field which by construction is proportional
to the φ2 composite field. In the framework of phase transitions, near the critical
temperature, the φ2 field plays the role of the energy operator.

Remark. One can wonder how much one can still generalize this formalism
(with only one vector field). Actually, one can solve also the most general O(N)
symmetric field theory with two derivatives. Indeed, this involves adding the two
terms

Z(φ2/N)(∂µφ)2, V (φ2/N)(∂µφ · φ)2/N,

where Z and V are two arbitrary functions. These terms can be rewritten

Z(ρ)(∂µφ)2, NV (ρ)(∂µρ)
2,

in such a way that the φ integral remains gaussian and can be performed. This
reduces again the study of the large N limit to the steepest descent method.

2.2 Large N limit: saddle points and phase transitions

We now study the large N limit, the function U(ρ) being considered as N
independent. If we take σ = O(N1/2), ρ = O(1), λ = O(1) all terms in SN are of
order N and the functional integral can be calculated for N large by the steepest
descent method [19].

Saddle points. We look for a uniform saddle point (σ(x), ρ(x), λ(x) are space-
independent because we look for the ground state, thus excluding instantons or
solitons)

σ(x) = σ , ρ(x) = ρ and λ(x) = m2 (2.8)

because the λ saddle point value must be positive.
The action density E in zero field H then becomes

E = NU(ρ) + 1
2
m2(σ2 −Nρ) +

N

2

∫
ddk

(2π)d
ln[(k2 +m2)/k2]. (2.9)
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Differentiating then E with respect to σ, ρ and m2, we obtain the saddle point
equations

m2σ = 0 , (2.10a)
1
2m

2 = U ′(ρ), (2.10b)

σ2/N − ρ+
1

(2π)d

∫ Λ ddk

k2 +m2
= 0 . (2.10c)

Regularization and large cut-off expansion. In the last equation we have now
introduced a cut-off Λ explicitly. This means, more precisely, that we have
replaced the propagator by some regularized form

1

k2 +m2
7→ ∆̃Λ(k) =

1

k2D(k2/Λ2) +m2
with D(z) = 1 +O(z), (2.11)

where the function D(z) is a function strictly positive for z > 0, analytic in the
neighbourhood of the real positive semi-axis, and increasing faster than z(d−2)/2

for z → +∞.
We set

1

(2π)d

∫ Λ ddk

k2 +m2
≡ 1

(2π)d

∫
ddk ∆̃Λ(k) ≡ Ωd(m) ≡ Λd−2ωd(m/Λ). (2.12)

Below we need the first terms of the expansion of Ωd(m) for m2 → 0. One
finds for z → 0 and d > 2 an expansion which we parametrize as (for details see
appendix A2.1)

ωd(z) = ωd(0) −K(d)zd−2 + a(d)z2 +O
(
z4, zd

)
. (2.13)

The constant K(d) is universal, that is independent of the cut-off procedure:

K(d) = − 1

(4π)d/2
Γ(1 − d/2) = − π

2 sin(πd/2)
Nd , (2.14a)

Nd =
2

(4π)d/2Γ(d/2)
, (2.14b)

where we have introduced for later purpose the usual loop factor Nd.
The constant a(d), in contrast, depends explicitly on the regularization, that

is on the way large momenta are cut,

a(d) = Nd ×





∫ ∞

0

kd−5dk

(
1 − 1

D2(k2)

)
for d < 4,

−
∫ ∞

0

kd−5dk

D2(k2)
for d > 4,

(2.15)



12

but for ε = 4 − d→ 0 satisfies

a(d) ∼
ε=4−d→0

1/(8π2ε). (2.16)

Integrating Ωd(m) over m2, we then obtain a finite expression for the regularized
integral arising from the φ integration and given in (2.9):

1

(2π)d

∫ Λ

ddk ln[(k2 +m2)/k2] =

∫ m

0

2sdsΩd(s). (2.17)

¿From the expansion (2.13), we infer

∫ m

0

2sdsΩd(s) = −2
K(d)

d
md + Ωd(0)m2 +

a(d)

2
m4Λd−4

+O(m6Λd−6, md+2Λ−2). (2.18)

Finally, for d = 4 these expressions have to be modified because a logarithmic
contribution appears:

ωd(z) − ωd(0) ∼ 1

8π2
z2 ln z . (2.19)

Phase transitions. Eq. (2.10a) implies either σ = 0 or m = 0. We see from
the tr ln term in expression (2.7) that m, at this order, is also the mass of the
π field. When σ 6= 0, the O(N) symmetry is spontaneously broken, m vanishes
and the massless π-field corresponds to the expected N −1 Goldstone modes. If,
instead, σ = 0 the O(N) symmetry is unbroken and the N φ-field components
have the same mass m.

We then note from Eq. (2.10c) that the solution m = 0 can exist only for
d > 2, because at d = 2 the integral is IR divergent. This result is consistent
with the Mermin–Wagner–Coleman theorem: in a system with only short range
forces a continuous symmetry cannot be broken for d ≤ 2, in the sense that
the expectation value σ of the order parameter must necessarily vanish. The
potential Goldstone modes are responsible for this property: being massless, as
we expect from general arguments and verify here, they induce an IR instability
for d ≤ 2. Therefore, we discuss below only the dimensions d > 2; the dimension
d = 2 will be examined separately in the more appropriate formalism of the
non-linear σ model in section 3.1.

Moreover, we assume now that the polynomial U(ρ) has for ρ ≥ 0 a unique
minimum at a strictly positive value of ρ where U ′′(ρ) does not vanish, otherwise
the critical point would turn out to be a multicritical point, a situation that will
be studied in section 10.
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(i) Broken phase. When m = 0, the saddle point Eqs. (2.10) reduce to

U ′(ρ) = 0 , σ2/N − ρ+
1

(2π)d

∫ Λ ddk

k2
= 0 .

The first equation implies that ρ is given by the minimum of U and the second
equation then determines the field expectation value. Clearly a solution can be
found only if

ρ > ρc =
1

(2π)d

∫ Λ ddk

k2
= Ωd(0), (2.20)

where the definition (2.12) has been used, and then

σ =
√
N(ρ− ρc). (2.21)

(ii) The symmetric phase. When σ = 0, the saddle point equations (2.10) can
be written as

ρ− ρc = Ωd(m) − Ωd(0), m2 = 2U ′(ρ) . (2.22)

The first equation (2.22) implies ρ ≤ ρc. At the value ρ = ρc a transition takes
place between an ordered phase ρ > ρc and a symmetric phase ρ ≤ ρc. The
condition

U ′(ρc) = 0 (2.23)

determines critical potentials.
In expression (2.7) we see that the σ-propagator then becomes [13]

∆σ ∼
|p|,m≪Λ

1

p2 +m2
. (2.24)

Therefore, m is at this order the physical mass or the inverse of the correlation
length ξ of the field σ (and thus of all components of the φ-field).

The condition m ≪ Λ, or equivalently ξ ≫ 1/Λ defines the critical domain.
The first equation (2.22) then implies that ρ− ρc is small in the critical domain.
From the second equation (2.22) follows that U ′(ρ) is small and thus ρ is close
to the minimum of U(ρ). We can then expand U(ρ) around ρc:

U(ρ) = U ′(ρc)(ρ− ρc) + 1
2U

′′
c (ρ− ρc)

2 +O
(
(ρ− ρc)

3
)
, (2.25)

and it is convenient to set

U ′(ρc) = 1
2
τ , |τ | ≪ Λ2 .

With this parametrization

m2 = 2U ′′
c (ρ− ρc) + τ +O

(
(ρ− ρc)

2
)
.



14

With our assumptions U ′′
c is strictly positive (the sign ensures that the extremum

is a minimum). Then τ is positive in the symmetric phase, while τ < 0 corre-
sponds to the broken phase.

At this point we realize that, in the case of a generic critical point, U(ρ) can
be approximated by a quadratic polynomial. The problem then reduces to a
discussion of the (φ2)2 field theory that indeed, in the framework of the ε = 4−d
expansion, describes critical phenomena. Therefore, we postpone a more detailed
analysis of the solutions of the saddle point equations and first summarize a few
properties of the φ4 field theory from the point of view of perturbative RG.

2.3 (φ2)2 field theory, renormalization group, universality and large N limit

¿From now on, the discussion in this section will be specific to the (φ2)2 field
theory. In terms of the initial N -component scalar field φ, we write the action
as

S(φ) =

∫ {
1

2
[∂µφ(x)]

2
+

1

2
rφ2(x) +

1

4!

u

N

[
φ2(x)

]2
}

ddx . (2.26)

¿From the point of view of classical statistical physics, this model has the in-
terpretation of an effective field theory that encodes large distance properties of
various statistical models near a second order phase transition. In this framework
r is a regular function of the temperature T near the critical temperature Tc. To
the critical temperature corresponds a value rc of the parameter r at which the
correlation length ξ (the inverse of the physical mass in field theory language)
diverges. For r close to its critical value rc, ξ(r)Λ ≫ 1 and a continuum limit
can be defined.

We denote by Γ(ℓ,n) the vertex or 1PI functions of ℓ φ2 and n φ fields (the
coefficients of the expansion of the thermodynamic potential) in Fourier repre-
sentation. We set

r = rc + τ (2.27)

and τ thus characterizes the deviation from the critical value rc. In the symmetric
phase (τ ≥ 0) in zero field, the φ and φ2 correlation functions then satisfy,
as functions of Λ, the dimensionless coupling constant g = uΛ4−d/N and the
deviation τ ≪ Λ2, RG equations:

[
Λ
∂

∂Λ
+ β(g)

∂

∂g
− n

2
η(g) −

(
τ
∂

∂τ
+ ℓ

)
η2(g)

]
Γ(ℓ,n) = δn0δℓ2Λ

d−4B(g),

(2.28)
where β(g) is associated with the flow of the coupling constant g, η(g) and η2(g)
to the anomalous dimensions of the fields φ and φ2, and B(g) is associated to
the additive renormalization of the φ2 two-point function.

The RG β-function in dimension d = 4 − ε,

β(g, ε) = −εg +
N + 8

48π2
g2 +O(g3),
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has for d < 4 a non-trivial zero

g∗ =
48π2ε

N + 8
+O(ε2),

which IR attractive since

β′(g∗) ≡ ω = ε+O(ε2) > 0 . (2.29)

This property is the starting point of the determination of the universal critical
properties of the model within the framework of the so-called ε-expansion.

We explain here, instead, how the model can be solved in the large N limit. In
this way we will be able to verify at fixed dimension, in some limit, many results
obtained by perturbative methods.

Large N limit. To the action (2.26) corresponds the function

U(ρ) =
1

2
rρ+

u

4!
ρ2. (2.30)

The large N limit is taken at U(ρ) fixed and this implies with our conventions
that u, the coefficient of φ4/N , is fixed.

The integral over ρ in (2.6) is then gaussian. The integration results in simply
replacing ρ(x) by the solution of

1
6uρ(x) + r = λ(x). (2.31)

and one obtains the action

SN (σ, λ) =
1

2

∫
ddx

[
(∂µσ)

2
+ λσ2 − 3N

u
λ2 +

6Nr

u
λ

]

+
(N − 1)

2
tr ln

[
−∇2 + λ(•)

]
. (2.32)

Note, however, that the field ρ has a more direct physical interpretation than
the field λ(x).

Diagrammatic interpretation. In the (φ2)2 field theory, the leading perturba-
tive contributions in the large N limit come from chains of “bubble” diagrams of
the form displayed in figure 1. These diagrams asymptotically form a geometric
series, which the algebraic techniques explained in this section allow to sum.

Fig. 1 The dominant diagrams in the large N limit.
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The low temperature phase. We first assume that σ, the expectation value of
the field, does not vanish, and thus the O(N) symmetry is spontaneously broken.
The constant ρ is then given by Eq. (2.10b) which reduces to U ′(ρ) = 0. The
solution must satisfy ρ > ρc and Eq. (2.21) then yields σ =

√
N(ρ− ρc) (we

recall ρc = Ωd(0), Eq. (2.20)).
The condition (2.23) determines the critical potential U :

U ′(ρc) = 0 ⇒ r = rc = −uρc/6 .

The expectation value of the field vanishes for r = rc, which thus corresponds to
the critical temperature Tc. Then (r − rc = τ),

U ′(ρ) = 0 ⇒ ρ− ρc = −(6/u)τ . (2.33)

The O(N) symmetry is broken for τ < 0, that is at low temperature, and we can
rewrite Eq. (2.21) as

σ2 = −(6/u)τ ∝ (−τ)2β with β = 1
2 . (2.34)

We find that, for N large, the exponent β remains mean-field like or quasi-
gaussian in all dimensions.

The high temperature phase. For τ > 0, that is above Tc, σ vanishes. Using
Eqs. (2.20,2.27) in Eqs. (2.10b) and (2.10c), we then find

m2 = (u/6)(ρ− ρc) + τ , (2.35a)

ρ− ρc = Ωd(m) − Ωd(0). (2.35b)

(i) For d > 4, the expansion (2.13) implies that the leading contribution to
ρ − ρc is proportional to m2, as the l.h.s. of Eq. (2.35a), and thus, at leading
order,

m2 = ξ−2 ∼ τ2ν with ν = 1
2 , (2.36)

which is the mean-field or gaussian result for the correlation exponent ν.
(ii) For 2 < d < 4, the leading term is now of order md−2:

ρ− ρc ∼ −K(d)md−2.

In Eq. (2.35a) the leading m-dependent contribution for m→ 0 now comes from
ρ− ρc. Keeping only the leading term in (2.13), we obtain (ε = 4 − d)

m = ξ−1 ∼ τ1/(2−ε), (2.37)

which shows that the exponent ν is no longer gaussian (or mean-field like):

ν =
1

2 − ε
=

1

d− 2
· (2.38)
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(iii) For d = 4, the leading m-dependent contribution in Eq. (2.35a) still comes
from ρ− ρc:

m2 ∼ 48π2

u

τ

ln(Λ/m)
. (2.39)

The correlation length has no longer a power law behaviour but, instead, the
behaviour of the gaussian model modified by a logarithm. This is typical of a
situation where the gaussian fixed point is stable, in the presence of a marginal
operator.

(iv) Examining Eq. (2.10c) for σ = 0 and d = 2, we find that the correlation
length becomes large only for r → −∞. This peculiar situation will be discussed
in the framework of the non-linear σ-model.

Critical limit τ = 0. At τ = 0, m vanishes and from the form (2.24) of the
σ-propagator, we find that the critical exponent η remains gaussian for all d:

η = 0 ⇒ dφ = 1
2
(d− 2) . (2.40)

We verify that for d ≤ 4, the exponents β, ν, η satisfy the scaling relation proven
within the framework of the ε-expansion:

β = νdφ = 1
2ν(d− 2 + η).

Singular free energy and scaling equation of state. In a constant magnetic field
H in the σ direction, the free energy density W (H) (defined here as the opposite
of the action density E when the saddle point equations are used) is given by [16]

W (H) = lnZ/Ω = −E

= N

[
3

2u
m4 − 3r

u
m2 − 1

2
m2σ2/N +Hσ/N −

∫ m

0

sdsΩd(s)

]
,

where Ω is the d dimensional space volume and ρ has been eliminated using
Eq. (2.10c). The saddle point values m2, σ are given by Eq. (2.10b) and the
modified saddle point Eq. (2.10a):

m2σ = H . (2.41)

The magnetization M , expectation value of φ, is

M =
∂W

∂H
= σ , (2.42)

because partial derivatives ofW with respect tom2 and σ vanish as a consequence
of the saddle point equations. The thermodynamic potential density G(M),
Legendre transform of W (H), follows:

G(M) = HM −W (H) (2.43)

= N

[
− 3

2u
m4 +

3r

u
m2 +

1

2
m2M2/N +

∫ m

0

sdsΩd(s)

]
.
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As a property of the Legendre transformation, the saddle point equation form2 is
now obtained by expressing that the derivative of G with respect to m2 vanishes.

The expansion for large Λ of the tr ln has been given in Eq. (2.18). Introducing
rc, one obtains

G(M)/N =
3

2

(
1

u∗
− 1

u

)
m4 +

3(r − rc)

u
m2 +

1

2
m2M2/N − K(d)

d
md, (2.44)

where we have defined

u∗ =
6

a(d)
Λε. (2.45)

Note that for d < 4 the term proportional to m4 is negligible for m small with
respect to the singular term md. Thus, at leading order in the critical domain,

G(M)/N =
3

u
τm2 +

1

2
m2M2/N − K(d)

d
md, (2.46)

where τ has been defined in (2.27).
Expressing that the derivative with respect to m2 vanishes,

(6/u)τ +M2/N −K(d)md−2 = 0 ,

we obtain

m =

[
1

K(d)

(
(6/u)τ +M2/N

)]1/(d−2)

.

It follows that the leading
contribution to the thermodynamic potential, in the critical domain, is given

by

G(M)/N ∼ (d− 2)

2d

1
(
K(d)

)2/(d−2)

[
(6/u)τ +M2/N

]d/(d−2)
. (2.47)

¿From G(M) can be derived various other quantities like the equation of state,
which is obtained by differentiating with respect to M . It can be cast into the
scaling form

H =
∂G
∂M

= h0M
δf
(
a0τ/M

2
)
, (2.48)

where h0 and a0 are normalization constants. The exponent δ is given by

δ =
d+ 2

d− 2
, (2.49)

in agreement with the general scaling relation δ = d/dφ − 1, and the function
f(x) by

f(x) = (1 + x)2/(d−2). (2.50)
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The asymptotic form of f(x) for x large implies γ = 2/(d−2) again in agreement
with the scaling relation γ = ν(2 − η). Taking into account the values of the
critical exponents γ and β, it is then easy to verify that the function f satisfies
all required properties like for example Griffith’s analyticity. In particular, the
equation of state can be cast into the parametric form [34]

M = (a0)
1/2R1/2θ ,

τ = 3R
(
1 − θ2

)
,

H = h0R
δ/2θ

(
3 − 2θ2

)2/(d−2)
.

Leading corrections to scaling. The m4 term yields the leading corrections to
scaling. It is subleading by a power of τ :

m4/md = O(τ (4−d)/(d−2)).

The exponent governing the leading corrections to scaling in the temperature
variable is ων (ω is defined in Eq. (2.29)) and thus [17]

ων = (4 − d)/(d− 2) ⇒ ω = 4 − d . (2.51)

Note that for the special value u = u∗ this correction vanishes.

Specific heat exponent. Amplitude ratios. Differentiating twice G(M) with
respect to τ , we obtain the specific heat at fixed magnetization

CH ∝
[
(6/u)τ +M2/N

](4−d)/(d−2)
. (2.52)

For M = 0, we identify the specific exponent

α =
4 − d

d− 2
, (2.53)

which indeed is equal to 2 − dν, as predicted by scaling relations. Among the
universal ratios of amplitudes, one can calculate for example R+

ξ and Rc (for
definitions, see chapter 29 of ref. [2])

(R+
ξ )d =

4N

(d− 2)3
Γ(3 − d/2)

(4π)d/2
, Rc =

4 − d

(d− 2)2
. (2.54)

q

p− q

Fig. 2 The “bubble” diagram BΛ(p, m).
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The λ and φ2 two-point functions. In the high temperature phase, differen-
tiating twice the action (2.7) with respect to λ(x), ρ(x) and replacing the field
λ(x) by its expectation value m2, we find the λ-propagator

∆λ(p) = − 2

N

[
6

u
+BΛ(p,m)

]−1

, (2.55)

where BΛ(p,m) is the bubble diagram of figure 2:

BΛ(p,m) =
1

(2π)d

∫ Λ ddq

(q2 +m2)
[
(p− q)

2
+m2

] , (2.56)

and the cut-off symbol Λ means calculated with a regularized propagator as in
(2.11).

The λ-propagator is negative because the λ-field is imaginary. Using the re-
lation (2.31), we obtain the ρ two-point function (in the Fourier representation
the constant shift only produces a δ-function at p = 0) and thus as noted in 2.3,
the φ2 two-point function

〈
φ2φ2

〉
= N2 〈ρρ〉 = − 12N/u

1 + (u/6)BΛ(p,m)
. (2.57)

At zero momentum we recover the specific heat. The small m expansion of
BΛ(0, m) can be derived from the expansion (2.13). One finds

BΛ(0, m) =
1

(2π)d

∫ Λ ddq

(q2 +m2)
2

= − ∂

∂m2
Ωd(m) =

m≪Λ
(d/2 − 1)K(d)m−ε − a(d)Λ−ε + · · · (2.58)

The singular part of the specific heat thus vanishes as mε, in agreement with
Eq. (2.52) for M = 0.

In the critical theory (m = 0 at this order) for 2 ≤ d < 4, the denominator is
also dominated at low momentum by the integral

BΛ(p, 0) =
1

(2π)
d

∫ Λ ddq

q2(p− q)2
=

2<d<4
b(d)p−ε−a(d)Λ−ε+O

(
Λd−6p2

)
, (2.59)

where

b(d) = − π

sin(πd/2)

Γ2(d/2)

Γ(d− 1)
Nd , (2.60)

and thus

∆λ(p) ∼
p→0

− 2

Nb(d)
pε. (2.61)
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We again verify consistency with scaling relations. In particular, we note that in
the large N limit the dimension of the field λ is

[λ] = [ρ] = [φ2] = d− 1/ν = 1
2(d+ ε) = 2 , (2.62)

a result important for the 1/N perturbation theory.

Remarks.
(i) For d = 4, the integral has a logarithmic behaviour:

BΛ(p, 0) ∼
p≪Λ

1

8π2
ln(Λ/p) + const. , (2.63)

and still gives the leading contribution to the inverse propagator ∆λ ∝ 1/ ln(Λ/p).
(ii) Note, therefore, that for d ≤ 4 the contributions generated by the term

proportional to λ2(x) in (2.7) are always negligible in the critical domain.

The 〈σσ〉 two-point function at low temperature. In the phase of broken sym-
metry the action, after translation of expectation values, includes a term pro-
portional to σλ and thus the propagators of the fields σ and λ are elements of a
2 × 2 matrix M:

M−1(p) =

(
p2 σ
σ −3N/u− 1

2NBΛ(p, 0)

)
, (2.64)

where σ = 〈σ(x)〉 and BΛ is given by Eq. (2.59). For d < 4 at leading order for
|p| ≪ Λ, the determinant is given by

1/ detM(p) ∼ −N
[
b(d)pd−2 + 6τ/u

]
,

where the relation (2.34) has been used. For |r−rc| ≪ Λ2, this expression defines
a crossover mass scale

mcr = (−τ/u)1/(d−2) ∝ Λ
(
(rc − r)/Λ2

)1/(d−2)
= Λ

(
(rc − r)/Λ2

)ν
, (2.65)

at which a crossover between Goldstone behaviour (N−1 massless free particles)
and critical behaviour (N massless interacting particles) occurs.

At d = 4, the form (2.63) becomes relevant and

m2
cr ∝

rc − r

ln[Λ2/(rc − r)]
. (2.66)

Finally, for d > 4, BΛ(p, 0) has a limit for p = 0 and therefore

mcr ∝
√
rc − r . (2.67)

In all dimensions mcr scales near rc as the physical mass above rc.
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2.4 RG functions and leading corrections to scaling

The RG functions. For a more detailed verification of the consistency between
the largeN results and RG predictions, we now calculate RG functions at leading
order for N → ∞. We set (Eq. (2.45))

u = NgΛε, g∗ = u∗Λ−ε/N = 6/(Na) , (2.68)

where the constant a(d) has been defined in (2.13) and behaves for ε = 4−d→ 0
like a(d) ∼ 1/(8π2ε) (Eq. (2.16)).

One then verifies that m solution of Eqs. (2.35) satisfies asymptotically for Λ
large an equation that expresses that it is RG invariant:

(
Λ
∂

∂Λ
+ β(g)

∂

∂g
− η2(g)τ

∂

∂τ

)
m(τ, g,Λ) = 0 , (2.69)

where in the r.h.s. contributions of order 1/Λ2 have been neglected. The RG
functions β(g) and η2(g) are then given by

β(g) = −εg(1 − g/g∗), (2.70)

ν−1(g) = 2 + η2(g) = 2 − εg/g∗. (2.71)

When a(d) is positive (but this not true for all regularizations, see the discussion
below), one finds an IR fixed point g∗, as well as exponents ω = ε, and ν−1 =
d− 2, in agreement with Eqs. (2.51,2.38). In the framework of the ε-expansion,
ω is associated with the leading corrections to scaling. In the large N limit ω
remains smaller than 2 for ε < 2, and this extends the property established near
d = 4 to all dimensions 2 ≤ d ≤ 4.

Finally, applying the RG equations to the propagator (2.24), one finds

η(g) = 0 , (2.72)

a result consistent with the value (2.40) found for η = η(g∗).

Leading corrections to scaling. From the general RG analysis, we expect the
leading corrections to scaling to vanish for u = u∗. This property has already
been verified for the free energy. Let us now consider the correlation length or
mass m given by Eq. (2.35). If we keep the leading correction to the integral for
m small (Eq. (2.13)), we find

1 − u

u∗
+ (u/6)K(d)m−ε +O

(
m2−εΛ−2

)
=

τ

m2
, (2.73)

where Eq. (2.68) has been used. We see that the leading correction again vanishes
for u = u∗. Actually, all correction terms suppressed by powers of order ε for
d → 4 vanish simultaneously as expected from the RG analysis of the φ4 field
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theory. Moreover, one verifies that the leading correction is proportional to
(u−u∗)τ ε/(2−ε), which leads to ων = ε/(2−ε), in agreement with Eqs. (2.51,2.38).

In the same way, if we keep the leading correction to the λ-propagator in the
critical theory (equation (2.59)), we find

∆λ(p) = − 2

N

[
6

u
− 6

u∗
+ b(d)p−ε

]−1

, (2.74)

where terms of order Λ−2 and 1/N have been neglected. The leading corrections
to scaling again cancel for u = u∗ exactly, as expected.

Discussion.

(i) One can show that a perturbation due to irrelevant operators is equivalent,
at leading order in the critical region, to a modification of the (φ2)2 coupling.
This can be explicitly verified here. The amplitude of the leading correction to
scaling has been found to be proportional to 6/u − a(d)Λ−ε, where the value
of a(d) depends on the cut-off procedure and thus on contributions of irrelevant
operators. Let us call u′ the (φ2)2 coupling constant in another scheme where
a is replaced by a′. Identifying the leading correction to scaling, we find the
relation

6Λε

u
− a(d) =

6Λε

u′
− a′(d),

a homographic relation that is consistent with the special form (2.70) of the
β-function.

(ii) The sign of a(d). It is generally assumed that a(d) is positive for 2 < d < 4.
This is indeed what one finds in the simplest regularization schemes, for example
when the function D(k2) in (2.11) is an increasing function of k2. Moreover, a(d)
is always positive near four dimensions where it diverges like

a(d) ∼
d→4

1

8π2ε
.

Then, for 2 < d < 4 there exists an IR fixed point, corresponding to a non-trivial
zero u∗ of the β-function. For the value u = u∗ the leading corrections to scaling
vanish.

However, for d < 4 fixed that positivity of a(d) is not assured. For example,
in the case of simple lattice regularizations it has been shown that in d = 3 the
sign is arbitrary.

When a(d) is negative, the RG method for large N (at least in the perturbative
framework) is confronted with a serious difficulty. Indeed, the coupling flows in
the IR limit to large values where the large N expansion is no longer reliable. It
is not known whether this signals a real pathology of the model in the RG sense,
or is just an artifact of the large N limit.
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Another way of viewing the problem is to examine directly the relation between
bare and renormalized coupling constant. Calling grm

4−d the renormalized four-
point function at zero momentum, we find

m4−dgr =
Λ4−dg

1 + Λ4−dgNBΛ(0, m)/6
. (2.75)

In the limit m≪ Λ, the relation can be written as

1

gr
=

1

g∗r
+
(m

Λ

)4−d(1

g
− Na(d)

6

)
,

1

g∗r
=

(d− 2)NK(d)

12
. (2.76)

We see that when a(d) < 0, the limiting value gr = g∗r for m/Λ = 0 cannot be
reached by varying g when m/Λ is small but finite (since g > 0). In the same
way, leading corrections to scaling can no longer be cancelled.

2.5 Small coupling constant and large momentum expansions for d < 4

Section 3.1 is devoted to a systematic discussion of the 1/N expansion. How-
ever, the 1/N correction to the two-point function will help us to investigate
immediately the following problem: the perturbative expansion of the massless
φ4 field theory has IR divergences for any dimension d < 4, although we believe
the critical theory to exist. In the framework of the 1/N expansion, instead, the
critical theory (T = Tc, m

2 = 0) is defined for any dimension d < 4. This implies
that the coefficients of the 1/N expansion cannot be expanded in a Taylor series
of the coupling constant.

To understand the phenomenon, we consider the 〈σσ〉 correlation function at
order 1/N . At this order only one diagram contributes (figure 3), containing two
λ2σ vertices. After mass renormalization, in the large cut-off limit, we find

Γ(2)
σσ (p) = p2+

2

N(2π)d

∫
ddq

(6/u) + b(d)q−ε

(
1

(p+ q)2
− 1

q2

)
+O

(
1

N2

)
. (2.77)

We now expand Γ
(2)
σσ for u→ 0. Note that since the gaussian fixed point is an UV

fixed point, the small coupling expansion is also a large momentum expansion.
An analytic study then reveals that the integral has an expansion of the form

∑

k≥1

αku
kp2−kε + βku

(2+2k)/εp−2k. (2.78)

The coefficients αk, βk can be obtained by performing a Mellin transformation
over u on the integral. Indeed, if a function f(u) behaves like ut for u small,
then the Mellin transform

M(s) =

∫ ∞

0

duu−1−sf(u),
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has a pole at s = t. Applying the transformation to the integral and inverting q
and u integrations, we have to calculate the integral

∫ ∞

0

du
u−1−s

(6/u) + b(d)q−ε
=

1

6

(
b(d)q−ε

6

)1−s
π

sinπs
·

Then, the value of the remaining q integral follows from the generic result (3.27).
The terms with integer powers of u correspond to the formal perturbative

expansion where each integral is calculated for ε small enough. αk has poles
at ε = (2l + 2)/k for which the corresponding power of p2 is −l, that is an
integer. One verifies that βl has a pole at the same value of ε and that the
singular contributions cancel in the sum [36]. For these dimensions logarithms
of u appear in the small u expansion.

λ

σ

Fig. 3 The diagram contributing to Γ
(2)
σσ at order 1/N .

2.6 Dimension four: triviality, renormalons, Higgs mass

A number of issues concerning the physics of the (φ2)2 theory in four dimensions
can be addressed within the framework of the large N expansion. For simplicity
reasons, we consider here only the critical (i.e. massless) theory.

Triviality and UV renormalons. One verifies that the renormalized coupling
constant gr, defined as the value of the vertex 〈σσσσ〉 at momenta of order
µ≪ Λ, is given by

gr =
g

1 + 1
6
NgBΛ(µ, 0)

, (2.79)

where BΛ(p, 0), which corresponds to the bubble diagram (figure 2), is given by
Eq. (2.63):

BΛ(p, 0) ∼
p≪Λ

1

8π2
ln(Λ/p) + const. .

We see that when the ratio µ/Λ goes to zero, the renormalized coupling constant
vanishes, independently of the value of g (here g is physical, that is g > 0). This
is the so-called triviality property. In the traditional presentation of quantum
field field, one usually insists in taking the infinite cut-off Λ limit. Here, one
finds then only a free field theory. Another way of formulating the problem
is the following: it seems impossible to construct in four dimensions a φ4 field
theory consistent (in the sense of satisfying all usual physical requirements) on all
scales for non zero coupling. Of course, in the logic of effective field theories this
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is no longer an issue. The triviality property just implies that the renormalized
or effective charge is logarithmically small as indicated by Eqs. (2.79,2.63). Note
that if g is generic (not too small) and Λ/µ large, gr is essentially independent of
the initial coupling constant. The renormalized coupling remains an adjustable,
though bounded, quantity only when the bare coupling is small enough and the
RG flow is thus very slow.

If we proceed formally and, ignoring the problem, express the leading contri-
bution to the four-point function in terms of the renormalized constant,

g

1 + N
48π2 g ln(Λ/p)

=
gr

1 + N
48π2 gr ln(µ/p)

,

we then find that the function has a pole for

p = µ e48π2/(Ngr) .

This unphysical pole (called sometimes Landau’s ghost) is generated because
g = 0 is an IR fixed point. If we calculate contributions of higher orders, for
example to the two-point function, this pole makes the loop integrals diverge. In
an expansion in powers of gr, each term is instead calculable but one finds, after
renormalization, UV contributions of the type

∫ ∞ d4q

q6

(
− Ngr

48π2
ln(µ/q)

)k
∝

k→∞

(
Ngr
96π2

)k
k! .

The perturbative manifestation of Landau’s ghost is the appearance of contri-
butions to the perturbation series which are not Borel summable. This effect
is called UV renormalon effect [40]. By contrast the contributions due to the
finite momentum region, which can be evaluated by a semi-classical analysis, are
Borel summable, but invisible for N large. Note, finally, that this UV problem
is independent of the mass of the field φ, which we have taken zero only for
simplicity.

IR renormalons. We now illustrate the problem of IR renormalons with the
same example of the massless (φ2)2 theory (but now zero mass is essential), in
four dimensions, in the large N limit [44]. We calculate the contribution of the
small momentum region to the mass renormalization, at cut-off Λ fixed. In the
large N limit, the mass renormalization then is proportional to (see Eq. (2.77))

∫ Λ d4q

q2
(
1 + 1

6NgBΛ(q)
) ∼

∫
d4q

q2
(
1 + N

48π2 g ln(Λ/q)
) .

It is easy to expand this expression in powers of the coupling constant g. The
term of order k in the limit k → ∞ behaves as (−1)k(N/96π2)kk!. This con-
tribution has the alternating sign of the semi-classical contribution. Note that
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more generally for N finite on finds (−β2/2)kk!. IR singularities are responsible
for additional, Borel summable, contributions to the large order behaviour.

In a theory asymptotically free for large momentum, clearly the roles of IR
and UV singularities are interchanged.

The mass of the σ field in the phase of broken symmetry. In four dimensions the
φ4 theory is an ingredient of the Standard Model, and the field σ then represents
the Higgs field. With some reasonable assumptions, it is possible to establish for
finite N a semi-quantitative bound on the Higgs mass. Let us examine here this
question for N large.

In the phase of broken symmetry the action, after translation of expectation
values, includes a term proportional to σλ and thus the propagators of the fields
σ and λ are elements of the 2 × 2 matrix M defined in (2.64), where BΛ(p, 0) is
given by Eq. (2.63).

It is convenient to introduce a RG invariant mass scale M , that we define by

48π2

Ng
+ 8π2BΛ(p, 0) = ln(M/p).

Then,

M ∝ e48π2/Ng Λ .

Poles of the propagator correspond to zeros of detM. Solving the equation
detM = 0, one finds for the mass mσ of the field σ at this order

p2 ln(M/p) = −(16π2/N)σ2 ⇒ m2
σ ln(iM/mσ) = (16π2/N)σ2.

The solution of the equation is complex, because the particle σ can decay into
massless Goldstone bosons. At σ fixed, the mass decreases when the cut-off
increases or when the coupling constant goes to zero. Expressing that the mass
must be smaller than the cut-off, one obtains an upper-bound on mσ (but which
depends somewhat on the precise regularization) [45].

2.7 Other methods. General vector field theories

The large N limit can be obtained by several other algebraic methods. Without
being exhaustive, let us list a few. Schwinger–Dyson equations for N large lead
to a self-consistent equation for the two-point function [48]. Some versions of
the Hartree–Fock approximation or variational methods also yield the large N
result as we show in section 2.8. The functional (also called exact) RG takes the
form of partial differential equations in the large N limit [49].

¿From the point of view of stochastic quantization or critical dynamics the
Langevin equation also becomes linear and self-consistent for N large, because
the fluctuations of φ2(x, t) are small. As a byproduct the large N expansion of
the equilibrium equal-time correlation functions is recovered. This is a topic we
study in section 5.
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General vector field theories. We have shown how the large N expansion can
be generated for a general function NU(φ2/N). This method will be applied in
section 10 to the study of multicritical points and double scaling limit.

We now briefly explain how the algebraic method of section 2.3 can be gener-
alized to O(N) symmetric actions that depend on several vector fields. Again,
the composite fields which are expected to have small fluctuations, are the O(N)
scalars constructed from all O(N) vectors. One thus introduces pairs of fields
and Lagrange multipliers for all independent O(N) invariant scalar products
constructed from the many-component fields [52].

Let us illustrate the idea with the example of two fields φ1 and φ2, and a
symmetric interaction arbitrary function of the three scalar invariants ρ12 =
φ1 · φ2/N , ρ11 = φ2

1/N and ρ22 = φ2
2/N :

S(φ1, φ2) =

∫
ddx

{
1
2 [∂µφ1(x)]

2
+ 1

2 [∂µφ2(x)]
2

+NU(ρ11, ρ12, ρ22)
}
. (2.80)

We then introduce three pairs of fields ρij(x) and λij(x) and use the identity

exp

[
−
∫

ddxNU(φ2
1/N, φ1 · φ2/N, φ

2
2/N)

]
∝
∫

[dρij(x) dλij(x)]

× exp



−

∫
ddx


∑

ij

1
2λij (φi · φj −Nρij) +NU(ρ11, ρ12, ρ22)





 . (2.81)

The identity (2.81) transforms the action into a quadratic form in φi, the inte-
gration over φ can thus be performed. The large N limit is then again obtained
by the steepest descent method. In the special case in which U(ρ) is a quadratic
function, the integral over all ρ’s can also be performed. If the action is a general
O(N) invariant function of p fields φi, it is necessary to introduce p(p−1)/2 pairs
of ρ and λ fields.

2.8 Variational calculations in large N quantum field theory

A possible extra insight into the large N limit and its non-perturbative nature
is revealed when variational methods are employed [21]. The gaussian variational
wave functional reproduces for N large the saddle point or gap equations of the
1/N expansion but also yields a clear picture of the end-point contribution in
the variational parameter phase space. It is applicable for finite values of N
though it simplifies for N large. However, as usual with variational methods, it
is difficult to improve results systematically, while the large N limit is the leading
term in an 1/N expansion.

To explain the variational method, we use again the concrete example of the
O(N) symmetric scalar field theory (2.2) with the euclidean action (2.1):

S(φ) =

∫ [
1
2 [∂µφ(x)]

2
+NU

(
φ2(x)/N

)]
ddx .



29

In section 7 the more general situation of a finite euclidean time interval β with
periodic boundary conditions will be discussed. The functional integral (2.2)
then represents the quantum partition function

Z(β) = tr e−βH ,

where H is the quantum hamiltonian corresponding to the euclidean action, and
β = 1/T the inverse temperature.

For any action S and auxiliary action S0, we can write the identity

Z =

∫
[dφ] e−S(φ) = Z0

〈
e−(S−S0)

〉
0
, (2.82)

where 〈•〉0 means expectation value with respect to e−S0 . The variational prin-
ciple then relies on the general (convexity) inequality

〈
e−(S−S0)

〉
0

≥ e
−
〈
S−S0

〉
0 . (2.83)

The trial action S0 then is chosen to maximize the r.h.s., a general strategy that
also leads to mean field approximations.

In the limit of infinite d-dimensional volume, or equivalently d−1-dimensional
volume Vd−1 and zero-temperature (β → ∞)

lim
β→∞

− 1

βVd−1
lnZ = E , lim

β→∞
− 1

βVd−1
lnZ0 = E0 ,

where E and E0 are the ground state energy (or action) densities corresponding
to S and S0 respectively. As a consequence one obtains the inequality

E ≤ Evar. = E0 +
1

Vd−1β
〈S − S0〉0 ,

One verifies that Vd−1Evar. is also the expectation value of the hamiltonian cor-
responding to S in the ground state of the hamiltonian corresponding to S0. In
the zero temperature limit the choice of a trial action S0 thus becomes equiva-
lent to the choice of a trial wave functional (the ground state) in a Schrödinger
representation.

For trial action S0, we take a free field action with a massm that is a variational
parameter:

S0 =
1

2

∫
ddx

(
(∂µφ)

2
+m2φ2

)
.

This corresponds, in the Schrödinger representation, to choosing a gaussian wave
functional as a variational state:

Ψ(φ) = exp

[
−1

2

∫
dd−1k φ̃(k)

√
k2 +m2φ̃(−k)

]
,
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where φ̃(k) are the Fourier components of φ(x) or more generally,

Ψ(φ) = exp

[
−1

2

∫
dd−1x

∫
dd−1y φ(x)Km(x− y)φ(y)

]
,

where Km is determined by minimizing Evar. [54].
The corresponding energy density is

E0 =
N

2(2π)d

∫
ddk ln[(k2 +m2)/k2] =

N

(2π)
d−1

∫
dd−1k

[
1
2ω(k)

]
,

where ω(k) =
√
k2 +m2.

The variational energy then becomes

Evar. =
N

2(2π)d

∫
ddk ln[(k2 +m2)/k2] +N

〈
U
(
φ2(x)/N

)
− 1

2m
2φ2(x)/N

〉
0
.

(2.84)
The r.h.s. contains gaussian expectation values that can be calculated explicitly.
We introduce the parameter

ρ =
〈
φ2(x)/N

〉
0

=
1

(2π)d

∫
ddk

k2 +m2
= Ωd(m), (2.85)

where Ωd(m) is defined by Eq. (2.12). The form of S0 implies

∂E0

∂m2
= 1

2

〈
φ2
〉

= 1
2
Nρ .

The important remark, which explains the role of the large N limit, is (see also
appendix A3) that for N → ∞ the r.h.s. in Eq. (2.84) simplifies:

〈
U(φ2/N)

〉
= U(

〈
φ2/N

〉
) [1 +O(1/N)] . (2.86)

We then find

Evar./N →
N→∞

1

2(2π)d

∫
ddk ln[(k2 +m2)/k2] + U(ρ) − 1

2
m2ρ ,

an expression identical (for σ = 0) to (2.9). Note, however, that here Eq. (2.10c)
is automatically satisfied, since it defines the parameter ρ (Eq. (2.85)). The
quantity E can now be minimized with respect to the free parameter m2, while
without the constraint (2.85) it has no minimum.

In the broken phase, previous equations have no solution and one must take
as a trial action a free action with a shifted field:

S0 =
1

2

∫
ddx

(
(∂µφ(x))

2
+m2(φ(x) − φ0)

2
)
,
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where φ2
0 = σ2 is an additional variational parameter. Eq. (2.85) is replaced by

ρ = (1/N)
〈
φ2(x)

〉
0

= Ωd(m) + σ2/N . (2.87)

Then,

Evar./N =
N→∞

1

2(2π)d

∫
ddk ln[(k2 +m2)/k2] + U(ρ) − 1

2m
2(ρ− σ2/N).

We note that again Evar is identical to (2.9) when Eq. (2.10c) is used.
Differentiating the variational energy with respect to m2, we first notice

∂

∂m2
E0 = 1

2

〈
(φ− φ0)

2
〉
0

= 1
2
(Nρ− σ2)

and thus find

∂Evar.

∂m2
= 1

2
N(ρ− σ2/N) +N

∂

∂m2

[
U(ρ) − 1

2
m2(ρ− σ2/N)

]

= N
∂ρ

∂m2

[
U ′(ρ) − 1

2m
2
]
.

Since ∂ρ/∂m2 is strictly negative, the derivative vanishes only when

U ′(ρ) − 1
2m

2 = 0 ,

which, combined with Eq. (2.87), yields the set of equations (2.10b) and (2.10c).
Differentiating with respect to σ, we recover Eq. (2.10a).

Therefore, in the large N limit the saddle point equations and the variational
equations coincide. It should, however, be remembered that since we perform a
variational calculation the lowest energy eigenstate is not necessarily the state
determined by the solution of Eqs. (2.10). The end-points in the range of varia-
tion of m2 and φ0

2 have to be considered as well and the values of Evar at these
points have to be examined and compared to the extremum values [21].

The (φ2)2 field theory at negative coupling for d = 4. We again consider the
large N self interacting scalar field in d = 4 dimensions with (ρ ≡ φ2/N)

U(ρ) =
1

2
rρ+

u

4!
ρ2. (2.88)

The large N limit is defined as N → ∞ holding u, r and the necessary ultraviolet
cutoff, Λ, fixed. We have already discussed the triviality of the (φ2)2 field theory
in d = 4 for positive coupling in section 2.6. Here, we add some comments about
the situation for negative coupling. Even though the initial functional integral
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is defined only for u > 0, the large N expansion seems to have a well-defined
continuation.

The only divergence appears in

ρ(m2) =
〈
φ2
〉
/N = ρc −

m2

8π2
ln(Λ/m) + σ2/N , ρc = Ω4(0) , (2.89)

where a numerical, regularization dependent, constant has been cancelled by
adjusting the definition of the cut-off Λ.

We then obtain the energy density

1

N
Evar(σ,m

2) = U(ρ) − 1
2

∫ m2

0

s
∂ρ(s)

∂s
ds = U(ρc) +

1

32π2
m4(ln(Λ/m) − 1

4 )

+
u

24

{
σ2/N + 6

r − rc
u

− 1

8π2
m2 ln(Λ/m)

}2

− 3

2

(r − rc)
2

u
.(2.90)

The gap equation can be expressed in terms of the renormalized parameters (see
Eq. (2.79)),

1

ur
=

1

u
+

1

48π2
ln(Λ/µ) ,

M2

ur
=
r − rc
u

, (2.91)

where µ is the renormalization scale and M a renormalized mass parameter, as

m2

ur
= −m

2 ln(µ/m)

48π2
+
M2

ur
+
σ2

6N
.

In the case u < 0 the renormalized coupling constant ur does not necessarily
approach zero as the cutoff is removed (if u → 0− as Λ → ∞). One also finds
that the solutions of the gap equation reproduce the past results in the literature.
However, the ground state energy is lower at the end point m2 = 0 value in which
the O(N) symmetry is broken down to O(N − 1). One finds in Eq. (2.90) that
with u < 0, the ground state energy density, Evar → −∞ as σ is becoming larger.
Since Evar, in this case, is the upper limit to the exact ground state energy density,
one concludes that the theory is inconsistent for u < 0.

One finds, however, that when u < 0 the m 6= 0 solution of (2.10) corresponds
to an O(N) symmetric metastable state whose life-time can be calculated. One
finds that this metastable state is stabilized by a large tunnelling barrier; its
decay rate is proportional to e−N and thus, in our large N limit, is an acceptable
ground state for the theory. However, this metastable state is not a good can-
didate for the vacuum of a realistic model because of its peculiar behaviour at
finite temperature (see section 7.4). At first, it may sound strange that an O(N)
symmetric state will become unstable as the temperature is raised. Indeed, one
may expect that the usual behaviour will appear here, in which, as the tempera-
ture increases the O(N) symmetric phase is stabilized, whereas the O(N) broken
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phase, (which here is the end point m2 = 0 phase) will be destabilized. This
expectation is based on the fact that at finite temperature, thermal fluctuations
add up to the quantum fluctuations of the field operator φ2 . Thus, one usually
expects that a possible negative “mass” at low temperature will turn positive as
the temperature increases, and the possible broken symmetry will be restored.
This, however, is true as long as one discusses a stable theory u > 0. The effect of
the temperature is reversed in a metastable situation (here, u < 0) since thermal
fluctuations help to overcome potential barriers.

The triviality of (φ2)2 for u > 0 and its inconsistency for u < 0 have been
derived here for the large N limit of the theory. It seems very likely that these
results persist also at finite N . Interesting suggestions came from different view
points that the positively coupled theory may have non-trivial implications on
practical physics issues. In the standard Weak-Electromagnetic theory, bounds
on the Higgs mass can be derived (see for example section 2.6).
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3 Models on symmetric spaces in the large N limit

A whole class of geometric models involving only scalar fields, for which the non-
linear σ model is the simplest example, shares various classical and quantum
properties: The field belongs to a symmetric space, associated to a coset G/H,
where G is a Lie group and H a compact maximal subgroup. The action is
unique, up to a multiplicative factor which is the coupling constant, and takes
the general form

S(ϕ) =
1

2T

∫
ddx ∂µϕ

i(x)gij(ϕ)∂µϕ
j(x),

where gij is the metric tensor on the corresponding manifold G/H. This action
leads to an infinite number of classical conservation laws in two dimensions.
The corresponding quantum models are renormalizable in two dimensions, and
then UV asymptotically free. In the classical limit the fields are massless, and
correspond to the Goldstone bosons of the G symmetry broken down to H.
Since continuous symmetries cannot be broken in two dimensions, the spectrum
of such theories is non-perturbative. In dimension 2 + ε, one finds a critical
coupling constant Tc where a phase transition occurs.

To go beyond the ε = d − 2 expansion, one can consider using large N tech-
niques. However, only a subclass can be studied in this way. To this subclass
belong the O(N) non-linear σ-model and the CP (N−1) model that are discussed
below. A number of other models based on Grassmannian manifolds could also
be investigated, like O(N)/O(N−p)×O(p) or similarly U(N)/U(N−p)×U(p).
More general homogeneous spaces with several coupling constants could also be
considered.

3.1 The non-linear σ-model in the large N limit

In reference [22] it was first shown that universal quantities could be determined
in the form of an ε = d − 2 expansion (at least for N > 2). Again, as for the
ε = 4 − d expansion, it is somewhat reassuring that at least in the limiting case
N → ∞, the results obtained in this way remained valid even when ε is no longer
infinitesimal [64,65].

Moreover, the 1/N expansion allows exhibiting a remarkable relation between
the non-linear σ-model and the (φ2)2 field theory, a relation expected on physical
grounds [22].

Finally, large N techniques are well adapted to the analysis of finite size effects
in critical systems, a feature we illustrate with a system in a finite volume with
periodic boundary conditions.

Non-linear σ-model and (φ2)2 field theory. We have noticed that the term
proportional to

∫
ddxλ2(x) has dimension 4−d for N → ∞. It is thus irrelevant

in the critical domain for all dimensions d < 4 and can be omitted at leading
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order (this also applies to d = 4 where it is marginal but yields only logarithmic
corrections). Actually, the constant part in the inverse propagator as written in
equation (2.74) plays the role of a large momentum cut-off. We thus omit the
λ2 term in the action (2.32) after shifting the field λ(x) by its expectation value
m2 (Eq. (2.8)), λ(x) 7→ m2 + λ(x):

SN (σ, λ) =
1

2

∫
ddx

[
(∂µσ)

2
+m2σ2 + λσ2 − 3N

u
λ2 − 6N

u

(
m2 − r

)
λ

]

+
(N − 1)

2
tr ln

[
−∇2 +m2 + λ(•)

]
. (3.1)

If we then work backwards, reintroduce the initial field φ and integrate over λ(x),
we find

Z =

∫
[dφ(x)] δ

[
φ2(x)/N − 6(m2 − r)/u

]
exp

[
−1

2

∫
(∂µφ(x))

2
ddx

]
. (3.2)

Under this form we recognize the partition function of the O(N) symmetric
non-linear σ-model in an unconventional normalization. We have, therefore, dis-
covered a remarkable correspondence, to all orders in an 1/N expansion, between
the non-linear σ-model and the (φ2)2 field theory.

Actually, reviewing carefully the arguments, one verifies that the identity
between the two models has been derived here under the implicit condition
uφ4 ∝ Λ4−d ≫ (mφ)

4−d, which is the generic situation if the φ4 interaction
is an effective long distance interaction generated by some microscopic model. If
the condition is not satisfied the situation is less clear.

The large N limit. We now write the partition function of the non-linear σ
model, with slightly more usual notation, as

Z =

∫
[dφ(x)dλ(x)] exp [−S(φ, λ)] (3.3)

with

S(φ, λ) =
1

2T

∫
ddx

[
(∂µφ)

2
+ λ

(
φ2 −N

)]
. (3.4)

By solving in the large N limit the σ-model directly, we are able to exhibit more
explicitly the correspondence between the different set of parameters used in the
two models.

The field φ represents a classical spin of size
√
N . The coupling constant T ,

which is a loop expansion parameter, represents the temperature of the classical
spin model. Eventually, it will be useful to introduce a dimensionless coupling
constant t, setting

T = Λ2−dNt . (3.5)
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We now separate the field φ into N − 1 components, which we call π in what
follows, and over which we integrate as we did in section 2.1, and a remaining
component σ. We obtain

Z =

∫
[dσ(x)dλ(x)] exp [−SN (σ, λ)] (3.6)

with, for N ≫ 1,

SN (σ, λ) =
1

2T

∫ [
(∂µσ)

2
+
(
σ2(x) −N

)
λ(x)

]
ddx+

N

2
tr ln

[
−∇2 + λ(·)

]
.

(3.7)
The largeN limit is taken here at T fixed. The saddle point equations, analogous
to Eqs. (2.10), are

m2σ = 0 , (3.8a)

σ2/N = 1 − Ωd(m)T , (3.8b)

where we have set 〈λ(x)〉 = m2 and introduced the function (2.12). At low
temperature and d > 2, σ is different from zero and thus m, which is the mass
of the π-field, vanishes. Eq. (3.8b) yields the spontaneous magnetization:

σ2/N = 1 − Ωd(0)T. (3.9)

Setting
Tc = 1/Ωd(0), (3.10)

we can write Eq. (3.9) as
σ2/N = 1 − T/Tc . (3.11)

Thus, Tc is the critical temperature where σ vanishes.
Above Tc, σ instead vanishes and m, which is now the common mass of the π-

and σ-field, is for d > 2 given by

1

Tc
− 1

T
= Ωd(0) − Ωd(m). (3.12)

The physical mass m is solution of an equation quite similar to (2.35). In par-
ticular, for d < 4, we recover the scaling form (2.37) of the correlation length:

Ωd(0) − Ωd(m) = K(d)md−2 +O(Λd−4m2) ⇒ ξ = 1/m ∝ (T − Tc)
−1/(d−2).

In terms of the cut-off Λ and the dimensionless coupling t (Eq. (3.5)), ver-
tex and correlation functions of the non-linear σ model satisfy for d < 4 RG
equations: (

Λ
∂

∂Λ
+ β(t)

∂

∂t
− n

2
ζ(t)

)
Γ(n)(p,Λ, t) = 0 ,

(
Λ
∂

∂Λ
+ β(t)

∂

∂t
+
n

2
ζ(t)

)
W (n)(p,Λ, t) = 0 .
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Applying the second equation with n = 1 to Eq. (3.11) and expressing in
Eq. (3.12) that m is RG invariant, we determine the RG functions at leading
order for N large:

β(t) = (d− 2)t(1 − t/tc) , ζ(t) = (d− 2)t/tc with tc = Λd−2Tc/N . (3.13)

If we add to the action (3.4) the contribution due to a magnetic field in the σ
direction,

S(φ, λ) 7→ S(φ, λ) − H

T

∫
ddxσ(x),

we can calculate the free energy density W (H) = T lnZ(H)/Ω (Ω is the volume)
and its Legendre transform (Eqs. (2.42,2.43)), the thermodynamic potential den-
sity function of the magnetization M :

G(M) = N
d− 2

2d

T 2/(2−d)
(
K(d)

)2/(d−2)
(M2/N − 1 + T/Tc)

d/(d−2), (3.14)

a result that extends the scaling form (2.47) to all temperatures below Tc. The
calculation of other physical quantities and the expansion in powers of 1/N follow
from the considerations of previous sections and section 3.1.

Two dimensions and the question of Borel summability. For d = 2, the critical
temperature vanishes and the parameter m has the form

m ∼ Λ0 e−2π/T , (3.15)

where (with the definition (2.11))

ln(Λ0/Λ) =
1

4π

∫ ∞

0

ds

s

(
1

D(s)
− θ(1 − s)

)
,

in agreement with RG predictions. Note that the field inverse two-point function
in the large N -limit is given by

Γ̃(2)
σσ (p) = p2 +m2 . (3.16)

The mass term vanishes to all orders in the expansion in powers of the coupling
constant t, preventing a perturbative calculation of the mass of the σ-field. The
perturbation series is trivially not Borel summable. Most likely, this property
remains true for the model at finite N . On the other hand, if the O(N) symmetry
is broken by the addition of a term proportional to

∫
dxσ(x) to the action (a

magnetic field), the physical mass becomes calculable in perturbation theory.
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Corrections to scaling and the dimension 4. In Eq. (3.12) we have neglected
corrections to scaling. If we take into account the leading correction, which
becomes increasingly important when d approaches 4 from below, we get instead

1

Tc
− 1

T
= K(d)md−2 − a(d)Λd−4m2 +O

(
Λd−6m4,Λ−2md

)
,

where a(d), as we have already discussed, is a constant that explicitly depends
on the cut-off procedure and can thus be varied by changing contributions from
irrelevant operators.

We can compare this result with the solution of Eqs. (2.35) expanded at the
same order:

6

u
(r − rc −m2) = K(d)md−2 − ã(d)Λd−4m2 +O

(
Λd−6m4

)
,

where the constant ã(d) has the same formal expression as a(d) but corresponds
to a different regularization. Eliminating the leading contribution, we find

1

Tc
− 1

T
− 6

u
(r − rc) = Λd−4m2

(
ã(d) − 6

Ng
− a(d)

)
.

We note that it is thus possible to find a regularization of the non-linear σ-model
that reproduces the effect of the φ4 coupling constant.

More generally, by comparing with the results of section 2.4, we discover that,
although the non-linear σ-model superficially depends on one parameter less than
the corresponding φ4 field theory, actually this parameter is hidden in the cut-off
function. This remark becomes important in the four dimensional limit where
most leading contributions come from the leading corrections to scaling. For
example, for d = 4 Eq. (3.12) takes a different form, the dominant term in the
r.h.s. is proportional to m2 lnm. We recognize in the factor lnm the effective
φ4 coupling at mass scale m. However, to describe with perturbation theory
and RG the physics of the non-linear σ model beyond the 1/N expansion, it is
necessary to return to the φ4 field theory. This involves addding to the action
the operator

∫
ddxλ2(x), which irrelevant for d < 4, becomes marginal in four

dimensions.

3.2 1/N -expansion and renormalization group: an alternative formulation

Preliminary remarks. Power counting. Higher order terms in the steepest
descent calculation of the functional integral (2.6) generate a systematic 1/N
expansion.

We now analyze the terms in the action (3.1) from the point of view of large N
power counting. The dimension of the field σ(x) is (d− 2)/2. From the critical
behaviour (2.61) of the λ-propagator, we inferred the canonical dimension [λ] of
the field λ(x):

2 [λ] − ε = d , i.e. [λ] = 2 .
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As noted above, λ2 has dimension 4 > d and thus is irrelevant below four di-
mensions. The interaction term

∫
λ(x)σ2(x)ddx has dimension zero. It is easy

to verify that the non-local interactions involving the λ-field, coming from the
expansion of the tr ln, have all also canonical dimension zero:

[
tr
[
λ(x)

(
−∇2 +m2

)−1
]k]

= k [λ] − 2k = 0 .

This power counting has the following implication: in contrast with usual pertur-
bation theory, the 1/N expansion is exactly renormalizable and thus generates
only logarithmic corrections to the leading long distance behaviour for any fixed
dimension d, 2 < d ≤ 4. A similar behaviour is found in the ε-expansion (at the
IR fixed point) and, thus, one expects here also to be able to calculate universal
quantities like critical exponents for example as power series in 1/N . However,
because the interactions are non-local, it is not obvious that the general results of
renormalization theory apply here. Therefore, we now construct an alternative
quasi-local field theory, for which the standard RG analysis is valid, and which
reduces to the large N field theory in some limit [56].

An alternative field theory. To be able to use the standard results of renor-
malization theory, we reformulate the critical theory to deal with the non-local
interactions. Neglecting corrections to scaling, we start from the non-linear σ-
model in the form (3.4):

Z =

∫
[dλ(x)] [dφ(x)] exp [−S(φ, λ)] , (3.17)

S(φ, λ) =
1

2T

∫
ddx

[
(∂µφ)

2
+ λ

(
φ2 −N

)]
. (3.18)

The difficulty arises from the λ-propagator, absent in the perturbative formu-
lation, and generated by the large N summation. We thus add to the action
(3.18) a term quadratic in λ that, in the tree approximation of standard pertur-
bation theory, generates a λ-propagator of the form (2.61). We thus consider the
modified action

Sv(φ, λ) =
1

2

∫
ddx

{
1

T

[
(∂µφ)

2
+ λ

(
φ2 −N

)]
− 1

v2
λ(−∂2)−ε/2λ

}
. (3.19)

In the limit where the parameter v goes to infinity, the coefficient of the additional
term vanishes and the initial action is recovered.

Only the critical theory is discussed below, and thus the couplings of all rel-
evant interactions are set to their critical values. These interactions contain a
term linear in λ and a polynomial in φ2 of degree depending on the dimension.
Note that in some discrete set of dimensions some monomials become just renor-
malizable. Therefore, we work in generic dimensions and rely on the property
that the quantities we calculate are regular functions of the dimension.
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The field theory with the action (3.19) can be studied with standard field
theory methods. The peculiar form of the λ quadratic term, which is not strictly
local, does not create a problem. Similar terms are encountered in statistical
systems with long range forces. The main consequence is that the λ-field is not
renormalized because counter-terms are always local.

It is convenient to rescale φ 7→ φ
√
T , λ 7→ vλ:

Sv(φ, λ) =
1

2

∫
ddx

[
(∂µφ)

2
+ vλφ2 − λ(−∂2)−ε/2λ+ relevant terms

]
.

The renormalized critical action then reads

[Sv]ren =
1

2

∫
ddx

[
Zφ (∂µφ)

2
+ vrZvλφ

2 − λ(−∂2)−ε/2λ+ relevant terms
]
.

(3.20)
It follows that the RG equations for vertex functions of l λ fields and n φ fields
in the critical theory take the form

[
Λ
∂

∂Λ
+ βv2(v)

∂

∂v2
− n

2
η(v)

]
Γ(l,n) = 0 . (3.21)

The solution to the RG equations (3.21) can be written as

Γ(l,n)(ℓp, v,Λ) = Z−n/2(ℓ)ℓd−2l−n(d−2)/2Γ(l,n)(p, v(ℓ)Λ) (3.22)

with the usual definitions

ℓ
dv2

dℓ
= β(v(ℓ)) , ℓ

d lnZ

dℓ
= η(v(ℓ)) .

We can then calculate the RG functions as power series in 1/N . It is easy to verify
that v2 has to be taken of order 1/N . Therefore, to generate a 1/N expansion,
one first has to sum the multiple insertions of the one-loop λ two-point function,
contributions that form a geometric series. The λ propagator then becomes

∆λ(p) = − 2p4−d

b(d)D(v)
(3.23)

(b(d) is given in Eq. (2.60)), where we have defined

D(v) = 2/b(d) +Nv2.

We are interested in the neighbourhood of the fixed point v2 = ∞. One ver-
ifies that the RG function η(v) approaches the exponent η obtained by direct
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calculation, and the RG β-function behaves like v2. The flow equation for large
coupling constant becomes

ℓ
dv2

dℓ
∼ ρv2 ⇒ v2(ℓ) ∼ ℓρ. (3.24)

We then note that to each power of the field λ corresponds a power of v. It
follows that

Γ(l,n)(ℓp, v,Λ) ∝ vl(ℓ)ℓd−2l−n(d−2+η)

∝ ℓd−(2−ρ/2)l−n(d−2+η). (3.25)

To compare with the result obtained from the perturbative RG, one has still
to take into account that the functions Γ(l,n) defined here are obtained by an
additional Legendre transformation with respect to the source of φ2. Therefore,

2 − ρ/2 = dφ2 = d− 1/ν . (3.26)

Fig. 4 Diagram contributing to Γ
(3)
σσλ at order 1/N .

Fig. 5 Diagram contributing to Γ
(3)
σσλ at order 1/N .

RG functions at order 1/N . Most calculations at order 1/N rely on the eval-
uation of the generic integral

1

(2π)d

∫
ddq

(p+ q)2µq2ν
= pd−2µ−2ν Γ(µ+ ν − d/2)Γ(d/2 − µ)Γ(d/2 − ν)

(4π)d/2Γ(µ)Γ(ν)Γ(d− µ− ν)
.

(3.27)
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For later purpose, it is convenient to set

X1 =
2Nd
b(d)

=
4Γ(d− 2)

Γ(d/2)Γ(2 − d/2)Γ2(d/2 − 1)
=

4 sin(πε/2)Γ(2 − ε)

πΓ(1 − ε/2)Γ(2 − ε/2)
. (3.28)

To compare with fixed dimension results, note that X1 ∼ 2(4− d) for d→ 4 and
X1 ∼ (d− 2) for d→ 2.

The calculation of the 〈φφ〉 correlation function at order 1/N involves the
evaluation of the diagram of figure 3. We want to determine the coefficient
of p2 lnΛ/p. Since we work at one-loop order, we can instead replace the λ
propagator q−ε by q2ν and send the cut-off to infinity. We then use the result
(3.27) with µ = 1. In the limit 2ν → −ε, the integral has a pole. The residue
of the pole yields the coefficient of p2 lnΛ and the finite part contains the p2 ln p
contribution:

Γ̃(2)
σσ (p) = p2 +

ε

4 − ε

2Nd
b(d)D(v)

v2p2 ln(Λ/p).

Expressing that the function satisfies the RG equation, we obtain the function
η(v).

The second RG function can be deduced from the divergent parts of the 〈φφλ〉
function:

Γ̃
(3)
σσλ = v + A1v

3D−1(v) lnΛ + A2v
5D−2(v) lnΛ + finite

with

A1 = − 2

b(d)
Nd = −X1 ,

A2 = − 4N

b2(d)
(d− 3)b(d)Nd = −2N(d− 3)X1 ,

where A1 and A2 correspond to the diagrams of figures 4 and 5, respectively.
Applying the RG equation, one finds at order 1/N the relation

βv2(v) = 2v2η(v) − 2A1v
4D−1(v) − 2A2v

6D−2(v). (3.29)

One thus obtains

η(v) =
εv2

4 − ε
X1D

−1(v), (3.30)

βv2(v) =
8v4

4 − ε
X1D

−1(v) + 4N(1 − ε)v6X1D
−2(v), (3.31)

where the first term in βv2 comes from A1 and η and the second from A2.
Extracting the large v2 behaviour, one infers

η =
ε

N(4 − ε)
X1 +O(1/N2), (3.32)

ρ =
4(3 − ε)(2 − ε)

N(4 − ε)
X1 > 0 ,
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and thus
1

ν
= d− 2 +

2(3 − ε)(2 − ε)

N(4 − ε)
X1 +O(1/N2). (3.33)

3.3 Some higher order results

The calculations beyond the order 1/N are rather technical. The reason is
easy to understand: because the effective field theory is renormalizable in all
dimensions 2 ≤ d ≤ 4, the dimensional regularization, which is so helpful in
perturbative calculations, can no longer be used. Therefore, either one keeps
a true cut-off or one introduces more sophisticated regularization schemes. For
details the reader is referred to the literature [58–66].

Generic dimensions. The exponents γ and η are known up to order 1/N2 and
1/N3, respectively, in arbitrary dimensions but the expressions are too compli-
cated to be reproduced here. The expansion of γ up to order 1/N can be directly
deduced from the results of the preceding sections:

γ =
1

1 − ε/2

(
1 − 3

2N
X1

)
+O

(
1

N2

)
. (3.34)

The exponents ω and θ = ων, governing the leading corrections to scaling, can
also be calculated, for example, from the

〈
λ2λλ

〉
function:

ω = ε

(
1 − 2(3 − ε)2

(4 − ε)N
X1

)
+O

(
1

N2

)
, (3.35)

θ = ων =
ε

2 − ε

(
1 − 2(3 − ε)

N
X1

)
+O

(
1

N2

)
. (3.36)

Note that the exponents are regular functions of ε up to ε = 2 and free of
renormalon singularities at ε = 0.

The equation of state and the spin–spin correlation function in zero field are
also known at order 1/N , but since the expressions are complicated we again
refer the reader to the literature for details.

Three dimensional results. Let us give the expansion of η in three dimensions
at the order presently available:

η =
η1
N

+
η2
N2

+
η3
N3

+O

(
1

N4

)

with

η1 = 8
3π2 , η2 = −8

3
η2
1 , η3 = η3

1

[
−797

18
− 61

24
π2 + 27

8
ψ′′(1/2) + 9

2
π2 ln 2

]
,

ψ(x) being the logarithmic derivative of the Γ function.
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The exponent γ is known only up to order 1/N2:

γ = 2 − 24
Nπ2 + 64

N2π4

(
44
9 − π2

)
+O

(
1
N3

)
.

Note that the 1/N expansion seems to be rapidly divergent and certainly a direct
summation of these terms does not provide precise estimates of critical exponents
in three dimensions for relevant values of N .

The nature of the large N expansion. The large order behaviour of the N
expansion has been determined explicitly in zero and one dimension (simple
integrals and quantum mechanics) [67]. In quantum field theory some estimates
are available in ref. [68]. All results seem to indicate that the expansion is
divergent in all dimensions, but Borel summable for dimensions d < 4.

3.4 Finite size effects: the non-linear σ model

Because finite size effects involve crossover phenomena between different ef-
fective dimensions, large N techniques provide convenient tools to study them
[30]. It is difficult to discuss systematically finite size effects because the results
depend both on the geometry of the system and on boundary conditions. In par-
ticular, one must discuss separately boundary conditions whether they break or
not translation invariance. In the first case new effects appear, which are surface
effects, and that we do not consider here. We study here only periodic condi-
tions, although they are not the only ones preserving translation invariance. For
systems that have a symmetry, one can glue the boundaries after having made a
group transformation. Thus, here one could also discuss anti-periodic conditions
or, more generally, fields differing on both sides by a transformation of the O(N)
group.

Even with periodic boundary conditions, the number of different possible situ-
ations remains large, the finite sizes in different directions may differ, some sizes
may be infinite. Note that QFT at finite temperature, which we begin studying
in section 7, can be considered as another example of finite size effects, since the
functional integral representing the partition function of a quantum system at
finite temperature is also the partition function of a classical system with finite
size and periodic boundary conditions in one dimension.

¿From the point of view of the RG, finite size effects, which only affect the IR
domain, do not change UV divergences. RG equations remain the same, only
the solutions are modified due to the existence of new dimensional parameters.
Thus, if finite sizes are characterized by only one length L, solutions will be
functions of an additional argument like L/ξ where ξ is the correlation length
[69].

Since we want only to demonstrate that large N techniques are useful in the
context of finite size effects, we discuss here the non-linear σ-model in a simple
geometry with periodic boundary conditions (the geometry of the hypercube or
better hypertorus of linear size L).
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A characteristic property of a system of finite size is the quantization of mo-
menta, the arguments of field Fourier components. For periodic boundary con-
ditions, if L is the size of the system in a direction µ, we find

pµ = 2πnµ/L , nµ ∈ Z .

In particular, in a massless theory in a finite volume the zero mode p = 0
corresponds to an isolated pole of the propagator. This automatically leads to
IR divergences in all dimensions. Therefore, in Eqs. (2.10) the solution σ 6= 0 no
longer exists. This is not surprising: no phase transition is expected in a finite
volume.

Finite size scaling in the non-linear σ model. The gap equation (3.8b) becomes
(N ≫ 1)

G(m,L,Λ) ≡ L−d
∑

nµ∈Zd

1

m2 + (2πn/L)2
=

1

T
, (3.37)

where the sums are cut by a cut-off Λ.
To write the equation in a more manageable form and be able to define it for

continuous dimension, one uses Schwinger’s representation

1

p2 +m2
=

∫ ∞

0

ds e−s(p
2+m2) .

However, in contrast with the infinite volume limit, gaussian integrals over mo-
menta are here replaced by infinite sum over integers which can no longer be
calculated exactly. One thus introduces the function

ϑ0(s) =

+∞∑

n=−∞
e−πsn

2

, (3.38)

related to Jacobi’s elliptic function θ3 by

ϑ0(s) = θ3(0, e
−πs).

Poisson’s transformation allows to prove the useful identity

ϑ0(s) = s−1/2ϑ0 (1/s) . (3.39)

In terms of ϑ0(s), the sums can then be written as

G(m,L,Λ) = L−d
∫ ∞

ds e−sm
2

ϑd0(4sπ/L
2),

where UV convergence is here ensured by a small s cut-off of order 1/Λ2.
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For d > 2, we can introduce the critical temperature Tc, which with the same
regularization reads

1

Tc
=

1

(4π)d/2

∫ ∞
s−d/2ds .

It follows from the identity (3.39) that the difference between both integrals is
UV convergent for d < 4. After a change of variables 4πs/L2 7→ s (and keeping
only the leading contribution in the critical domain), one finds that the gap
equation can be written as

Ld−2

(
1

T
− 1

Tc

)
= F (mL) (3.40)

with

F (z) =
1

4π

∫ ∞

0

ds
(
e−sz

2/(4π) ϑd0(s) − s−d/2
)
. (3.41)

For |T − Tc| ≪ Λd−2, we thus find a scaling form which is consistent with RG
predictions:

Lm(T, L) ≡ L/ξ(T, L) = f
(
L/ξ(T, L = ∞)

)
,

where in addition f is a regular function of T at Tc. More precisely, in the large
N limit, using Eq. (3.12) we obtain

K(d)
[
Lm(T, L = ∞)

]d−2
= −F

[
Lm(T, L)

]
,

and we recall that d−2 = 1/ν+O(1/N). Note that the length ξ has the meaning
of a correlation length only for ξ < L. Since η = 0 at this order, m is also directly
related to the magnetic susceptibility χ in zero field, χ = 1/m2.

The function F (z) is decreasing. For z → ∞ the integral is dominated by the
small s region, which corresponds to the infinite volume limit,

F (z) ∼ Γ(1 − d/2)
zd−2

(4π)d/2
= −K(d)zd−2.

One then verifies that for T > Tc fixed, L → ∞ and thus for mL → ∞, one
recovers the infinite volume limit. Alternatively, in the low temperature phase
for T < Tc fixed, L → ∞, mL goes to zero. Thus, the contribution of the zero
mode n = 0 dominates the sum in equation (3.37). Using the relation (3.39),
one then finds

F (z) =
1

z2
+K1(d) +O

(
z2
)
,

K1(d) =
1

4π

∫ ∞

0

ds
(
ϑd0(s) − s−d/2 − 1

)
,
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and thus

χ(L, T )/N =
1

m2
=

(
1

T
− 1

Tc

)
Ld − L2K1(d) +O

(
L4−d/(T − Tc)

)
. (3.42)

We see that the susceptibility diverges with the volume, a precursor of the low
temperature phase with broken symmetry.

Note, finally, that it is instructive to make a similar analysis for other boundary
conditions that have no zero mode.

For d = 2, the regime where finite size effects can be seen corresponds to
T ln(LΛ) = O(1), that is to a regime of low temperature. The zero mode domi-
nates for T ln(LΛ) ≪ 1, and the susceptibility then is given by

χ(T, L) ∼ L2 [1 +O(T ln(LΛ))] .

3.5 The CP (N − 1) models in the large N limit

We discuss here only one other family of models based on symmetric spaces
that can be solved in the large N limit, the CP (N − 1) models, because they
have been the subject of many studies [25]. In particular, one can show that
these models in two dimensions have instanton solutions.

Again one discovers that, within the framework of the large N expansion,
CP (N − 1) models are related to other models, abelian Higgs models, which are
renormalizable in four dimensions.

The models. The field ϕα is an N -component complex vector of unit length:

ϕ̄ · ϕ = N . (3.43)

In addition two vectors ϕα and ϕ′
α are equivalent if

ϕ′
α(x) = eiΛ(x) ϕα(x) . (3.44)

These conditions characterize the symmetric space U(N)/[U(N − 1) × U(1)], a
complex Grassmannian manifold, which is isomorphic to the complex projective
manifold CP (N − 1).

One form of the unique symmetric classical action is

S(ϕ,Aµ) =
1

T

∫
d2xDµϕ · Dµϕ , (3.45)

in which T is a coupling constant and Dµ the covariant derivative:

Dµ = ∂µ + iAµ . (3.46)
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The field Aµ is a gauge field for the U(1) transformations

ϕ′(x) = eiΛ(x) ϕ(x) , A′
µ(x) = Aµ(x) − ∂µΛ(x). (3.47)

The U(N) symmetry of the action is obvious and the gauge symmetry implements
the equivalence (3.47).

In the tree approximation the fields are massless, and the 2N − 2 independent
real components correspond to the Goldstone bosons of the broken symmetry
U(N) → U(N − 1), one Goldstone boson being suppressed by the abelian gauge
symmetry (the Higgs mechanism).

Since the action contains no kinetic term for Aµ, the gauge field is not a
dynamical field but only an auxiliary field that can be integrated out. The
action is quadratic in A and the gaussian integration results in replacing in the
action Aµ by the solution of the A-field equation

NAµ = 1
2 i
(
ϕ · ∂µϕ− ∂µϕ · ϕ

)
= iϕ̄ · ∂µϕ , (3.48)

where Eq. (3.43) has been used. After this substitution, the composite field
ϕ̄ · ∂µϕ/N acts as a gauge field. In the following, however, we find it more
convenient to keep Aµ as an independent field.

Note that the CP (1) model is locally isomorphic to the O(3) non-linear σ-
model, with the identification

φi = ϕ̄ασ
i
αβϕβ . (3.49)

Large N limit. As for the non-linear σ-model, we introduce a Lagrange mul-
tiplier λ(x) to implement the constraint (3.43), and obtain the action

S(ϕ,Aµ, λ) =
1

T

∫
ddx

[
Dµϕ · Dµϕ+ λ (ϕ̄ · ϕ−N)

]
. (3.50)

The integral over ϕ now is gaussian and can be performed. Integrating over
N − 1 components, one finds (with ϕ ≡ ϕ1),

SN (ϕ,Aµ, λ) =
1

T

∫
ddx

[
|Dµϕ|2 + λ

(
|ϕ|2 −N

)]
+ (N − 1) tr ln(−D2

µ + λ).

(3.51)
Of course, the remaining functional integral over ϕ,Aµ, λ is well-defined only
after a choice of gauge.

The gauge field plays no role in the saddle point equations, which are those of
the O(2N) non-linear σ-model. However, the model embodies the physics of the
abelian Higgs model and of the Landau–Ginzburg theory of superconductivity.
In dimensions d > 2, in the broken symmetry phase, the gauge field becomes
massive and the number of Goldstone modes is 2N − 2 instead of 2N − 1. In
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two dimensions a phase with massless modes is excluded; the model exhibits a
symmetric phase with confinement because the Coulomb force is linear.

The abelian Higgs model. The action of the abelian Higgs model can be written
as

S(Aµ, ϕ) =

∫
ddx

[
N

4e2
F 2
µν + Dµϕ · Dµϕ+NU(ϕ̄ · ϕ/N)

]
, (3.52)

where the potential is quadratic:

U(z) = rz + 1
6
uz2. (3.53)

This model with N charged scalars is renormalizable in d = 4 dimensions. In
dimension d = 4 − ε, the RG β-functions are

βu = −εu+
1

24π2N

[
(N + 4)u2 − 18ue2 + 54e4

]
,

βe2 = −εe2 +
1

24π2
e4.

For d = 4, the origin e2 = g = 0 is a stable IR fixed point only for N ≥ Nc =
90 + 24

√
15 ≈ 183. Correspondingly, the model has a stable IR fixed point in

dimension 4 − ε for N ≥ Nc = Nc(d = 4) +O(ε). This is of course the situation
which prevails in the large N limit, and one finds the IR fixed point

u∗ = e2∗ = 24π2ε+O(ε2).

We thus expect both effective couplings g and e to run at low momentum to the
IR fixed point and the model to depend only on one parameter. As in the case
of the non-linear σ model, the linear |ϕ|4 theory and the non-linear CP (N − 1)
model are equivalent.

This result can be verified by the large N techniques. We introduce the two
fields ρ(x) and λ(x) as in section 2.1, to implement the constraint ρ(x) = ϕ̄(x) ·
ϕ(x)/N . We then obtain an action of the form

S(ϕ,Aµ, λ, ρ) =

∫
ddx

[
N

4e2
F 2
µν + Dµϕ · Dµϕ+ λ (ϕ̄ · ϕ−Nρ) +NU(ρ)

]
.

(3.54)
We again integrate over N−1 components of the complex field and find (ϕ ≡ ϕ1)

SN (ϕ,Aµ, λ, ρ) =

∫
ddx

[
N

4e2
F 2
µν + |Dµϕ|2 + λ

(
|ϕ|2 −Nρ

)
+NU(ρ)

]

+ (N − 1) tr ln(−D2
µ + λ). (3.55)

For the scalar field, the arguments that show that after translation of the expec-
tation value the four-point interaction is negligible are the same as for the usual
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φ4 theory. In the symmetric phase the expansion of the tr ln yields an additional
contribution to the gauge field propagator of the form

∆µν(p) = 1
2(p2δµν − pµpν)BΛ(p, 0).

We face the same situation as in section 3.1. For all dimensions d < 4, BΛ(p, 0)
behaves for p small like pd−4 and, therefore, the contribution to the propagator
coming from F 2

µν is negligible. At d = 4, it is subleading by 1/ ln p. Therefore,
1/e2 is the coefficient of an irrelevant contribution, which can be omitted in the
action. The gauge field then is no longer dynamical and we return to the CP (N1)
model.
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4 Fermions in the large N limit

We now illustrate the large N techniques that we have started describing in
section 2.1, with the study of models involving fermions in the vector representa-
tion of the U(N) group. We first explain how a class of self-interacting fermion
models can be solved in the large N limit. When these models have a discrete
chiral symmetry they may exhibit two phases, a symmetric phase with massless
fermions, and a massive phase where the symmetry is broken. The simplest re-
alization is the Gross–Neveu (GN) model, which we study in more detail [72,73].
The model is renormalizable in two dimensions, and describes in perturbation
theory only one phase, the symmetric phase. We also summarize what can be
learned from RG equations and d = 2 − ε expansion.

A different field theory, the Gross–Neveu–Yukawa (GNY) model has the same
symmetry, but a different field content since fermions interact through their
coupling to a scalar field. The model is renormalizable in four dimensions and,
moreover, allows a perturbative analysis of the chiral phase transition. We recall
some properties of the model using perturbation theory and RG equations at
and near four dimensions. We then show that additional information can be
obtained from a large N expansion, and that a relation between the GNY and
GN models follows.

Finally, we also briefly examine QED and the massless Thirring model in the
large N limit.

In all examples, one of the physical issues we explore is the possibility of
spontaneous chiral symmetry breaking and fermion mass generation.

4.1 Large N techniques and fermion self-interactions

We consider a model characterized by a U(Ñ) symmetric action for a set of Ñ
Dirac fermions {ψi, ψ̄i}. Since fermions have also a spin, we concentrate on the
simple examples where interactions involve only the scalar combination both in
the U(Ñ) and the spin group sense:

ψ̄ · ψ ≡
∑

α,i

ψ̄iαψ
i
α.

The action can then be written as

S(ψ̄, ψ) = −
∫

ddx
[
ψ̄(x) · 6∂ψ(x) +NU

(
ψ̄(x) · ψ(x)/N

)]
, (4.1)

where U is a general polynomial potential. We have introduced the notation
N = Ñ tr1, the matrix 1 being the identity in the space of Dirac γ matrices
and N thus the total number of ψ components. Moreover, a chiral invariant
regularization (see Eq. (2.11)) is assumed:

6∂ 7→ 6∂
√
D(−∇2/Λ2) .
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From the general discussion of section 2.1, it is now quite clear how to solve
such a model in the large N limit and how to generate a systematic large N
expansion. We introduce two scalar fields σ and ρ and impose the constraint
ρ(x) = ψ̄(x) · ψ(x)/N by an integral over σ. The partition function can then be
written as

Z =

∫
[dψdψ̄][dρ][dσ] exp

[
−S(ψ̄, ψ, ρ, σ)

]
(4.2)

with

S(ψ̄, ψ, ρ, σ) = −
∫ [

ψ̄ · 6∂ψ +NU
(
ρ(x)

)
+ σ(x)

(
(ψ̄(x) · ψ(x) −Nρ(x)

)]
ddx .

(4.3)
In the representation (4.2), the integration over fermion fields is gaussian and
can be performed, the N -dependence of the partition function becoming explicit.
Again it is convenient to integrate only over Ñ−1 components. The action suited
for large N calculations then takes the form (now ψ ≡ ψ1)

SN (ψ̄, ψ, ρ, σ) = −
∫ [

ψ̄6∂ψ +NU
(
ρ(x)

)
+ σ(x)

(
(ψ̄(x)ψ(x) −Nρ(x)

)]
ddx

− (Ñ − 1) tr ln (6∂ + σ) . (4.4)

For largeN , the action is proportional toN and can be calculated by the steepest
descent method. The action density E for constant fields ρ, σ = M reduces to

E(M, ρ)/N = −U(ρ) +Mρ− 1

2

∫ Λ ddq

(2π)d
ln[(q2 +M2)/q2]. (4.5)

At this order M , the σ expectation value, is also the fermion mass. In the
continuum limit (or in the critical domain) it must satisfy the physical condition
|M | ≪ Λ.

The saddle point equations, expressed in terms of the function (2.12), are

M = U ′(ρ), (4.6a)

ρ =
M

(2π)d

∫ Λ ddq

q2 +M2
= MΩd(M) . (4.6b)

In terms of the function Ωd, the action density then reads

E(M, ρ)/N = −U(ρ) +Mρ−
∫ M

0

sdsΩd(s). (4.7)

From Eq. (4.6b), we infer that ρ/M is positive and that ρ and M vanish simul-
taneously for d > 1. Moreover, the condition |M | ≪ Λ implies that ρ is small in
the natural cut-off scale. We can, therefore, expand U for ρ small:

U(ρ) = Mρ+ 1
2Gρ

2 +O(ρ3). (4.8)
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Using Eq. (4.6b) to eliminate ρ, we infer from Eq. (4.6a)

M = M +GMΩd(M) +O(M2Ω2
d).

In particular, the fermion mass M vanishes when M goes to zero except if the
equation GΩd(M) = 1 has a solution. The latter condition implies G > 0, that
is attraction between fermions. For a repulsive interaction (G < 0), at M = 0
the saddle point is ρ = M = 0 and the fermion mass always vanishes.

The value M = 0 is natural if the model has a discrete symmetry U(ρ) =
U(−ρ), which prevents the addition of an explicit fermion mass term. Such a
symmetry can be realized in the fermion representation, in the form of discrete
chiral transformations in even dimensions, and in odd dimensions is a conse-
quence of parity symmetry. In the case of attractive interactions, the issue one
can then address concerns the possibility of spontaneous fermion mass gener-
ation, consequence of the spontaneous breaking of the symmetry. This is the
question we now discuss at large N .

4.2 Discrete chiral symmetry and spontaneous mass generation

We now consider models with a discrete symmetry that prevents the addition
of a fermion mass (M = 0). In even dimensions it is a discrete chiral symmetry
(γS ≡ γd+1)

ψ 7→ γSψ, ψ̄ 7→ −ψ̄γS , (4.9)

while in odd dimensions it is simply space reflection. Actually, it is possible
to find a unique transformation, which corresponds to space reflection in odd
dimensions, and makes sense in all dimensions

x = {x1, . . . , xµ, . . . , xd} 7→ x̃ = {x1, . . . ,−xµ, . . . , xd},
{
ψ(x) 7→ γµψ(x̃),
ψ̄(x) 7→ −ψ̄(x̃)γµ

.

(4.10)
Then, the potential has the expansion

U(ρ) = 1
2Gρ

2 +O(ρ4) ⇒ ρ ∼M/G , (4.11)

where we have assumed an attractive fermion self-interaction that excludes mul-
ticritical points (G > 0) .

Then, the gap equation (4.6b) has two solutions, a symmetric solution M =
ρ = 0 and a solution with non-vanishing mass and broken symmetry, |M | ≪
ρ1/(d−1) ≪ Λ, which satisfies

1 ∼ GΩd(M). (4.12)

Two dimensions. We first examine dimension 2, which is peculiar. The solu-
tion with non-vanishing mass and broken symmetry leads to

1 = GΩ2(M) ⇒ M ∝ Λ e−2π/G,



54

where |M | ≪ Λ implies that the parameter G has to be small enough. The
massive solution has always lower energy density, and is therefore realized (see
also the variational analysis at the end of the section).

Higher dimensions. In dimensions d > 2, the massive phase can exist only if
the ratio ρ/M is smaller than some critical value

ρ/M = Ωd(0).

Since M/ρ ∼ G, this implies the existence of a critical coupling constant

Gc = 1/Ωd(0). (4.13)

For G < Gc the symmetry is unbroken and fermions are massless: ρ = M = 0.
For G > Gc, instead, both the trivial symmetric solution ρ = M = 0 and a

massive solution can be found. In the broken symmetry phase, the gap equation
can be written as

1

Gc
− 1

G
= Ωd(0) − Ωd(M).

A comparison of energies then shows that the broken phase has a lower energy
than the symmetric phase (see also the variational argument at the end of the
section). For G > Gc, the symmetry is broken and the fermions are massive. At
the critical value Gc, a phase transition occurs.

Note that while for d > 2 the massless symmetric phase M = ρ = 0 can
exist, for d = 2 instead the symmetric solution does not exist anymore. This
phenomenon is associated with the divergence of momentum integral diverges at
q = 0 in the saddle point equation (4.6b). The mechanism is reminiscent of the
Goldstone phenomenon, but with one difference: here it is the symmetric phase
that is massless and therefore does not exist in low dimensions.

Continuum physics in the broken phase is possible only if |M | ≪ Λ, that is
when G is close to its critical value, G−Gc ≪ Λ2−d.

Depending on the position of the dimension with respect to 4, one then finds

M ∝
(

1

Gc
− 1

G

)1/(d−2)

for d < 4 ,

M ∝ 1√
ln(Λ/M)

(
1

Gc
− 1

G

)1/2

for d = 4 ,

M ∝
(

1

Gc
− 1

G

)1/2

for d > 4 .

Finally, we note that in the continuum limit the function U(ρ) can always be
approximated by the quadratic polynomial (4.11).
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The scalar bound state. In the quadratic approximation relevant to the con-
tinuum limit, we can integrate over ρ(x). The result of the gaussian integration
amounts to replace ρ(x) by the solution of the field equation

ρ(x) = σ(x)/G , (4.14)

and the action becomes

SN (ψ̄, ψ, σ) = −
∫ [

ψ̄ (6∂ + σ(x))ψ −Nσ2(x)/2G
]
ddx− (Ñ − 1) tr ln (6∂ + σ) .

(4.15)
It is then instructive to calculate, at leading order, the σ two-point function ∆σ

in the massive phase. Differentiating the action twice with respect to σ(x), and
then setting σ(x) = M , one finds after some algebra

∆−1
σ (p) =

N

G
− N

(2π)d

∫ Λ ddq

q2 +M2

+
N

2(2π)d
(
p2 + 4M2

) ∫ Λ ddq

(q2 +M2) [(p+ q)2 +M2]

= 1
2
N
(
p2 + 4M2

)
BΛ(p,m), (4.16)

where the definition (2.56), the saddle point equation (4.6b) and the relation
(4.11) have been used. We see that the inverse propagator vanishes for ip = 2M
(we use euclidean conventions), which means that in the broken phase, in the
quadratic approximation, one finds a scalar bound state with mass 2M (the
two-fermion threshold), independently of the dimension d of space.

Variational calculations. Here, like for the scalar fields in section 2.8, it is pos-
sible to relate the large N results to results obtained from variational calculations
in the large N limit. One takes as a variational action

S0(ψ̄, ψ) = −
∫

ddx ψ̄ · (6∂ +M)ψ .

The arguments follow directly what has been done in the scalar example. We
introduce the parameter

ρ =
〈
ψ̄ · ψ

〉
0
/N =

Ñ

N
tr

∫ Λ ddk

(2π)d
M − i6k
k2 +M2

= MΩd(M) , (4.17)

where 〈•〉 means expectation value with respect to e−S0 .
Then, the variational energy density Evar is given by

Evar/N = −
〈
U(ψ̄ · ψ)/N

〉
0
+M

〈
ψ̄ · ψ

〉
0
/N − tr ln(6∂ +M)/ tr1 .
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Again, in the large N limit,

〈
U(ψ̄ · ψ)/N

〉
0
∼ U(ρ)

and thus

Evar/N = −U(ρ) +Mρ−
∫ M

0

sdsΩd(s) . (4.18)

We recognize Eq. (4.7) but here ρ and M are related by Eq. (4.17) and thus
Eq. (4.6b) is automatically satisfied. We have now to look for the minimum of
Evar as a function of M . Except for possible end-point solutions, which are not
relevant here, and taking into account Eq. (4.7), we recover Eq. (4.6a).

We can now examine the behaviour of Evar near the trivial symmetric solution
M = 0. From Eq. (4.18), one finds

1

N

∂Evar

∂M
= M(1 −GΩd(M))

∂{MΩd(M)}
∂M

. (4.19)

Thus, for d > 2,
Evar/N ∼

M→0

1
2Ωd(0)M2(1 −G/Gc).

Therefore, for G < Gc the massless symmetric phase has lower energy, while it
is the massive broken phase for G > Gc.
For d = 2,

Evar/N ∼
M→0

−1
2GM

2Ω2
2(M)

and, therefore, the broken phase is always lower.

4.3 The Gross–Neveu model

In the general discussion of the fermion self-interaction in the large N limit, we
have seen that interesting physics can be studied by considering only a quartic
fermion interaction. Then,

S(ψ̄, ψ) = −
∫

ddx
[
ψ̄ · 6∂ψ + 1

2N
G
(
ψ̄ · ψ

)2]
. (4.20)

This characterizes the Gross–Neveu (GN) model which we now study in more
detail. The model illustrates, for G > 0, the mechanism of spontaneous mass
generation and, in even dimensions, chiral symmetry breaking. It is renormaliz-
able and asymptotically free in two dimensions. However, as in the case of the
non-linear σ model, the perturbative GN model describes only one phase.

Since in the GN model the symmetry breaking mechanism is non-perturbative,
it will eventually be instructive to compare it with a different model with the
same symmetries, but where the mechanism is perturbative: the Gross–Neveu–
Yukawa model.



57

RG equations in two and near two dimensions. The GN model is renormaliz-
able in two dimensions, and in perturbation theory describes only the massless
symmetric phase. Perturbative calculations in two dimensions can be made with
an IR cut-off of the form of a mass term Mψ̄ψ, which breaks softly the chiral
symmetry. It is possible to use dimensional regularization in practical calcula-
tions.

Note that in two dimensions the symmetry group is really O(N), as one ver-
ifies after some relabelling of the fields. Therefore, the (ψ̄ψ)2 interaction is
multiplicatively renormalized.

In generic non-integer dimensions d > 2, the situation is more complicated
because the algebra of γ matrices is infinite-dimensional and an infinite number
of four-fermion interactions mix under renormalization. The coupling (4.21) thus
has the interpretation of a coupling constant that parametrizes the RG flow that
joins the gaussian fixed point to the non-trivial UV fixed point. Its flow equation
is obtained by first eliminating all other couplings. This remark is important from
the point of view of explicit calculations in a d − 2 expansion, but because the
problem does not appear at leading order, it does not affect the analysis and we
disregard here this subtlety.

It is convenient to introduce here a dimensionless coupling constant

u = GΛ2−d/N. (4.21)

As a function of the cut-off Λ, the bare vertex functions satisfy the RG equations
[75].

[
Λ
∂

∂Λ
+ β(u)

∂

∂u
− n

2
ηψ(u) − ηM(u)M ∂

∂M

]
Γ(n) (pi; u,M,Λ) = 0 . (4.22)

A direct calculation of the β-function in d = 2 + ε dimension yields [76]

β(u) = εu− (N − 2)
u2

2π
+ (N − 2)

u3

4π2
+

(N − 2)(N − 7)

32π3
u4 +O

(
u5
)
, (4.23)

Here N = Ñ tr1 is the number of fermion degrees of freedom and thus for d = 2
N = 2Ñ .

The special case N = 2, for which the β-function vanishes identically in two
dimensions, corresponds to the Thirring model (since for N = 2 , (ψ̄γµψ)2 =
−2(ψ̄ψ)2). The latter model is also equivalent to the sine-Gordon or the O(2)
vector model.

Finally, the field and mass RG functions, at the presently available, order are

ηψ(u) =
N − 1

8π2
u2 − (N − 1)(N − 2)

32π3
u3 +

(N − 1)(N2 − 7N + 7)

128π4
u4, (4.24)

ηM(u) =
N − 1

2π
u− N − 1

8π2
u2 − (2N − 3)(N − 2)

32π3
u3 +O(u4).
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Repulsive interactions. If u is negative, the form of the β-function shows that
the model is IR free for any dimension d ≥ 2 (at least for u small enough),
chiral symmetry is never broken and, for M = 0, fermions remain massless. In
dimension 2, one finds a gaussian behaviour modified by logarithms. In higher
dimensions the theory is gaussian. Therefore, in what follows we discuss only
the situation of an attractive self-interaction, that is u > 0.

Attractive interactions. As in the case of the non-linear σ model, it is then
convenient to express the solutions of the RG equations (4.22) in terms of a
RG invariant mass scale Λ(u) or its inverse, a length scale ξ of the type of a
correlation length,

ξ−1(u) ≡ Λ(u) ∝ Λ exp

[
−
∫ u du′

β(u′)

]
. (4.25)

We then have to consider separately dimension 2, which is special, and higher
dimensions.

Two dimensions [80–85]. For d = 2, the model is UV asymptotically free.
In the chiral limit (M = 0) the spectrum, then, is non-perturbative, and a
number of arguments lead to the conclusion that the chiral symmetry is always
broken and a fermion mass generated. From the statistical point of view, this
corresponds to a gap in the spectrum of fermion excitations (like in a super-
conductor). All masses are proportional to the mass parameter Λ(u) defined in
equation (4.25). For u small

Λ(u) ∝ Λu1/(N−2) e−2π/(N−2)u
(
1 +O(u)

)
. (4.26)

We see that the continuum limit, which is reached when the masses are small
compared to the cut-off, corresponds to u→ 0.
S-matrix considerations have then led to the conjecture that, for N finite, the

spectrum is

mn = Λ(u)
(N − 2)

π
sin

(
nπ

N − 2

)
, n = 1, 2 . . . < N/2 , N > 4 .

The first values of N are special, the model N = 4 is conjectured to be equivalent
to two decoupled sine-Gordon models.

To each mass value corresponds a representation of the O(N) group. The
nature of the representations leads to the conclusion that n odd corresponds to
fermions and n even to bosons.

This result is consistent with the spectrum for N large evaluated by semi-
classical methods. In particular, the ratio of the masses of the fundamental
fermion ψ and the lowest lying boson σ is

mσ

mψ
= 2 cos

(
π

N − 2

)
= 2 +O(1/N2). (4.27)
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Note that the results about breaking of chiral symmetry, the coupling constant
dependence of the mass scale, and the ratio of (4.27) are completely consistent
with the large N results found in sections 4.1,4.2.

Dimension d = 2 + ε [75]. As in the case of the σ-model, asymptotic freedom
implies the existence of a non-trivial UV fixed point uc in 2 + ε dimension:

uc =
2π

N − 2
ε

(
1 − ε

N − 2

)
+O

(
ε3
)
.

uc is also the critical coupling constant for a transition between a phase in which
the chiral symmetry is spontaneously broken and a massless small u phase.

Setting u = uc in the RG functions, one infers the correlation length exponent
ν:

ν−1 = −β′(uc) = ε− ε2

N − 2
+O

(
ε3
)
, (4.28)

and the fermion field dimension [ψ]:

2[ψ] = d− 1 + ηψ(uc) = 1 + ε+
N − 1

2(N − 2)2
ε2 +O

(
ε3
)
. (4.29)

The dimension of the composite field σ = ψ̄ψ is given by

[σ] = d− 1 − ηM (uc) = 1 − ε

N − 2
+O(ε2).

As for the σ-model, the existence of a non-trivial UV fixed point implies that large
momentum behaviour is not given by perturbation theory above two dimensions.
This explains why the perturbative result that indicates that the model cannot
be renormalized in higher dimensions, cannot be trusted. However, to investigate
whether the ε expansion makes sense beyond an infinitesimal neighbourhood of
dimension two, other methods are required [86], like the 1/N expansion, which
is discussed in sections 4.1, 4.2, 4.6.

4.4 The Gross–Neveu–Yukawa model

The Gross–Neveu–Yukawa (GNY) and the GN models have the same chiral
and U(Ñ) symmetries. The action of the GNY model is (now ε = 4− d) [87–90]

S(ψ̄, ψ, σ) =

∫
ddx

[
−ψ̄ ·

(
6∂ + gΛε/2σ

)
ψ + 1

2 (∂µσ)
2

+ 1
2m

2σ2 +
λ

4!
Λεσ4

]
,

(4.30)
where σ is an additional scalar field, Λ the momentum cut-off, and g, λ dimen-
sionless “bare”, that is effective coupling constants at large momentum scale
Λ.
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The action still has a reflection symmetry, σ transforming into −σ when the
fermions transform by (4.9). In contrast with the GN model, however, the chiral
transition can be discussed here by perturbative methods. An analogous situa-
tion has already been encountered when comparing the (φ2)2 field theory with
the non-linear σ model. An additional analogy is provided by the property that
the GN model is renormalizable in dimension 2 and the GNY model in four
dimensions.

The phase transition. Examining the action (4.30), we see that in the tree
approximation whenm2 is negative the chiral symmetry is spontaneously broken.
The σ expectation value gives a mass to the fermions, a mechanism reminiscent
of the Standard Model of weak-electromagnetic interactions,

mψ = gΛε/2 〈σ〉 , (4.31)

while the σ mass is then

m2
σ =

λ

3g2
m2
ψ . (4.32)

Interactions modify the transition value m2
c of the parameter m2 and thus in

what follows we set
m2 = m2

c + τ . (4.33)

The new parameter τ plays, in the language of phase transitions, the role of the
deviation from the critical temperature.

In order to study the model beyond the tree approximation, we discuss now
shortly RG equations near four dimensions.

4.5 RG equations near dimension 4

The model (4.30) is trivial above four dimensions, renormalizable in four di-
mensions and can thus be studied near dimension 4 by RG techniques. Five
renormalization constants are required, corresponding to the two field renormal-
izations, the σ mass, and the two coupling constants. The RG equations thus
involve five RG functions. The vertex functions Γ(ℓ,n), for l ψ and n σ fields,
then satisfy

(
Λ
∂

∂Λ
+ βg2

∂

∂g2
+ βλ

∂

∂λ
− 1

2ℓηψ − 1
2nησ − ηmτ

∂

∂τ

)
Γ(ℓ,n) = 0 . (4.34)

The RG functions at one-loop order are

βλ = −ελ+
1

8π2

(
3

2
λ2 +Nλg2 − 6Ng4

)
, (4.35)

βg2 = −εg2 +
N + 6

16π2
g4, (4.36)



61

where N = Ñ tr1 is the total number of fermion components. In four dimensions
tr1 = 4 and thus N = 4Ñ .

Dimension 4: In dimension 4, the origin λ = g2 = 0 is IR stable. Indeed
Eq. (4.36) implies that g goes to zero, and Eq. (4.35) then implies that also λ
goes to zero. As a consequence, if the bare coupling constants are generic, that is
if the effective couplings at cut-off scale are of order 1, the effective couplings at
scale µ ≪ Λ are small and become asymptotically independent from the initial
bare couplings. One finds

g2(µ) ∼ 16π2

(N + 6) ln(Λ/µ)
, λ(µ) ∼ 16π2

ln(Λ/µ)
R (4.37)

where we have defined

R =
24N

(N + 6)
[
(N − 6) +

√
N2 + 132N + 36

] . (4.38)

This observation allows using renormalized perturbation theory to calculate
physical observables. For example, we can evaluate the ratio between the masses
of the scalar and fermion fields. To minimize quantum corrections we take for µ
a value of order 〈σ〉. A remarkable consequence follows: the ratio (4.32) of scalar
and fermion masses is fixed [75,91,92]:

m2
σ

m2
ψ

=
λ∗
3g2

∗
=

8N

(N − 6) +
√
N2 + 132N + 36

, (4.39)

while in the classical limit it is arbitrary. Note that in the large N limit

mσ

mψ
= 2

(
1 − 15

N

)
+O(1/N2).

The ratio has the same limit 2 as in two dimensions (Eq. (4.27)), a result that
will be explained by the study of the large N limit in section 4.6.

Of course, if the initial bare couplings are “unnaturally” small, the ratio Λ/µ
may not be large enough for the asymptotic regime (4.37) to be reached. The
renormalized couplings at scale µ may then be even smaller than in Eq. (4.37)
and the ratio will remain arbitrary.

Dimension d = 4 − ε. One then finds a non-trivial IR fixed point

g2
∗ =

16π2ε

N + 6
, λ∗ = 16π2Rε . (4.40)

The matrix of derivatives of the β-functions has two positive eigenvalues ω1, ω2,

0 < ω1 = ε < ω2 = ε
√
N2 + 132N + 36/(N + 6), (4.41)
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and thus the fixed point is IR stable.
The field renormalization RG functions at the same order are

ησ =
N

16π2
g2, ηψ =

1

16π2
g2. (4.42)

At the fixed point one finds

ησ =
Nε

N + 6
, ηψ =

ε

(N + 6)
, (4.43)

and thus the dimensions dψ and dσ of the fields:

dψ =
3

2
− N + 4

2(N + 6)
ε , dσ = 1 − 3

N + 6
ε . (4.44)

The RG function ηm corresponding to the mass operator is at one-loop order:

ηm = − λ

16π2
− ησ ,

and the correlation length exponent ν is given by

1

ν
= 2 + ηm = 2 − εR − Nε

N + 6
= 2 − ε

5N + 6 +
√
N2 + 132N + 36

6(N + 6)
. (4.45)

Finally, we can evaluate the ratio of masses (4.32) at the fixed point:

m2
σ

m2
ψ

=
λ∗
3g2

∗
=

8N

(N − 6) +
√
N2 + 132N + 36

.

In d = 4 and d = 4 − ε, the existence of an IR fixed point has the same con-
sequence: if we assume that the σ expectation value is much smaller than the
cut-off and that the coupling constants are generic at the cut-off scale, then the
ratio of fermion and scalar masses is fixed.

4.6 GNY and GN models in the large N limit

We now show that the GN model plays with respect to the GNY model
(4.30) the role the non-linear σ-model plays with respect to the φ4 field the-
ory [75]. For this purpose we start from the action (4.30) of the GNY model and
integrate over Ñ − 1 fermion fields. We also rescale for convenience Λ(4−d)/2gσ
into σ, and then get the large N action

SN (ψ̄, ψ, σ) =

∫
ddx

{
−ψ̄ (6∂ + σ)ψ + Λd−4

[
1

2g2

(
(∂µσ)

2
+m2σ2

)
+
λσ4

4!g4

]}

− (Ñ − 1) tr ln (6∂ + σ) .
(4.46)
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We take the large N limit with Ng2, Nλ fixed. When σ is of order one, the
action is of order N and can be calculated by the steepest descent method.

We denote by E(σ) the action density for constant field σ(x) and vanishing
fermion fields:

E(σ) = Λd−4

(
m2

2g2
σ2 +

λ

4!g4
σ4

)
− Ñ tr ln (6∂ + σ)

= Λd−4

(
m2

2g2
σ2 +

λ

4!g4
σ4

)
− N

2

∫ Λ ddq

(2π)d
ln[(q2 + σ2)/q2]. (4.47)

The expectation value of σ for N large is a solution to the gap equation

E ′(σ)Λ4−d =
m2

g2
σ +

λ

6g4
σ3 −NΛ4−dσΩd(σ) = 0 , (4.48)

where, again, we have introduced the function (2.12). It is also useful to calculate
the second derivative to check stability of the extrema:

E ′′(σ)Λ4−d =
m2

g2
+

λ

2g4
σ2 +NΛ4−d

∫ Λ ddq

(2π)d
σ2 − q2

(q2 + σ2)2
.

The solution σ = 0 is stable provided

E ′′(0) > 0 ⇔ m2

g2
> NΛ4−dΩd(0).

Instead, the non-trivial solution to the gap equation exists only for

m2

g2
< NΛ4−dΩd(0),

but then it is stable. We conclude that the bare mass mc given by

m2
c

g2
= NΛ4−dΩd(0), (4.49)

is the critical bare mass (the analogue of the critical temperature for a classical
statistical system) where a phase transition occurs. The expression shows that
the fermions favour the chiral transition. In particular when d approaches 2, we
observe that m2

c → +∞ which implies that the chiral symmetry is always broken
in two dimensions. Using Eq. (4.49) and setting

τ = Λd−4(m2 −m2
c)/g

2, (4.50)
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we can write the equation for the non-trivial solution as

τ + Λd−4 λ

6g4
σ2 +N

(
Ωd(0) − Ωd(σ)

)
= 0 .

We now expand Ωd for σ small (see Eq. (2.13)):

Ωd(0) − Ωd(σ) = K(d)σ2−ε − a(d)Λ−εσ2 +O
(
σ4/Λ2+ε

)
. (4.51)

Keeping only the leading terms for τ → 0, we obtain for d < 4 the scaling
behaviour

σ ∼
(
−τ/NK(d)

)1/(d−2)
. (4.52)

Since, at leading order, the fermion mass mψ = σ, it follows immediately that
the exponent ν is also given by

ν ∼ β ∼ 1/(d− 2) ⇒ ησ = 4 − d ⇔ dσ = 1
2 (d− 2 + ησ) = 1 . (4.53)

At leading order for N → ∞, ν has the same value as in the non-linear σ-model.
At leading order in the scaling limit, the thermodynamic potential density

then becomes
G(σ) = 1

2τσ
2 + (N/d)K(d)|σ|d. (4.54)

We note that, although in terms of the σ-field the model has a simple Ising-like
symmetry, the scaling equation of state for N large is different. This reflects the
property that the fermions become massless at the transition and thus do not
decouple.

We also read from the large N action that at this order ηψ = 0. Finally, from
the large N action we can calculate the σ-propagator at leading order. Quite
generally, using the saddle point equation, one finds for the inverse σ-propagator
in the massive phase

∆−1
σ (p) = Λd−4

(
p2

g2
+

λ

3g4
σ2

)

+
N

2(2π)d
(
p2 + 4σ2

) ∫ Λ ddq

(q2 + σ2) [(p+ q)2 + σ2]
. (4.55)

We see that in the scaling limit p, σ → 0, the integral yields the leading contri-
bution. Neglecting corrections to scaling, we find that the propagator vanishes
for p2 = −4σ2 which is just the ψ̄ψ threshold. Thus, in this limit, mσ = 2mψ

in all dimensions, a result consistent with the d = 2 and d = 4 exact values
(Eq. (4.27,4.39)).

At the transition the propagator reduces to

∆σ ∼ 2

Nb(d)pd−2
(4.56)
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with (Eq. (2.60))

b(d) = − π

sin(πd/2)

Γ2(d/2)

Γ(d− 1)
Nd . (4.57)

The result is consistent with the value of ησ in Eq. (4.53).
Finally, we note that the behaviour of the propagator at the critical point,

∆σ(p) ∝ p2−d, implies that the field σ from the point of view of the large N
expansion, for 2 ≤ d ≤ 4, has the canonical dimension

[σ] = 1 . (4.58)

Corrections to scaling and the IR fixed point. The IR fixed point is determined
by demanding the cancellation of the leading corrections to scaling. In the exam-
ple of the action density E(σ), the leading correction to scaling is proportional
to (

λ

4!g4
− Na(d)

4

)
σ4,

(a(d) ∼ 1/8π2ε). We now assume a(d) > 0, otherwise we are led to problems
analogous to those already discussed in section 2.4. Demanding the cancellation
of the coefficient of σ4, we obtain a relation between λ and g2,

g4
∗ =

λ∗
6Na(d)

=
4λ∗επ2

3N
+O

(
ε2
)
.

In the same way, it is possible to calculate the leading correction to the σ-
propagator (4.55). Demanding the cancellation of the leading correction, we
obtain

p2

g2
∗

+
λ∗
3g4

∗
σ2 − 1

2N
(
p2 + 4σ2

)
a(d) = 0 .

The coefficient of σ2 cancels from the previous relation and the cancellation of
the coefficient of p2 implies

g2
∗ =

2

Na(d)
=

16π2ε

N
+O

(
ε2
)

⇒ λ∗ =
192π2ε

N
,

in agreement with the ε-expansion for N large.

The relation to the GN model for dimensions 2 ≤ d ≤ 4. In several examples
we have observed that the contributions coming from the terms (∂µσ)2 and σ4 in
the large N action could be neglected in the IR critical region for d ≤ 4. Power
counting confirms this property because both terms have a canonical dimension
4 > d and are therefore irrelevant. We recognize a situation already encountered
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in the (φ2)2 field theory in the large N limit. In the scaling region it is possible
to omit them and one then finds the action

SN (ψ̄, ψ, σ) =

∫
ddx

[
−ψ̄ · (6∂ + σ)ψ + Λd−4 m

2

2g2
σ2

]
. (4.59)

The gaussian integral over the σ field can then be performed explicitly and yields
the action of the GN model

SN (ψ̄, ψ) = −
∫

ddx

[
ψ̄ · 6∂ψ +

Λ4−d

2m2
g2
(
ψ̄ · ψ

)2
]
.

The GN (with an attractive interaction) and GNY models are thus equivalent
for large distance physics, that is in the continuum limit. Again, the arguments
above rely on the condition that the effective coupling constants at cut-off scale
are generic. In the GN model, in the large N limit, the σ particle, simply appears
as a ψ̄ψ bound state at threshold [94,96].

One may then wonder whether the corrections to scaling are different. Indeed
superficially it would seem that the GN model depends on a smaller number of
parameters than the GNY model. Again this problem is only interesting in four
dimensions where corrections to the leading contributions vanish only logarith-
mically. However, if we examine the divergences of the term tr ln (6∂ + σ) in the
effective action (4.46) relevant for the large N limit, we find a local polynomial
in σ of the form

∫
d4x

[
Aσ2(x) +B (∂µσ)

2
+ Cσ4(x)

]
.

Therefore, the value of the determinant can be modified by a local polynomial of
this form by changing the way the cut-off is implemented: additional parameters,
as in the case of the non-linear σ-model, are hidden in the cut-off procedure. Near
two dimensions these operators can be identified with (ψ̄ψ)2, [∂µ(ψ̄ψ)]2, (ψ̄ψ)4. It
is clear that by changing the cut-off procedure, we change the amplitude of higher
dimension operators. These bare operators in the IR limit have a component on
all lower dimensional renormalized operators.

Finally, note that we could have added to the GNY model an explicit breaking
term linear in the σ field, which becomes a fermion mass term in the GN model,
and which would have played the role of the magnetic field of ferromagnets.

4.7 The large N expansion

Using the large N dimension of fields and power counting arguments, one
can then prove that the 1/N expansion is renormalizable with arguments quite
similar to those presented in section 3.1 [1,2,96].

Alternative theory. To prove that the large N expansion is renormalizable,
one proceeds as in the case of the scalar theory in section 3.1. One starts from a
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critical action with an additional term quadratic in σ which generates the large
N σ-propagator already in perturbation theory:

S(ψ, ψ̄, σ) =

∫
ddx

[
−ψ̄(6∂ + σ)ψ +

1

2v2
σ(−∂2)d/2−1σ

]
. (4.60)

The initial theory is recovered in the limit v → ∞. One then rescales σ in vσ.
The model is renormalizable without σ field renormalization because divergences
generate only local counter-terms. The renormalized action then reads

Sr(ψ, ψ̄, σ) =

∫
ddx

[
−Zψψ̄(6∂ + vrZvσ)ψ +

1

2
σ(−∂2)d/2−1σ

]
. (4.61)

RG equations follow:

[
Λ
∂

∂Λ
+ βv2(v)

∂

∂v2
− n

2
ηψ(v)

]
Γ(l,n) = 0 . (4.62)

Again, the large N expansion is obtained by first summing the bubble contribu-
tions to the σ-propagator. We define

D(v) =
2

b(d)
+Nv2.

Then, the σ propagator for N large reads

〈σσ〉 =
2

b(d)D(v)pd−2
. (4.63)

The solution to the RG equations can be written as

Γ(l,n)(ℓp, v,Λ) = Z−n/2(ℓ)ℓd−l−n(d−2)/2Γ(l,n)(p, v(ℓ),Λ) (4.64)

with the usual definitions

ℓ
dv2

dℓ
= β(v(ℓ)) , ℓ

d lnZ

dℓ
= ηψ(v(ℓ)) .

We are interested in the neighbourhood of the fixed point v2 = ∞. Then, the
RG function η(v) approaches the exponent η. The flow equation for the coupling
constant becomes

ℓ
dv2

dℓ
= ρv2, ⇒ v2(ℓ) ∼ ℓρ.

We again note that a correlation function with l σ fields becomes proportional
to vl. Therefore,

Γ(l,n)(ℓp, v,Λ) ∝ ℓd−(1−ρ/2)l−n(d−2+ηψ )/2. (4.65)
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We conclude

dσ = 1
2
(d− 2 + ησ) = 1 − 1

2
ρ ⇔ ησ = 4 − d− ρ . (4.66)

RG functions at order 1/N [97]. A new generic integral is useful here:

1

(2π)d

∫
ddq(6p + 6q)

(p+ q)2µq2ν
= 6ppd−2µ−2ν Γ(µ+ ν − d/2)Γ(d/2 − µ+ 1)Γ(d/2 − ν)

(4π)d/2Γ(µ)Γ(ν)Γ(d− µ− ν + 1)
.

(4.67)
We first calculate the 1/N contribution to the fermion two-point function at the
critical point (from a diagram similar to diagram 3)

Γ
(2)

ψ̄ψ
(p) = i6p +

2iv2

b(d)D(v)(2π)d

∫ Λ ddq(6p + 6q)
qd−2(p+ q)2

.

We need the coefficient of 6p ln Λ/p. Since we work only at one-loop order, we
again replace the σ propagator 1/qd−2 by 1/q2ν and send the cut-off to infinity.
The residue of the pole at 2ν = d− 2 gives the coefficient of the term 6p lnΛ and
the finite part the 6p ln p contribution. We find

Γ
(2)

ψ̄ψ
(p) = i6p +

2iv2

b(d)D(v)
Nd

(
d− 2

d

)
6p ln(Λ/p) , (4.68)

where Nd is the loop factor (2.14b). Expressing that the
〈
ψ̄ψ
〉

function satisfies
RG equations, we obtain immediately the RG function

ηψ(v) =
v2

D(v)

(d− 2)

d
X1 , (4.69)

where X1 is given by equation (3.28). We then calculate the function
〈
σψ̄ψ

〉
at

order 1/N :

Γ
(3)

σψ̄ψ
(p) = v +A1D

−1(v)v3 lnΛ ,

where A1 corresponds to the diagram of figure 4:

A1 = − 2

b(d)
Nd = −X1 .

The diagram of figure 5 vanishes because the σ three-point function vanishes for
symmetry reasons.

The β-function follows:

βv2(v) =
4(d− 1)v4

d
X1D

−1(v) (4.70)
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and thus

ρ =
8(d− 1)Nd
db(d)N

=
4(d− 1)

dN
X1 .

The exponents ηψ and ησ at order 1/N and, thus, the corresponding dimensions
dψ, dσ of the fields, follow:

ηψ =
(d− 2)

d

X1

N
=

(d− 2)2

d

Γ(d− 1)

Γ3(d/2)Γ(2 − d/2)N
. (4.71)

2dψ = d− 1 − 2(d− 2)

d

X1

N
. (4.72)

For d = 4 − ε, we find ηψ ∼ ε/N , result consistent with (4.43) for N large.
Whereas for d = 2 + ε, one finds ηψ ∼ ε2/2N , consistent with (4.29). The
dimension of the field σ is

dσ = 1
2
(d− 2 + ησ) = 1 − 2(d− 1)

dN
X1 +O(1/N2). (4.73)

A similar evaluation of the
〈
σ2σσ

〉
function allows to determine the exponent ν

to order 1/N :
1

ν
= d− 2 − 2(d− 1)(d− 2)

dN
X1 . (4.74)

Actually all exponents are known to order 1/N2, except ηψ which is known to
order 1/N3.

We discuss now shortly two other models with chiral fermions, in which large
N techniques can be applied, massless QED and the U(N) massless Thirring
model.

4.8 Massless electrodynamics with U(Ñ) × U(Ñ) symmetry.

We first consider Ñ charged massless fermion fields ψ, ψ̄, interacting through
an abelian gauge field Aµ (massless QED with Ñ flavours) [98]:

S(ψ̄, ψ, Aµ) =

∫
ddx

[
1

4e2F
2
µν(x) − ψ̄(x) · (6∂ + i 6A)ψ(x)

]
. (4.75)

This model possesses, in addition to the U(1) gauge invariance, a chiral U(Ñ)×
U(Ñ) symmetry since the fermions are massless. Again, an interesting question
is whether the model exhibits in some dimensions 2 ≤ d ≤ 4 a spontaneous
breaking of chiral symmetry. As before we use here N = Ñ tr1, where N is the
total number of fermion components in Ñ differently flavoured Dirac fields.

Dimension d = 4−ε. In terms of the coupling constant standard in dimension
4,

α ≡ e2

4π
Λ−ε , (4.76)
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the RG β-function reads (taking tr1 = 4 in the space of γ matrices) [103]:

β(α) = −εα +
2Ñ

3π
α2 +

Ñ

2π2
α3 − Ñ(22Ñ + 9)

144π3
α4

− 1

64π4
Ñ
[

616
243 Ñ

2 +
(

416
9 ζ(3) − 380

27

)
Ñ + 23

]
α5 +O

(
α6
)
. (4.77)

The model is IR free in four dimensions. Therefore no phase transition is ex-
pected, at least for e2 small enough. A hypothetical phase transition would rely
on the existence on non-trivial fixed points outside of the perturbative regime.

In the perturbative framework, the model provides an example of the famous
triviality property. For a generic effective coupling constant at cut-off scale
(i.e. bare coupling), the effective coupling constant at scale µ≪ Λ is given by

α(µ) ≡ e2(µ)

4π
∼ 3π

2Ñ ln(Λ/µ)
.

This result can be used to bound the number of charged fields (the number is
not huge).

In 4−ε dimension instead, one finds a non-trivial IR fixed point corresponding
to a coupling constant

e2∗ = 24π2εΛε/N ,

(N = Ñ tr1) and correlation functions have a scaling behaviour at large distance.
As we have discussed in the case of the φ4 field theory, the effective coupling
constant at large distance becomes close to the IR fixed point, except when the
initial coupling constant is very small.

The RG function associated with the field renormalization is also known up
to order α3:

ηψ = ξ
α

2π
− 4Ñ + 3

16π2
α2 +

40Ñ2 + 54Ñ + 27

576π3
α3 +O

(
α4
)
,

where the gauge is specified by a term (∂µAµ)
2/2ξ, but it is a non-physical quan-

tity because it is gauge dependent. The simple dependence of ηψ in ξ reflects the
property that if ψ̄(x)ψ(y) is not gauge invariant, ψ̄(x) exp[i

∮ x
y
Aµ(s)dsµ]ψ(y),

instead is.

The large N limit [104]. To solve the model for N → ∞, one first integrates
over the fermion fields and one obtains the large N action

SN (Aµ) =

∫
ddx

[
1

4e2F
2
µν(x) − Ñ tr ln (6∂ + i 6A)

]
. (4.78)
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The large N limit (N = Ñ tr1) is taken with e2N fixed. Therefore, at leading
order, only SN,F(Aµ), the quadratic term in Aµ in the expansion of the fermion
determinant, contributes. A short calculation yields

SN,F(Aµ) = −N
∫

ddk Aµ(k)
[
k2δµν − kµkν

]
K(k)Aν(−k),

with K(k) =
d− 2

4(d− 1)

[
b(d)kd−4 − a(d)Λd−4

]
+O

(
Λ−2

)
,

(4.79)

where b(d) is the universal constant (2.60), and a(d) is the constant (2.15) that
depends on the regularization.

For d < 4, the leading term in the IR region comes from the integral. The
behaviour at small momentum of the vector field is modified, which confirms the
existence of a non-trivial IR fixed point. The fixed point is found by demand-
ing cancellation of the leading corrections to scaling coming from F 2

µν and the
divergent part of the loop integral,

e2∗ =
2(d− 1)

(d− 2)a(d)

Λ4−d

N
.

However, there is again no indication of chiral symmetry breaking. Power count-
ing within the 1/N expansion confirms that the IR singularities have been elimi-
nated, because the largeN vector propagator is less singular than in perturbation
theory. Of course, this result is valid only for N large. Since the long range forces
generated by the gauge coupling have not been totally eliminated, the problem
remains open for d not close to four, or for e2 not very small and N finite. Some
numerical simulations indeed suggest a chiral phase transition for d = 4 and
d = 3, Ñ ≤ Nc ∼ 3.

The exponents corresponding to the IR fixed point have been calculated up to
order 1/N2. At order 1/N (X1 is defined by Eq. (3.28))

ηψ(ξ = 0) = −(d− 1)2(4 − d)

d(d− 2)

X1

N
+O

(
1/N2

)
,

ηm = −4
(d− 1)2

d(d− 2)

X1

N
+O

(
1/N2

)
,

β′(α∗) = 4 − d− (d− 3)(d− 6)(d− 1)2(4 − d)

d(d− 2)

X1

N
+O

(
1/N2

)
.

Finally, note that in the d = 2 limit, the integral generates a contribution
Ne2/πk2 times the propagator of the free gauge field

K(k) ∼
d→2

1

4πk2
.
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As a direct analysis of the d = 2 case confirms, this corresponds to a massive
bound state, of mass squared Ne2/π. However, for generic values of the coupling
constant, the mass is of the order of the cut-off Λ. Only when e is “unnaturally”
small with respect to the microscopic scale, as one assumes in conventional renor-
malized perturbation theory, does this mass correspond in the continuum limit
to a propagating particle.

Two dimensions. We now assume that the dimensional quantity e2 is small
in the microscopic scale. The model then is a simple extension of the Schwinger
model and can be exactly solved by the same method. For Ñ = 1, the model
exhibits the simplest example of a chiral anomaly, illustrates the property of con-
finement and spontaneous chiral symmetry breaking. For Ñ > 1, the situation
is more subtle. The neutral ψ̄ψ two-point function decays algebraically,

〈
ψ̄(x) · ψ(x)ψ̄(0) · ψ(0)

〉
∝ x2/Ñ−2,

indicating the presence of a massless mode and
〈
ψ̄ψ
〉

= 0. Instead, if we calculate
the two-point function of the composite operator

OÑ (x) =
Ñ∏

i=1

ψ̄i(x)ψi(x),

we find
〈OÑ (x)OÑ (0)〉 ∝ const. .

We have thus identified an operator which has a non-zero expectation value.
As a consequence of the fermion antisymmetry, if we perform a transformation
under the group U(Ñ) × U(Ñ) corresponding to matrices U+, U−, the operator
is multiplied by detU+/ detU−. The operator thus is invariant under the group
SU(Ñ) × SU(Ñ) × U(1). Its non-vanishing expectation value is the sign of the
spontaneous breaking of the remaining U(1) chiral group.

4.9 The U(Ñ) Thirring model

We now consider the model [107–109]

S(ψ̄, ψ) = −
∫

ddx
[
ψ̄ (6∂ +m0)ψ − 1

2gJµJµ
]
, (4.80)

where
Jµ = ψ̄γµ · ψ . (4.81)

The special case Ñ = 1 corresponds to the simple Thirring model. In two
dimensions, it is then equivalent to a free massless boson field theory (with mass
term for fermions, one obtains the sine–Gordon model). In order to bosonize the
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model in d = 2 and to study that large N properties, one introduces an abelian
gauge field Aµ coupled to the current Jµ:

1
2gJµJµ 7−→ A2

µ/2g + iAµJµ . (4.82)

One then finds massive QED without a F 2
µν gauge kinetic term:

S(Aµ, ψ̄, ψ) = −
∫

d2x
[
ψ̄ (6∂ + i 6A +m0)ψ − A2

µ/2g
]
. (4.83)

If one integrates over the fermions, the fermion determinant generates a kinetic
term for the gauge field. For m0 = 0, the situation is thus similar to massless
QED, except that the gauge field is now massive.
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5 Dissipative dynamics in the large N limit

We now study a dissipative stochastic dynamics described by a Langevin equa-
tion, in the large N limit. From the point of critical phenomena, the dissipative
Langevin equation describes the simplest time evolution with prescribed equilib-
rium distribution, and allows calculating relaxation or correlation times or time-
dependent correlation functions. We recall that the correlation time diverges at
a second order phase transition, a phenomenon called critical slowing-down, and
this leads to universal long time evolution [111].

Purely dissipative stochastic dynamics is a problem interesting in its own right,
but it will also serve as an introduction to the discussion of supersymmetric
models of section 6, since correlation functions associated with the dissipative
Langevin equation can be calculated from a functional integral with a supersym-
metric action. The corresponding algebraic structure generalizes supersymmetric
quantum mechanics.

5.1 Langevin equation in the large N limit

A general dissipative Langevin equation for a scalar field ϕ is a stochastic
differential equation of the form

∂ϕ(t, x)

∂t
= −Ω

2

δA
δϕ(t, x)

+ ν(t, x), (5.1)

where ν(t, x) is a gaussian white noise,

〈ν(t, x)〉 = 0 , 〈ν(t, x)ν(t′, x′)〉 = Ω δ(t− t′)δ(x− x′), (5.2)

and the constant Ω characterizes the amplitude of the noise. This equation gen-
erates a time-dependent field distribution, which converges at large time towards
an equilibrium distribution corresponding to the functional measure e−A(ϕ)[dϕ]
if it is normalizable.

O(N) symmetric models in the large N limit. We now consider a model where
ϕ is a N -component field and the static action A(ϕ) has an O(N) symmetry of
the form (2.1):

A(ϕ) =

∫
ddx

[
1
2
(∂µϕ)2 +NU(ϕ2/N)

]
. (5.3)

The corresponding Langevin equation then reads

ϕ̇i(t, x) = −1
2Ω
[
−∇2

x + 2U ′(ϕ2/N)
]
ϕi(t, x) + νi(t, x) (5.4)

with

〈νi(t, x)〉 = 0 , 〈νi(t, x)νj(t′, x′)〉 = Ω δ(t− t′)δ(x− x′)δij . (5.5)
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Here, the components νi of the noise are independent variables and in the large
N limit the central limit theorem applies to O(N) scalar functions of ν.

As a boundary condition, we choose

ϕ(t = −∞, x) = 0 ,

which ensures equilibrium at any finite time.
We then set

ρ(t, x) = ϕ2(t, x)/N , m2 = 2U ′(ρ),

and assume, as an ansatz, that m2 goes to a constant in the large N limit. The
Langevin equation then becomes linear and can be solved. Introducing the field
Fourier components

ϕ(t, x) =

∫
ddk eikx ϕ̃(t, k), ν(t, x) =

∫
ddk eikx ν̃(t, k),

one finds

ϕ̃(t, k) =

∫ t

−∞
dτ e−Ω(k2+m2)(t−τ)/2 ν̃(τ, k),

with

〈ν̃i(t, k)ν̃j(t′, k′)〉 =
1

(2π)d
δ(t− t′)δ(k + k′)δij .

The calculation of ρ(t, x) then involves the quantity with vanishing fluctuations
for N → ∞:

∑

i

ν̃i(τ1, k1)ν̃i(τ2, k2) ∼
N

(2π)d
δ(k1 + k2)δ(τ1 − τ2).

Therefore,

ρ(t, x) =
1

(2π)d

∫
ddk

∫ t

−∞
dτ e−Ω(k2+m2)(t−τ) =

1

(2π)d

∫
ddk

k2 +m2
= Ωd(m),

a result that is consistent with the ansatz m constant. One then recognizes the
static saddle point equation (2.10c) in the symmetric phase.

For the broken phase the ansatz or boundary conditions have to be slightly
modified. One verifies that provided m = 0, one can impose

ϕ(t = −∞, x) = σ ,

where σ is a constant. Then,

ϕ̃(t, k) =

∫ t

−∞
dτ e−Ωk2(t−τ)/2 ν̃(τ, k) + σδ(k),
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and

ρ(t, x) = σ2/N +
1

(2π)d

∫
ddk

∫ t

−∞
dτ e−Ωk2(t−τ) = σ2/N + Ωd(0),

where one recognizes the static saddle point equation (2.10c) in the broken phase.
However, we will not discuss the problem of the large N expansion in this

formalism further, because we now introduce an alternative supersymmetric for-
malism.

5.2 Path integral solution: Supersymmetric formalism

In the case of the purely dissipative Langevin equation (5.1) with gaussian white
noise, it can be shown that dynamic correlation functions can also be expressed
in terms of a functional integral that generalizes supersymmetric quantum me-
chanics [112–114].

One introduces a superfield Φ function of two Grassmann coordinates θ̄, θ:

Φ(t, x; θ̄, θ) = ϕ(t, x) + θψ̄(t, x) + ψ(t, x)θ̄+ θθ̄ϕ̄(t, x) ,

and supersymmetric covariant derivatives

D̄ =
∂

∂θ̄
, D =

∂

∂θ
− θ̄

∂

∂t
, (5.6)

which satisfy the anticommutation relations

D2 = D̄2 = 0 , DD̄ + D̄D = − ∂

∂t
. (5.7)

The generating functional of Φ-field correlation functions then is given by

Z(J) =

∫
[dΦ] e−S(Φ)+J·Φ

with

S(Φ) =

∫
dθ̄ dθ dt

[
2

Ω

∫
ddx D̄ΦDΦ + A(Φ)

]
. (5.8)

Here J(x, θ̄, θ) is a source for Φ field:

J · Φ ≡
∫

dt ddx dθ̄dθ J(t, x, θ̄, θ)Φ(t, x, θ̄, θ).

Note that with our conventions for the θ integration measure

δ2(θ − θ′) = (θ − θ′)(θ̄ − θ̄′) .
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The generalized action S(Φ) is supersymmetric. The corresponding supersym-
metry generators are

Q =
∂

∂θ
, Q̄ =

∂

∂θ̄
+ θ

∂

∂t
. (5.9)

Both anticommute with D and D̄ and satisfy

Q2 = Q̄2 = 0 , QQ̄ + Q̄Q =
∂

∂t
. (5.10)

Let us verify, for instance, that Q̄ is the generator of a symmetry. We perform a
variation of Φ of the form

δΦ(t, θ, θ̄) = ε̄Q̄Φ , (5.11)

which in component form reads

δϕ = ψε̄ , δψ = 0 , δψ̄ = (ϕ̄− ϕ̇) ε̄ , δϕ̄ = ψ̇ε̄ . (5.12)

The term A is invariant because it does not depend on t and θ̄ explicitly. For
the remaining term, the additional property that Q̄ anticommutes with D and
D̄ has to be used:

δ
[
D̄φDφ

]
= D̄

[
ε̄Q̄φ

]
Dφ+ D̄φD

[
ε̄Q̄φ

]
= ε̄Q̄

[
D̄φDφ

]
.

The variation of the action density thus is a total derivative. A similar argument
applies to Q. This proves that the action is supersymmetric.

This supersymmetry is directly related to the property that the corresponding
Fokker–Planck hamiltonian is equivalent to a positive hamiltonian.

Static action. The static action defines the equilibrium distribution. In what
follows we have in mind a static action of the form (this includes the action (5.3))

A(ϕ) =

∫
ddx

[
1
2 (∂µϕ)2 + 1

2m
2ϕ2 + V (ϕ)

]
.

The propagator ∆ is the inverse of the kernel

K = − 2

Ω
[D̄,D] −∇2

x +m2.

Introducing Fourier components, frequency ω corresponding to time and mo-
mentum k corresponding to space, we can write this operator more explicitly.
From

[D̄,D]δ2(θ − θ′) = 2 + iω(θ′ − θ)(θ̄ + θ̄′)
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one infers

K(ω,k, θ′, θ) =

{
− 2

Ω
[D̄,D] + k2 +m2

}
δ2(θ − θ′)

= − 4

Ω

[
1 + 1

2 iω(θ′ − θ)(θ̄ + θ̄′)
]
+ (k2 +m2)δ2(θ − θ′).

To obtain the propagator ∆ in superspace, we note

(
[D̄,D]

)2
= −

(
2D̄D + iω

) (
2DD̄ + iω

)
= −ω2 .

Then,

∆ =
Ω

2

[D̄,D] + Ω(k2 +m2)/2

ω2 + Ω2(k2 +m2)2/4

or, more explicitly,

∆(ω,k, θ′, θ) =
Ω
[
1 + 1

2 iω (θ′ − θ)
(
θ̄ + θ̄′

)
+ 1

4Ω
(
k2 +m2

)
δ2(θ̄′ − θ̄)

]

ω2 + Ω2

4
(k2 +m2)

2 . (5.13)

5.3 Ward–Takahashi (WT) identities and renormalization

WT identities. The symmetry associated with the Q generator has a simple con-
sequence, correlation functions are invariant under a translation of the coordinate
θ. The transformation (5.11) has a slightly more complicated form. Connected
correlation functions W (n)(ti, xi, θi, θ̄it) and proper vertices Γn)(ti, xi, θi, θ̄i) sat-
isfy the WT identities

Q̄W (n)(ti, xi, θi, θ̄i) = 0 , Q̄Γ(n)(ti, xi, θi, θ̄i) = 0 (5.14)

with

Q̄ ≡
n∑

k=1

(
∂

∂θ̄k
+ θk

∂

∂tk

)
.

After Fourier transformation over time, the operator Q̄ takes the form

Q̄ =
n∑

k=1

(
∂

∂θ̄k
− iωkθk

)
. (5.15)

One verifies immediately that the propagator (5.13) satisfies the identity (5.14).
Actually, the general solution can be written as

W̃ (n)(ω,k, θ, θ̄) = exp


− i

4n

∑

k,l

(θk − θl)(ωk − ωl)(θ̄k + θ̄l)


F (n)(ω,k, θ, θ̄),
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where the function F (n)(ω,k, θ, θ̄) now is invariant under translations of both θ
and θ̄.

Example: a two-point function. Let us explore the implications of WT iden-
tities for a two-point function. As the relations (5.9,5.10) show, supersymmetry
implies translation invariance on time and θ. Therefore, any two-point function
W (2) can be written as

W (2) = A(t1−t2)+(θ1−θ2)
[
(θ̄1 + θ̄2)B(t1 − t2) + (θ̄1 − θ̄2)C(t1 − t2)

]
. (5.16)

The WT identity (5.14) then implies

2B(t) =
∂A

∂t
. (5.17)

The WT identity does not determine the function C. An additional constraint
comes from causality. For the two-point function, it implies that the coefficient
of θ1θ̄2 vanishes for t1 < t2 and the coefficient of θ2θ̄1 for t2 < t1. The last
function is thus determined, up to a possible distribution localized at t1 = t2.
One finds

2C(t) = −ǫ(t)∂A
∂t
, (5.18)

where ǫ(t) is the sign of t, and, therefore,

W (2) =

{
1 + 1

2 (θ1 − θ2)
[
θ̄1 + θ̄2 − (θ̄1 − θ̄2)ǫ(t1 − t2)

] ∂

∂t1

}
A(t1 − t2). (5.19)

Renormalization. In the special case of the supersymmetric dynamical action
(5.8), a comparison between the two explicit quadratic terms in Φ of the action
yields the relation between dimensions [118]

[t] −
[
θ̄
]
− [θ] = 0 ⇒ [dt] +

[
dθ̄
]
+ [dθ] = 0 . (5.20)

(We recall that since integration and differentiation over anticommuting variables
are equivalent operations, the dimension of dθ is −[θ].)

Therefore, the term proportional to A(Φ) in the action has the same canonical
dimension as in the static case: the power counting is thus the same and the
dynamic theory is always renormalizable in the same space dimension as the
static theory. Note that Eq. (5.20) also implies

2[Φ] = d+ [t] ,

an equation that relates the dimensions of field and time.
One then verifies that supersymmetry is preserved by renormalization and that

the most general supersymmetric renormalized action has the form

Sr(Φ) =

∫
dθ̄ dθ dt

[
2

Ω
ZΩ

∫
ddx D̄ΦDΦ + Ar(Φ)

]
, (5.21)

where ZΩ is the renormalization of the parameter Ω, and thus also of the scale
of time.

The renormalized Langevin equation thus remains dissipative; the drift force
derives from an action.
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5.4 O(N) symmetric models in the large N limit: supersymmetric formalism

We now consider again the O(N) symmetric Langevin equation (5.4) for an
N -component field ϕ, corresponding to the static action (5.3):

A(ϕ) =

∫
ddx

[
1
2
(∂µϕ)2 +NU(ϕ2/N)

]
.

We apply the usual strategy and introduce in the dynamic theory two superfields
L and R, which have the form

L(θ) = l + θℓ̄+ ℓθ̄ + θθ̄λ ,

R(θ) = ρ+ θσ̄ + σθ̄ + θθ̄s .

We implement the condition R = Φ2/N by an integral over L. The functional
integral takes the form

Z =

∫
[dΦ][dR][dL] e−S(Φ,R,L)

with

S(Φ, R, L) =

∫
dtdθ̄dθddx

[
2

Ω
D̄ΦDΦ + 1

2 (∂µΦ)2 +NU(R) + 1
2L(Φ2 −NR)

]
.

We integrate over N − 1 components of the Φ field, keeping one component
Φ1 = φ as a test-component. The large N action then reads

SN =

∫
dtdθ̄dθddx

[
2

Ω
D̄φDφ+ 1

2 (∂µφ)2 +NU(R) + 1
2L(φ2 −NR)

]

+ 1
2 (N − 1) Str ln

{
−2Ω−1[D̄,D] −∇2

x + L
}
,

where Str means trace in the sense of space, time and Grassmann coordinates.
At leading order at large N , the functional integral can be calculated by the

steepest descent method. The two first saddle point equations, obtained by
varying the superfields φ and R, are

(
− 2

Ω
[D̄,D] + L

)
φ = 0 , (5.22a)

L− 2U ′(R) = 0 . (5.22b)

The last saddle point equation, obtained by varying L, involves the φ super-
propagator ∆:

R − φ2/N =
1

(2π)d+1

∫
dω ddk∆(ω,k, θ, θ), (5.22c)
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where ω and k refer to the time and space Fourier components, respectively.
The super-propagator can be calculated, for example, by solving

{
−2Ω−1[D̄,D] + k2 + L

}
φ = J .

For Eq. (5.22c), the φ-propagator in presence of a L field is needed, but only for
L of the form

L = m2 + θθ̄λ ,

with m2, λ constants. Then, setting

G = k2 +m2 + 2iω/Ω

one finds

∆(ω,k, θ′, θ) =
4Ω−1 +Gθ′θ̄′ +G∗θθ̄ − λθ′θ̄′θθ̄

GG∗ + 4λ/Ω
− θ′θ̄

G
− θθ̄′

G∗ .

At coinciding points θ = θ′ it reduces to

∆(ω,k, θ, θ) =
4Ω−1 + 2(k2 +m2)θθ̄

GG∗ + 4λ/Ω
− 2(k2 +m2)θθ̄

GG∗ .

After integration over ω, one obtains

1

2π

∫
dω∆(ω,k, θ, θ) ≡ ∆̄(k, θ) =

1 + Ω(k2 +m2)θθ̄/2√
(k2 +m2)2 + 4λ/Ω

− 1
2Ωθθ̄ .

Eq. (5.22c) then becomes

R − φ2/N =
1

(2π)d

∫
ddk ∆̄(k, θ).

All saddle point equations reduce to the static equations for λ = 0, and then
F = s = 0, which implies that supersymmetry is preserved, and the ground state
energy vanishes. Then, no further analysis is necessary. Of course, we know that
supersymmetry is broken when the measure e−A(ϕ)[dϕ] is not normalizable. But
this effect cannot be seen at leading order in perturbation theory nor in the large
N limit.

Finally, note that the super-propagator formalism simplifies dynamic 1/N cal-
culations.

The action density: saddle point equations in component form. Alternatively,
one can start from the action density for constant scalar fields and vanishing
Grassmann fields

E = − 2

Ω
F 2 +NsU ′(ρ) +

1

2
λ(ϕ2 −Nρ) +

1

2
m2(2Fϕ−Ns)

+
NΩ

4

∫
ddk

(2π)d

(√
(k2 +m2)2 + 4λ/Ω − k2 −m2

)
. (5.23)
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By differentiating E with respect to all parameters, one recovers the saddle point
equations in component form:

F = Ωm2ϕ/4 , m2F + λϕ = 0 , (5.24)

m2 = 2U ′(ρ) , λ = 2sU ′′(ρ), (5.25)

and

ρ− ϕ2/N =
1

(2π)d

∫
ddk√

(k2 +m2)2 + 4λ/Ω
(5.26a)

s− 2Fϕ/N =
Ω

2

1

(2π)d

∫
ddk

[
(k2 +m2)√

(k2 +m2)2 + 4λ/Ω
− 1

]
. (5.26b)

Note that the same action density is obtained in a largeN variational calculation,
starting from

S0(Φ, L) =

∫
dtdθ̄dθddx

[
2

Ω
D̄ΦDΦ + 1

2 (∂µΦ)2 + 1
2L(Φ − Φ0)

2)

]
,

but then the two equations (5.26) are constraints, and only Φ0 and L are varia-
tional parameters.

Eliminating F between the two equations (5.24), one finds

ϕ(λ+ Ωm4/4) = 0 . (5.27)

This equation has two solutions: ϕ = 0 which corresponds to the O(N) symmet-
ric phase, λ+ Ωm4/4 = 0 which corresponds to a broken massless phase.

Eliminating F, s, ρ from the action density using the saddle point equations,
one obtains the ground state energy density

1

N
E = −1

2
λϕ2 − λ

2(2π)d

∫
ddk√

(k2 +m2)2 + 4λ/Ω

+
Ω

4

∫
ddk

(2π)d

(√
(k2 +m2)2 + 4λ/Ω − k2 −m2

)
.

In the symmetric phase the derivative of E with respect to λ is

∂E
∂λ

=
N

Ω

λ

(2π)d

∫
ddk

[(k2 +m2)2 + 4λ/Ω]
3/2

.

The minimum is at λ = 0, that is at the supersymmetric point, where E vanishes.
In the broken symmetry phase λ is non-positive. A short calculation shows

that again E is positive. The minimum is reached for m2 = 0, and therefore
λ = 0. The minimum again is supersymmetric and E then vanishes at the
minimum, independently of the value of ϕ.
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5.5 Quartic potential

We now specialize to the quartic potential

U(R) = 1
2rR +

u

4!
R2.

Then, the integral over R can be performed, leading to a contribution

L = r + 1
6
uR ⇒ δSN = −3N(L− r)2/2u.

Note that for u > 0 the usual static results are recovered, a symmetric phase
for r > rc and a broken symmetry phase otherwise. For u < 0 one finds the
opposite situation, and there is no sign that the situation is pathological form
the static point of view. The absence of an equilibrium state requires higher
order calculations.

RG equations. The RG differential operator (2.28) acting on dynamic correla-
tion functions takes at Tc (r = rc) the form

DRG = Λ
∂

∂Λ
+ β(g)

∂

∂g
+ ηΩ(g)Ω

∂

∂Ω
− n

2
η(g), (5.28)

where g = uΛ4−d/N and ηΩ(g) is a new independent RG function related to the
renormalization constant ZΩ.

The solution of the RG equation for the two-point function W̃ (2) leads to the
scaling form

W̃ (2)(p, ω, θ = 0) ∼ p−2+η−zG(2)(ω/pz). (5.29)

The dynamic exponent z which also characterizes, near the critical point, the
divergence of the correlation time in the scale of the correlation length, keeps at
leading order its classical value z = 2.

At order 1/N the 〈LL〉 propagator is needed. In the symmetric phase ϕ = 0,
it is given by

[∆L]−1 = − 3

u
δ2(θ̄−θ̄′)+ 1

(2π)d+1

∫
ddk dω′′ ∆(ω′′,k, θ, θ′)∆(ω−ω′′,p− k, θ, θ′).

In the infrared limit ω,k → 0, it can be evaluated and used to calculate the φ
two-point function at order 1/N . The value of the dynamic exponent z at order
1/N follows. It can be written as [119]

z = 2 + cη , c =

(
4

4 − d

){
dB( 1

2
d− 1, 1

2
d− 1)

8
∫ 1/2

0
dx [x(2 − x)]d/2−2

− 1

}
,

where η has been given in section 3.1 and B(α, β) is the mathematical β-function.
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The dissipative non-linear σ-model. Within the framework of the large N
expansion, we have shown that the results of the static (φ2)2 could be reproduced
by the non-linear σ-model. This result generalizes to the dynamic theory [120].
In terms of the superfield Φ, the functional integral takes a form

Z =

∫
[dΦ]δ(Φ2 −N) exp

[
− 1

T

∫
dtdθ̄dθddx

(
2

Ω
D̄ΦDΦ + 1

2(∂µΦ)2
)]

.

Therefore, the strategy is the same as in the static case. Since supersymmetry
is not broken, the saddle point equations again reduce to the static equations.
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6 Supersymmetric models in the large N limit

We have already discussed scalar field theories and self-interacting fermions in
the large N limit. We want now to investigate how the results are affected by
supersymmetry, and what new properties emerge in this case [121].

Unfortunately, not many supersymmetric models can be constructed which
can be studied by large N techniques. We consider here two such models which
involve anN -component scalar superfield, in three and two euclidean dimensions.
First, we solve at large N a (Φ2)2 supersymmetric field theory. We then examine
the supersymmetric non-linear σ model, very much as we have done in the non
supersymmetric examples.

Both models are the simplest generalization of supersymmetric quantum me-
chanics as it naturally appears, for example, in the study of stochastic evolution
equations of Langevin type (see section 5).

Again the main issue will be the phase structures of these models, and the
possibility of spontaneous symmetry breaking [122].

6.1 Supersymmetric scalar field in three dimensions

Apart from the interest in the general phase structure of the supersymmetric
(Φ2)2 model, it will be of interest here to study the spontaneous breaking of scale
invariance that occurs in this model at large N . As we will be seen below, in a
certain region of the parameter space, there is only spontaneous breaking of scale
invariance and no explicit breaking. Though one may expect this as a result of
non-renormalization of the coupling constant, in fact this happens also in the
non-supersymmetric case (see appendix A1). When the coupling constant that
binds bosonic and fermionic O(N) quanta is tuned to a value at which O(N)
singlet massless bound states are created. The resulting massless Goldstone
particles appear as a supersymmetric multiplet of a dilaton and dilatino.

Conventions and notation: Supersymmetry and Majorana spinors in d = 3.
Since the properties of Majorana spinors in three euclidean space dimensions
may not be universally known, we briefly recall some of them and explain our
notation. In three dimensions the spin group is SU(2). Then, a spinor transforms
like

ψU = Uψ , U ∈ SU(2).

The role of Dirac γ matrices is played by the Pauli σ matrices, γµ ≡ σµ. More-
over, σ2 is antisymmetric while σ2σµ is symmetric. This implies

σ2σµσ2 = −Tσµ ⇒ U∗ = σ2Uσ2 .

A Majorana spinor corresponds to a neutral fermion and has only two indepen-
dent components ψ1, ψ2. The conjugated spinor is defined by (T means trans-
posed)

ψ̄ = Tψσ2 ⇔ ψ̄α = iǫαβψβ , (6.1)
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(ǫαβ = −ǫβα, ǫ12 = 1) and thus ψ̄ transforms like

[Tψσ2]U = [Tψσ2]U
† .

In the same way, we define a spinor of Grassmann coordinates

θ̄ = Tθσ2 .

Since the only non-vanishing product is θ1θ2, we have

θ̄αθβ = 1
2δαβ θ̄ · θ .

The scalar product of θ̄ and θ is

θ̄ · θ = −2iθ1θ2 ⇒ θαθ̄β = iδαβθ1θ2 .

If θ̄′, θ′ is another pair of coordinates, because σ2σµ is symmetric, one finds

θ̄σµθ
′ = Tθσ2σµθ

′ = −θ̄′σµθ , (6.2)

and for the same reason

θ̄ψ = ψ̄θ .

Other useful identities are

(θ̄ψ)2 = −1
2
(θ̄θ)(ψ̄ψ), (θ̄6pψ)2 = 1

2
p2(ψ̄ψ)(θ̄θ).

It is convenient to integrate over θ1, θ2 with the measure

d2θ ≡ i

2
dθ2dθ1 .

Then, ∫
d2θ θ̄αθβ = 1

2
δαβ ,

∫
d2θ θ̄ · θ = 1 .

With this convention the identity kernel δ2(θ′ − θ) in θ space is

δ2(θ′ − θ) = (θ̄′ − θ̄) · (θ′ − θ). (6.3)

Superfields and covariant derivatives. A superfield Φ(θ) can be expanded in θ:

Φ(θ) = ϕ+ θ̄ψ + 1
2 θ̄θF . (6.4)
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Again, although only two θ variables are independent, we define the covariant
derivatives Dα and D̄α (D̄ = σ2D)

Dα ≡ ∂

∂θ̄α
− (6∂θ)α , D̄α ≡ ∂

∂θα
− (θ̄6∂)α .

Then the anticommutation relation is

{Dα, D̄β} = −2[6∂ ]αβ .

Also

D̄αDα =
∂

∂θα

∂

∂θ̄α
− (θ̄6∂)α

∂

∂θ̄α
− ∂

∂θα
(6∂θ)α + θ̄αθα∂

2 .

Since the σµ are traceless, using the identity (6.2) one verifies that D̄D can also
be written as

D̄αDα =
∂

∂θα

∂

∂θ̄α
− 2(θ̄6∂)α

∂

∂θ̄α
+ θ̄αθα∂

2 ,

and, therefore, in component form

D̄αDαΦ = 2F − 2θ̄6∂ψ + θ̄θ∂2ϕ .

Moreover, (
D̄αDα

)2
= 4∂2.

Supersymmetry generators and WT identities. Supersymmetry is generated
by the operators

Qα =
∂

∂θ̄α
+ (6∂θ)α , Q̄α =

∂

∂θα
+ (θ̄6∂)α ,

which anticommute with Dα (and thus D̄α). Then,

{Q̄α, Qβ} = 2[6∂ ]αβ .

Supersymmetry implies WT identities for correlation functions. The n-point
function W̃ (n)(pk, θk) of Fourier components satisfies

QαW̃
(n) ≡

[
∑

k

∂

∂̄θkα
− i(6pkθk)α

]
W̃ (n)(p, θ) = 0 .

To solve this equation, we set

W̃ (n)(p, θ) = F (n)(p, θ) exp


− i

2n

∑

jk

θ̄j(6pj − 6pk)θk


 , (6.5)
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where F (n) is a symmetric function in the exchange {pi, θi} ↔ {pj , θj}. It then
satisfies ∑

k

∂

∂θkα
F (n)(p, θ) = 0 ,

that is, is translation invariant in θ space.
In the case of the two-point function, this leads to the general form

W̃ (2)(p, θ′, θ) = A(p2)
[
1 + C(p2)δ2(θ′ − θ)

]
eiθ̄6pθ

′

. (6.6)

= A(p2)
[
1 + C(p2)(θ̄′ − θ̄)(θ′ − θ) + iθ̄6pθ′ − 1

4p
2θ̄θθ̄′θ′

]
.

Since the vertex functions Γ(n) satisfy the same WT identities, they take the
same general form.

General O(N) symmetric action. We now consider the O(N) invariant action

S(Φ) =

∫
d3x d2θ

[
1
2 D̄Φ · DΦ +NU(Φ2/N)

]
, (6.7)

where Φ is a N -component vector.
In component notation

∫
d2θ D̄ΦDΦ = −

∫
d2θΦD̄αDαΦ = −ψ̄6∂ψ + (∂µϕ)2 − F 2. (6.8)

Then, since
Φ2 = ϕ2 + 2ϕθ̄ψ − 1

2 (θ̄θ)(ψ̄ψ) + Fϕθ̄θ , (6.9)

quite generally

∫
d2θ U(Φ2) = U ′(ϕ2)

(
−1

2
ψ̄ψ + Fϕ

)
− U ′′(ϕ2)(ψ̄ϕ)(ϕψ).

In the case of the free theory U(R) ≡ µR, the action in component form is

S =

∫
d3x

[
−1

2
ψ̄6∂ψ + 1

2
(∂µϕ)2 − 1

2
F 2 + µ

(
−1

2
ψ̄ψ + Fϕ

)]
.

After integration over the auxiliary F field, the action becomes

S =

∫
d3x

[
−1

2
ψ̄6∂ψ − 1

2
µψ̄ψ + 1

2
(∂µϕ)2 + 1

2
µ2ϕ2

]
.

For later purpose it is also convenient to notice that in momentum representation

[−D̄D + 2µ]δ2(θ′ − θ) = 2
[
−2 + δ2(θ′ − θ)µ

]
e−iθ̄6kθ

′

. (6.10)
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The free propagator can be written as

[−D̄D + 2µ]−1 =
1

4(k2 + µ2)

(
D̄D + 2µ

)
,

or more explicitly

[−D̄D + 2µ]−1δ2(θ′ − θ) =
1

k2 + µ2

[
1 + 1

2µδ
2(θ′ − θ)

]
e−iθ̄6kθ

′

. (6.11)

For a generic super-potential U(R), we find

S =

∫
d3x

[
−1

2 ψ̄6∂ψ + 1
2 (∂µϕ)2 − 1

2U
′(ϕ2/N)ψ̄ψ − U ′′(ϕ2/N)(ψ̄ϕ)(ϕψ)/N

+1
2ϕ

2U ′2(ϕ2/N)
]
. (6.12)

Note that the theory violates parity symmetry. Actually, a space reflection is
equivalent to the change U 7→ −U (see definition (4.10)). Therefore, theories
with ±U have the same physical properties.

Finally, in the calculations that follow we assume, when necessary, a super-
symmetric Pauli–Villars regularization.

6.2 Large N limit: superfield formulation

To study the large N limit, we introduce a constraint on Φ2/N = R, where R
now is a superfield, by integrating over another superfield L:

Z =

∫
[dΦ][dR][dL] e−S(Φ,R,L),

where

S(Φ, R, L) =

∫
d3x d2θ

{
1
2 D̄Φ · DΦ +NU(R) + L(θ)

[
Φ2(θ) −NR(θ)

]}
.

(6.13)
We parameterize the scalar superfields L and R as

L(θ, x) = M + θ̄ℓ+ 1
2
θ̄θλ , (6.14)

R(θ, x) = ρ+ θ̄σ + 1
2 θ̄θs . (6.15)

The Φ integral is now gaussian. As usual we integrate over onlyN−1 components
and keep a test-component Φ1 ≡ φ. We find

Z =

∫
[dφ][dR][dL] e−SN (φ,R,L) (6.16)
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with the large N action

SN =

∫
d3x d2θ

[
1
2
D̄φDφ+NU(R) + L

(
φ2 −NR

)]

+ 1
2(N − 1)Str ln

[
−D̄D + 2L

]
. (6.17)

The two first saddle point equations, obtained by varying φ and R, are

2Lφ− D̄Dφ = 0 , (6.18a)

L− U ′(R) = 0 . (6.18b)

The last saddle point equation, obtained by varying L, involves the super-
propagator ∆ of the φ-field. For N ≫ 1, it reads

R − φ2/N = 〈x, θ|
[
−D̄D + 2L

]−1 |x, θ〉 =
1

(2π)3

∫
d3k∆(k, θ, θ). (6.18c)

The super-propagator ∆ is solution of the equation

(
−D̄D + 2L(θ)

)
∆(k, θ, θ′) = δ2(θ′ − θ).

It is here needed only for ℓ = 0 and M,λ constants. It can be obtained by solving

(
−D̄D + 2L(θ)

)
Φ(θ) = J(θ).

In Fourier representation and in terms of its components, the equation reads

2Mϕ− 2F + 2θ̄(−i6k +M)ψ + θ̄θ[(k2 + λ)ϕ+MF ] = J(θ).

¿From its solution we infer the form of the propagator

∆(k, θ, θ′) =

[
1 + 1

2M(θ̄θ + θ̄′θ′) − 1
4 (λ+ k2)θ̄θθ̄′θ′

]

k2 +M2 + λ
− θ̄[i6k +M ]θ′

k2 +M2
. (6.19)

Clearly, one reads in Eq. (6.19) the 〈ϕ(k)ϕ(−k)〉 propagator (k2+M2+λ)−1 and
the 〈ψ̄(k)ψ(−k)〉 propagator (i6k +M)/(k2 +M2). The coefficients of (θ̄θ+ θ̄′θ′)
and of (θ̄θθ̄′θ′) are the 〈ϕ(k)F (−k)〉 and 〈F (k)F (−k)〉 propagators, respectively.

At coinciding θ arguments, we obtain

∆(k, θ, θ) =
1 +Mθ̄θ

k2 +M2 + λ
− Mθ̄θ

k2 +M2
. (6.20)

Eq. (6.18c) thus is

R − φ2/N =
1

(2π)3

∫
d3k

[
1 +Mθ̄θ

k2 +M2 + λ
− Mθ̄θ

k2 +M2

]
. (6.21)
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Saddle point equations in component form. It is now convenient to introduce
a notation for the boson mass

mϕ ≡ m =
√
M2 + λ . (6.22)

Eq. (6.18a) implies

F −Mϕ = 0 , (6.23a)

λϕ+MF = 0 . (6.23b)

Eliminating F between the two equations, we find

ϕm2 = 0 (6.24)

and, thus, if the O(N) symmetry is broken the boson mass mϕ vanishes.
Then, Eq. (6.18b) yields

M = U ′(ρ), (6.25a)

λ = m2 −M2 = sU ′′(ρ). (6.25b)

Using Eq. (6.9), we write Eq. (6.21) in component form (a cut-off is implied) as

ρ− ϕ2/N =
1

(2π)3

∫
d3p

p2 +m2
, (6.26a)

s− 2Fϕ/N =
2M

(2π)3

∫
d3p

(
1

p2 +m2
− 1

p2 +M2

)
. (6.26b)

Introducing the cut-off dependent constant

ρc =
1

(2π)3

∫ Λ d3p

p2
= Ω3(0) , (6.27)

(see Eqs. (2.12–2.15)) we rewrite these equations as

ρ− ϕ2/N = ρc −
1

4π
m , (6.28a)

s− 2Fϕ/N =
1

2π
M (|M | −m) . (6.28b)

Note that the change U 7→ −U here corresponds to

F 7→ −F , s 7→ −s , M 7→ −M .
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Action density. Finally, we calculate the action density E corresponding to the
action SN (Eq. (6.17)), E = SN/volume, for vanishing fermion fields. We use
(see also Eq. (6.8))

1

2

∫
d2θ D̄φDφ = −1

2
F 2 ,

∫
d2θ Lφ2 = MFϕ+

1

2
λϕ2 (6.29)

and

Str ln
(
−D̄D + 2L

)
= tr ln(−∂2 +M2 + λ) − tr ln(6∂ +M). (6.30)

Then,

E/N = −1
2F

2/N + 1
2sU

′(ρ) +MFϕ/N + 1
2λϕ

2/N − 1
2Ms− 1

2λρ

+ 1
2 tr ln(−∂2 +M2 + λ) − 1

2 tr ln(6∂ +M). (6.31)

In d = 3, the tr ln in Eq. (6.31) is given by

1
2 tr ln(−∂2 +M2 + λ) − 1

2 tr ln(6∂ +M) = 1
2ρcλ− 1

12π

(
m3 − |M |3

)
. (6.32)

The saddle point equations in component form are then recovered from deriva-
tives of E with respect to the various parameters. Using the saddle point equa-
tions (6.18a), (6.28) and (6.25a) to eliminate F, s, ρ, one eliminates also the
explicit dependence on the super-potential U and the expression is simplified
into

E/N = 1
2M

2ϕ2/N +
1

24π
(m− |M |)2(m+ 2|M |). (6.33)

In this form we see that E is positive for all saddle points, and, as a function
of m, has an absolute minimum at m = |M |, and thus λ = 0, that is for a
supersymmetric ground state.

Moreover, Eq. (6.24) implies Mϕ = 0, and thus E = 0. Therefore, if a super-
symmetric solution exists, it will have the lowest possible ground state energy
and any non-supersymmetric solution will have a higher energy.

Since M , m, and ϕ are related by the saddle point equations, it remains to
verify whether such a solution indeed exists.

In the supersymmetric situation the saddle point equations reduce to s = 0,
Mϕ = 0 and

ρ− ρc = ϕ2/N − |M |/4π , M = U ′(ρ).

In the O(N) symmetric phase ϕ = 0 and |M | = 4π(ρc − ρ) = |U ′(ρ)|. In the
broken phase U ′(ρ) = 0 and ϕ2/N = ρ − ρc. We will show in the next section
that these conditions can be realized by a quadratic function U(ρ) and then in
both phases the ground state is supersymmetric and E vanishes.
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6.3 Variational calculations

For completeness, we present here the corresponding variational calculations
[125] and apply the arguments of section 2.8 to the action (6.12). In terms of
the two parameters

ρ = (1/N)
〈
ϕ2(x)

〉
0

=
ϕ2

N
+

1

(2π)3

∫
d3p

p2 +m2
ϕ

, (6.34a)

ρ̃ = (1/N)
〈
ψ̄(x)ψ(x)

〉
0

=
2mψ

(2π)3

∫
d3p

p2 +m2
ψ

, (6.34b)

the variational energy density can be written as

Evar/N = 1
2 ρ̃
(
mψ − U ′(ρ)

)
+ 1

2ρU
′2(ρ) − 1

2m
2
ϕ(ρ− ϕ2/N)

+ 1
2

tr ln(−∂2 +m2
ϕ) − 1

2
tr ln(6∂ +mψ). (6.35)

In the following we choose mψ ≥ 0 and mϕ ≥ 0.
Since the variational energy is larger than or equal to the ground state energy,

which in a supersymmetric theory is non-negative, it is sufficient to find values of
the three parameters mψ, mϕ, ϕ such that Evar vanishes to prove that the ground
state is supersymmetric. Choosing mψ = mϕ = M and using Eqs. (6.34), we
find

Evar/N = U ′2(ρ)
ϕ2

2N
+

1

2(2π)3

∫
d3p

p2 +M2
[U ′(ρ) −M ]

2
.

This expression vanishes whenever M = U ′(ρ) together with Mϕ = 0. Together
with Eq. (6.34a), we recover the three supersymmetric saddle point equations
we discussed at the end of section 6.2.

A surprising feature of the variational energy density is the appearance of a
divergent contribution

Evar/N = 1
2ρc
(
M − U ′(ρ)

)2
+ finite .

Therefore, when the equation M = U ′(ρ) is not enforced, the variational energy
is infinite with the cut-off.

Of course, we can also look for the minimum of Evar by differentiating with
respect to the three parameters. Differentiating Evar with respect to mψ and
using the definition of ρ̃, we obtain the fermion mass gap equation

mψ = U ′(ρ). (6.36)

If this equation is taken into account the variational energy density simplifies to

1

N
Evar(mϕ, mψ, ϕ) =

m2
ψ

2

ϕ2

N
+

1

24π
(mϕ −mψ)2(mϕ + 2mψ). (6.37)
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which is positive definite (recall that mψ ≥ 0 and mϕ ≥ 0) and vanishes when
mψ = mϕ and mψϕ = 0, that is for a supersymmetric ground state with the
O(N) symmetry either broken or unbroken.

When the positive fermion and the boson masses mψ, mϕ are identified with
their value in terms of the parameters M,m,

mψ = |M | and mϕ =
√
M2 + λ, (6.38)

one recognizes the expression (6.33). As we have shown this expression has a
unique minimum mϕ = mψ, which is supersymmetric. Differentiating then with
respect to ϕ, we find ϕmψ = 0, one solution mψ = 0 corresponding to O(N)
symmetry breaking, the other ϕ = 0 to an O(N) symmetric phase.

Differentiating Eq. (6.35) with respect to mϕ and using the definition of ρ, we
obtain the boson mass gap equation

m2
ϕ = 2ρU ′(ρ)U ′′(ρ) + U ′2(ρ) − ρ̃U ′′(ρ) (6.39)

or, using the value of mψ,

m2
ϕ −m2

ψ = U ′′(ρ) (2mψρ− ρ̃) .

Clearly, the supersymmetric solution satisfies both gap equations. In the combi-
nation 2mψρ− ρ̃, we recognize the parameter s as in Eq. (6.26b) (F being taken
from Eq. (6.23a)), and thus the equation becomes Eq. (6.25b): λ = sU ′′(ρ).

Eqs. (6.36,6.39) have a clear Schwinger–Dyson diagrammatic interpretation
for a U(ρ) = µρ+ 1

2
uρ2 potential (see Eq. (6.12)). Namely,

mψ = µ+
u

N

〈
ϕ2(x)

〉
0
, (6.40a)

m2
ϕ = µ2 + 4

µu

N

〈
ϕ2(x)

〉
0

+ 3
u2

N2

〈
ϕ2(x)

〉2
0
− u

N

〈
ψ̄(x)ψ(x)

〉
0
.

(6.40b)

6.4 The Φ4 super-potential in d = 3: phase structure

We now consider the special example

U(R) = µR + 1
2
uR2 ⇒ U ′(R) = µ+ uR .

The dimensions of the θ variables and the field Φ are

[θ] = −1
2
, [Φ] = 1

2
⇒ [u] = 0 .

Power counting thus tells us that the model is renormalizable in three dimen-
sions. Prior to a more refined analysis, one expects coupling constant and field
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renormalizations (with logarithmic divergences) and a mass renormalization with
linear divergences. Using the solution (6.6) for the two-point function Γ(2), one
infers that the coefficient A(p2) has at most a logarithmic divergence, which
corresponds to the field renormalization, while the coefficient C(p2) can have a
linear divergence which corresponds to the mass renormalization.

The invariance of physics under the change U 7→ −U was mentioned above
and seen in Eq. (6.12) and the equations that followed. This invariance will be
reflected into the phase structure of the model. For the quartic potential the
equations (6.25) now are

M = µ+ uρ , λ = us . (6.41)

We introduce the critical value of µ,

µc = −uρc . (6.42)

Taking into account equations (6.41), one finds that the equations (6.28) can
now be written as

M = µ− µc + uϕ2/N − u

4π

√
M2 + λ , (6.43a)

λ = 2uMϕ2/N +
u

2π
M
(
|M | −

√
M2 + λ

)
. (6.43b)

Eqs. (6.43) relate the fermion mass mψ = |M |, the boson mass mϕ =
√
M2 + λ

and the classical field ϕ. The phase structure of the model is then described by
the lowest energy solutions of these equations in the {µ − µc, u} plane. Taking
into account the U → −U symmetry, mentioned above, one can restrict the
discussion to u > 0.

We find, indeed, that supersymmetry is left unbroken (λ = 0) and the ground
state energy E = 0 in each quadrant in the {µ− µc, u} plane. This is consistent
with Eqs. (6.43) having a common solution with λ = 0 (thus mψ = mϕ = |M |)
and Mϕ = 0. They then reduce to

M = µ− µc + u
ϕ2

N
− u

4π
|M | , Mϕ = 0 . (6.44)

The broken O(N) symmetry phase. The M = 0 solution implies a sponta-
neously broken O(N) symmetry, scalar and fermion O(N) quanta are massless
and

ϕ2 = −N(µ− µc)/u , (6.45)

which implies that this solution exists only for µ < µc. The solution exists in
the fourth (and second) quadrant of the {µ− µc, u} plane. Note that this yields
the same exponent β = 1

2 as in the simple (ϕ2)2 field theory (Eq. (2.34)).
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The O(N) symmetric phase. We now choose the solution ϕ = 0 of Eqs. (6.44).
Then the equation

M = µ− µc − (u/uc)|M | (6.46)

yields the common mass M for the fermions and bosons. In Eq. (6.46) we have
introduced the special value of the coupling u,

uc = 4π . (6.47)

This equation splits into two equations, depending on the sign of M . The first
solution

M = M+ = (µ− µc)/(1 + u/uc) > 0 (6.48)

exists only for µ > µc (first quadrant), as one would normally expect. Note
again that this corresponds to a correlation length exponent ν = 1, as in the
ordinary (ϕ2)2 field theory (Eq. (2.37)), though the form of the saddle point
equations are different: in the supersymmetric theory this is the free field value.
Moreover, the exponent is independent of u, though the term proportional to u
is not negligible. If one takes into account the leading correction coming from
regularization (expansion (2.13)), one finds

(1 + u/uc)M = µ− µc + ua(3)M2/Λ .

Unlike what happens in the usual ϕ4 field theory, no value of u can cancel the
leading correction to the relation (6.48), and therefore no IR fixed point can be
identified.

The second solution

M = M− = (µ− µc)/(1 − u/uc) < 0

is very peculiar. There are two different situations depending on the position of
u with respect to uc:

(i) u > uc = 4π and then µ > µc: the solution is degenerate with another
O(N) symmetric solution M+.

(ii) u < uc and then µ < µc: the solution is degenerate with a solution of
broken O(N) symmetry.

The phase structure is summarized in Fig. 6 in the first and second quadrant
of the {µ− µc, u/uc} plane where the following different phases appear:

Region I : µ− µc ≥ 0 , u/uc ≤ 1:
Here, there is only one O(N) symmetric, supersymmetric ground state with
mψ = mϕ = M+ = (µ− µc)/(u/uc + 1) and ϕ2 = 0.

Region II : µ− µc ≥ 0 , u/uc ≥ 1:
There are two degenerate O(N) symmetric (ϕ = 0) supersymmetric ground
states with masses mψ = mϕ = M+ = (µ − µc)/(u/uc + 1) and mψ = mϕ =
−M− = (µ− µc)/(u/uc − 1).
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Fig. 6 Summary of the phases of the model in the {µ − µc, u} plane. Here mϕ =

mψ = |M±| = (µ − µc)/(u/uc ± 1). The lines u = uc and µ − µc = 0 are lines of first

and second order phase transitions.

Region III : µ− µc ≤ 0 , u/uc ≥ 1:
There is one supersymmetric ground state, it is an ordered state with broken
O(N) symmetry (ϕ2 6= 0, mψ = mϕ = 0).

Region IV : µ− µc ≤ 0 , u/uc ≤ 1:
There are two degenerate ground states: an O(N) symmetric , supersymmetric
ground states with masses mψ = mϕ = m− = (µ− µc)/(u/uc − 1) and ϕ2 = 0.
The second ground state is a supersymmetric, broken O(N) symmetry state with
mψ = mϕ = 0 and ϕ2 6= 0.

The action density. To exhibit the phase structure in terms of the variation
of the action density E , we plot the expression (6.33), but use only the fermion
gap equation in Eq. (6.43a), in such a way that E remains a function of ϕ and
λ, or equivalently ϕ and m =

√
M2 + λ:

1

N
E(m,ϕ) = 1

2
M2(m,ϕ)

ϕ2

N
+

1

24π
[m− |M(m,ϕ)|]2 × (mϕ + 2 |M(m,ϕ)|) .

(6.49)
Two figures display the restriction of E to ϕ = 0:

1

N
E(m,ϕ = 0) =

1

24π
[m− |µ− µc − (u/uc)m|]2 (m+ 2 |µ− µc − (u/uc)m|) .

(6.50)
Several peculiar phase transitions can be easily traced now in Eq. (6.49). First,

one notes the phase transitions that occur when µ − µc changes sign. When
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Fig. 7 Region II of Fig. 6: The energy density W (m =
√

M2 + λ, ϕ) ≡ 1
N
E(m, ϕ) as

a function of the boson mass (m) and A, where A2 = ϕ2/uc. Two degenerate, O(N)

symmetric phases exist with massive bosons (and massive fermions). Here µ − µc = 1

(sets the mass scale) u/uc = 1.5.
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W

Fig. 8 The energy density W (m) ≡ 1
N
E(m, ϕ = 0) from Eq. (6.50) in region II of

Fig. 6. Here µ − µc = 1 (sets the mass scale) and u/uc= varies between 1.6 and 1.2.

There are two degenerate O(N) symmetric SUSY vacua with ϕ = 0 at mψ = mϕ =

M+ = (µ − µc)/(u/uc + 1) and at mψ = mϕ = −M− = (µ − µc)/(u/uc − 1).

0 < u < uc and µ > µc, the system has a non-degenerate O(N) symmetric
ground state with bosons and fermions of mass M = M+. As µ − µc changes
sign (0 < u < uc fixed), two degenerate ground states appear. Either M = 0
and ϕ2 = −N(µ−µc)/u or the system stays in an O(N) symmetric ground state
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Fig. 9 Region IV : The energy density W (m, ϕ) = 1
N
E(m, ϕ) as given in Eq. (6.49) as

a function of the boson mass (m) and A, where A2 = ϕ2/uc. Here µ−µc = −1 , u/uc =

0.2. As seen here there are two distinct degenerate phases. One is an ordered phase

(ϕ 6= 0) with a massless boson and fermion, the other is a symmetric phase (ϕ = 0)

with a massive (m = |M−|) boson and fermion.

with a mass |M−| for the bosons and fermions. Similarly, when one goes from
µ < µc to µ > µc at u > uc = 4π the O(N) symmetry is restored but there are
two degenerated ground states to choose from M = M±.

In Fig. 7 and Fig. 8, W (m =
√
M2 + λ, ϕ) ≡ 1

N E(m,ϕ) from Eq. (6.50) in
region II (µ−µc ≥ 0 , u/uc ≥ 1) is plotted as a function of m and ϕ. An unusual
transition takes place when one varies the coupling constant u. The transition
from the degenerate vacua at u/uc = 1.4 to a non-degenerate ground state at
u/uc = 0.8 is shown in Fig. 10 (from phase II to phase I).

For positive µ − µc, we find two degenerate ground states if u > uc. As u
is lowered (at fixed µ − µc), the ground state with mass mϕ = mψ = −M−
disappears (|M−/M+| → ∞) and only the O(N) symmetric phase remains with
M = M+ (Figs. 8 and 10). Namely, suppose we consider at {u > uc, µ−µc > 0} a
physical system in a state denoted by A and defined by {ϕ2 = 0,M = M−}, such
a system will go into a state B defined by {ϕ2 = 0,M = M+} when u decreases
and passes the value u = uc = 4π. Now, if we consider the reversed process; a
physical system at {u < uc, µ − µc > 0} that is initially in the ground state B
and u increases and passes u = uc. There is no reason now for the system to
go through the reversed transition from B to A since the O(N) symmetric states
with M = M− and M = M+ are degenerate and the fact that supersymmetry is
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Fig. 10 The energy density W (m) = 1
N
E(m,ϕ = 0) as given in Eq. (6.50). Here

µ − µc = 1 and u/uc = 1.2 is changed to u/uc = 0.8 (from region II to region I of

Fig. 6). There are two degenerate O(N) symmetric SUSY vacua at u/uc = 1.2 with

masses mψ = mϕ = |M±| where |M±| = µ/(u/uc ± 1) while at u/uc = 0.8 there is a

non-degenerate vacuum at mψ = mϕ = M+.

preserved will avoid that the energy of state A will go below zero. These peculiar
phase transitions with the (|M−/M+| → ∞) and with “infinite hysteresis” in the
A → B transitions are due to the fact that supersymmetry is left unbroken in
the leading order in 1/N . If supersymmetry would have been broken by some
small parameter, the lifted degeneracy would be, most probably, translated into
a slow transitions between the otherwise degenerate ground states.

In section 8 we will study the transitions between the different phases of
Fig. 6 as a function of the temperature .

Special situation. In general when µ = µc, the mass M vanishes. However,
there is a special case when

u = uc = 4π .

Then the value of M is left undetermined. An accumulation point of coexisting
degenerate ground states exist in the phase structure shown in Fig. 6. The case
µ = µc represents a scale invariant theory where, however, the O(N) fermionic
and bosonic quanta can have a non-vanishing mass mϕ = mψ = |M |. Since u
has not undergone any perturbative renormalization there is no explicit breaking
of scale invariance at this point. Thus, the only scale invariance breaking comes
from the solution of the gap equation for M , which leaves, however, its numerical
value undetermined. We see a dimensional transmutation from the dimensionless
coupling u that is fixed at a value of u = uc into an undetermined scale M . If
M 6= 0 the spontaneous breaking of scale invariance will require the appearance
of a Goldstone boson at the point u = uc. The massless Goldstone boson is
associated here with the spontaneous breaking of scale invariance. Moreover,
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since the ground state is supersymmetric, we expect the appearance of a massless
O(N) singlet Goldstone boson (a dilaton) and its massless fermionic partner (a
“dilatino”). In order to see all this, we now calculate the 〈LL〉 propagator that
will enable us to see these poles in the appropriate four-point functions.

Finally, note that this analysis is only valid in the complete absence of cut-off
corrections. Otherwise if µ = µc and u is tuned as u = uc −M0/Λ, where M0 is
an arbitrary mass scale, one finds for the M− solution:

M = − M0

a(3)u2
c

.

6.5 The 〈LL〉 propagator and massless bound states of fermions and bosons

The 〈LL〉 propagator. We now calculate the 〈LL〉 propagator in the symmetric
phase. Then, the propagators of the fields φ and L are decoupled. In the quartic
potential example the R field can be eliminated by gaussian integration. The
relevant part of the L-action then reads

−N

2u

∫
d3x d2θ(L− µ)2 +

1

2
(N − 1)Str ln

(
−D̄D + 2L

)
.

The calculation of the 〈LL〉 propagator involves the super-propagator (6.19). For
the inverse propagator one finds

∆−1
L (p) = −N

u
δ2(θ′ − θ) − 2N

∫
d3k

(2π)3
∆(k, θ, θ′)∆(p− k, θ, θ′)

with here (see Eq. (6.6))

∆(k, θ, θ′) =
1

k2 +M2

[
1 + 1

2Mδ2(θ′ − θ)
]
e−iθ̄6kθ

′

.

Then,

∆(k, θ, θ′)∆(p− k, θ, θ′) =
[1 +Mδ2(θ′ − θ)] e−iθ̄6pθ

′

(k2 +M2)[(p+ k)2 +M2]
.

Notice the cancellation of the factor e−iθ̄6kθ
′

which renders the integral more
convergent that one could naively expect. The integral over k then yields the
three-dimensional bubble diagram

B(p) =
1

(2π)3

∫
d3k

(k2 +M2)[(p+ k)2 +M2]

=
1

4πp
Arctan(p/2|M |) .
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At leading order for p small, we need only B(0) = 1/8π|M |. Then,

∆−1
L = − N

4π|M |
[
1 + (M + 4π|M |/u)δ2(θ′ − θ)

]
e−iθ̄6pθ

′

.

Comparing with the expression (6.10), we conclude that for M > 0 small the LL
propagator corresponds to a super-particle of mass 2M(1 + 4π/u). For M < 0
the mass is 2|M(1 − 4π/u)|. For |u − uc| small, it is a bound state and at the
special point u = uc the mass vanishes.

More generally, we find

∆L(p) =
2

NB(p)

1

p2 +m2(p)

[
1 − 1

2m(p)δ2(θ′ − θ)
]
e−iθ̄6pθ

′

(6.51)

with

m(p) = 2M +
1

uB(p)
.

We note that only a mass renormalization is required at leading order, a situation
similar to the ϕ4 scalar field theory. As a consequence, dimensions of fields are
not modified.

Clearly, the propagation of the fields M(x) and ℓ(x) (of Eq. (6.14)), as indi-
cated in Eq. (6.51), when combined with the L(θ)Φ2 interaction in Eq. (6.13),
namely, ∫

d2θ LΦ2 = M(−1
2 ψ̄ψ + Fϕ) − ϕℓ̄ψ + 1

2λϕ
2,

describes the bound states in the ϕϕ, ψψ and ψϕ scattering amplitudes. For
example, in the supersymmetric ground state case and with µ− µc = 0, the ψϕ
scattering amplitude Tψϕ,ψϕ(p2), in the limit p2 → 0 satisfies

Tψϕ,ψϕ(p2) ∼ 2u

N

[
1 +

u

4π

M

|M | +
u

2π

i6p
|M |

]−1

→ −4πi

N

|M |
6p (6.52)

for M < 0 and u→ uc
One notes here that the fermionic massless bound state pole appears when

a non-zero solution (M) to the gap equation exists (mϕ = mψ = |M |) in the
absence of any dimensional parameters (µ−µc = 0). This happens when the force
between the massive ψ and ϕ quanta is determined by u → uc. The massless
O(N) singlet fermionic bound state excitation is associated with the spontaneous
breaking of scale invariance. Similarly, the bosonic partner of this massless bound
state excitation can be then seen, at the same value of the parameters, in ϕϕ
and ψψ scattering amplitudes as Eq. (6.51) shows.

At µ = µc in the generic situation M = 0, or for |p| → ∞, we find

B(p) =
1

8p
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and, thus,

∆−1
L (p) = −N

u
δ2(θ′ − θ) − N

4p
e−iθ̄6pθ

′

.

As a consequence, the canonical dimension of the field L is 1, as in perturbation
theory, and the interaction LΦ2 in Eq. (6.13) is renormalizable. The L2 term
thus is not negligible in the IR limit. Nevertheless, as we have noticed, the
behaviour of physical quantities does not depend on u. Therefore, we expect
that, at least for generic values of u, we can describe the same physics with the
supersymmetric non-linear σ-model.

O(N)×O(N) symmetric models. The dynamics by which scale invariance can
be broken in a theory which has no trace anomalies in perturbation theory has
been studied also in O(N) × O(N) symmetric models [126,128]. Here one finds
that spontaneous breaking of scale invariance is due to the breakdown of the
internal O(N) × O(N) symmetry or to non-perturbative mass generation on a
critical surface. The mass of the fermion and boson O(N) quanta is arbitrary
due to the appearance of flat directions in the action density. Also the ratios
between the scales associated with breaking of the internal O(N) × O(N) sym-
metry and scale symmetries are arbitrary on the critical surface. Massless bound
states of fermions and bosons appear due to the spontaneous breaking of scale
invariance. Here, again, in the large N limit there is no explicit breaking of scale
invariance and the perturbative β function vanishes. The variational ground
state energy, which is calculable in the large N limit, has flat directions which
allow spontaneous breaking of scale invariance by non-perturbative generation
of mass scales. This results in lines of fixed points in the coupling constant plane
which are associated with dynamical scale symmetry breaking. The interplay
between internal symmetry, scale symmetry and supersymmetry is reflected in
a rich phase structure. The novel issue in these models are phases in which the
breaking of scale invariance is directly related to the breaking of the internal
symmetry O(N) ×O(N) → O(N − 1) ×O(N − 1).

For the O(N) ×O(N) symmetric potential NU(Φ2
1/N,Φ

2
2/N) where

U(R1, R2) = µ(R1 +R2) + 1
2u(R

2
1 +R2

2) + vR1R2 , (6.53)

one again finds in d = 3, in the leading order in 1/N , that only a mass renor-
malization is needed. Correspondingly, the critical value of the parameter µ now
is µc = −2(u + v)ρc. Here too, the interesting case is µ = µc. As in the O(N)
symmetric model, one finds that supersymmetry is left unbroken to leading order
in 1/N . The gap equations are now

m1

( u
4π

+ sgn(mψ1
)
)

+m2

( v

4π

)
= uϕ2

1/N + vϕ2
2/N ,

m1

( v

4π

)
+m2

( u
4π

+ sgn(mψ2
)
)

= vϕ1
2/N + uϕ2

2/N ,
(6.54)
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where non-zero solutions are obtained on lines v = v(u), which is the condition
for spontaneous breaking of scale invariance. As expected, this is also the condi-
tion for the appearance of massless dilaton and “dilatino” in the spectrum. One
notes that scale invariance can be broken here as a consequence of the break-
down of the internal O(N) ×O(N) symmetry. Indeed, the massless dilaton and
“dilatino” appear either as bound states of massive “pions” and their supersym-
metric partners or, when the internal symmetry is broken, they are mixed with
the “sigma” boson and fermion particles. Thus, the non-zero scale that is re-
sponsible for the spontaneous breaking of scale invariance may be set here also
by ϕ2 6= 0 rather than by mψ = mϕ 6= 0 only, as was the case in the O(N)
symmetric model. On the lines v = v(u), one finds that E has flat directions in
all dimensional parameters.

6.6 Dimensions 2 ≤ d ≤ 3

In d space–time dimensions, 2 ≤ d ≤ 3, one can keep in the space of γ matrices
tr1 = 2. From the point of view of power counting in perturbation theory the
model is super-renormalizable since the dimension of u now is 3 − d.

The calculations follow the same pattern discussed above. Eqs. (6.26) are
replaced by (with the definition (2.12))

ρ− ϕ2/N = Ωd(m), (6.55a)

s− 2Fϕ/N = 2M [Ωd(m) − Ωd(|M |)] .

Taking into account the other saddle point equations, and ρc = Ωd(0), one
obtains a generalization of Eq. (6.33):

2E/N = M2ϕ2/N + (M2 −m2) [Ωd(m) − Ωd(0)] +

∫ λ

0

dλ′ Ωd
(√

M2 + λ′
)

(6.56)
and, thus, from Eqs. (2.13) and (2.14a):

E/N = 1
2
M2ϕ2/N +K(d)

[
1
2
(m2 −M2)md−2 −

(
md − |M |d

)
/d
]
,

where

K(d) = −Γ(1 − d/2)

(4π)d/2
.

Moreover, from Eq. (6.56),

∂E
∂m

= − N

2m
(m2 −M2)Ω′

d(m), (6.57)

which has the sign ofm−|M | because Ω′
d(m) is negative. The function, therefore,

has a minimum at m = |M | for all values of d, and supersymmetry is maintained
in the ground state for all 2 ≤ d ≤ 3.



105

The critical exponents now are η = 0, β = 1/2, and for the mass in the
unbroken phase one obtains

M = µ− µc −K(d)u|M |d−2 +O(M2Λd−4).

We see that the l.h.s. is now negligible, the equation having a solution only for
(µ − µc)/u > 0. The non-perturbative value ν = 1/(d − 2) of the correlation
exponent follows. One also verifies that the dimension of L remains 1, and
thus the L2 term now is negligible in the IR limit, leading immediately to the
non-linear σ-model. However, again one finds no IR fixed point, no value of u
cancels the leading correction to scaling, and therefore the argument leading to
the non-linear σ-model is not as solid as for the usual (ϕ2)2 field theory.

Two dimensions. It may be interesting to consider the same model in two
dimensions. The model now is super-renormalizable, but even at µ = 0 it is not
chiral invariant since a chiral transformation corresponds to a change U 7→ −U .

The expression (6.57) is cut-off independent and has a limit for d = 2:

E/N = 1
2M

2ϕ2/N +
1

8π

[
m2 −M2 − 2M2 ln(m/M)

]
, (6.58)

an expression which again has an absolute minimum at m = |M |. Then, a
minimization with respect to M and ϕ yields Mϕ = 0. At the minimum E
vanishes.

Taking into account λ = 0 and Eq. (6.55a) in the d = 2 limit, we obtain the
gap equation

M = µ+ uϕ2/N +
u

2π
[ln(Λ/|M |] +O(1)) .

The solution M2 = λ = 0, thus, is not acceptable. The O(N) symmetry is never
broken. When the mass M is small in the cut-off scale, the l.h.s. is negligible
and

m = M ∝ Λ e2πµ/u .

This solution exists only when −µ/u is positive and large. Its behaviour sug-
gests immediately a relation with the non-linear σ-model, which we now briefly
examine.

6.7 A supersymmetric non-linear σ model at large N

We consider the supersymmetric non-linear σ model in d dimensions, 2 ≤ d ≤ 3.
The action [129–135]

S(Φ) =
1

2κ

∫
ddx d2θ D̄Φ · DΦ (6.59)

involves an N -component scalar superfield Φ, which satisfies

Φ · Φ = N .
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This relation is implemented by introducing a superfield

L(x, θ) = M(x) + θ̄ℓ(x) + 1
2 θ̄θλ(x),

where M(x), λ(x) and ℓ(x) are the Lagrange multiplier fields, and adding to the
action

SL =
1

κ

∫
ddx d2θ L(x, θ)

[
Φ2(x, θ)−N

]
. (6.60)

The partition function is given by (S(Φ, L) = S + SL):

Z =

∫
[dΦ][dL] e−S(Φ,L) .

In terms of component fields, the total action reads

S =
1

κ

∫
ddx{ 1

2
ϕ(−∂2 +M2)ϕ− 1

2
ψ̄( 6∂ +M)ψ

+ 1
2
λ(ϕ2 −N) − ℓ̄(ψ̄ · ϕ)}. (6.61)

As in the case of the Φ4 theory, we integrate out N − 1 components leaving out
φ = Φ1:

Z =

∫
[dφ][dL] e−SN (φ,L)

where

SN (φ, L) =
1

κ

∫
ddx d2θ

[
1
2 D̄φ · Dφ+ L

(
φ2 −N

)]
+
N − 1

2
Str ln(−D̄D + 2L).

(6.62)
By varying the effective action with respect to φ, one finds the saddle point
equation

D̄Dφ− 2Lφ = 0 , (6.63)

which implies for constant ϕ and ψ = 0:

F −Mϕ = 0 and MF + λϕ = 0 . (6.64)

When the large N action is varied with respect to L and using the expression in
(6.19) for the φ propagator, one finds (N ≫ 1)

1

κ
− φ2

N
=

∫
ddk

(2π)d

[
1 +Mθ̄θ

k2 +M2 + λ
− Mθ̄θ

k2 +M2

]
. (6.65)

We now introduce the boson mass parameter m =
√
M2 + λ. Eq. (6.65) in

component form (for ψ = 0) then reads

1 − ϕ2

N
= κΩd(m), (6.66a)

M
ϕ2

Nκ
= M [Ωd(|M |)− Ωd (m)] . (6.66b)
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Dimension d = 3. Introducing the critical (cut-off dependent) value

κc = 1/Ω3(0) ,

we can write Eqs. (6.66) now as

1

κ
− 1

κc
− ϕ2

Nκ
= −m

4π
(6.67a)

M
ϕ2

Nκ
=

1

4π
M (m− |M |) . (6.67b)

The calculation of the ground state energy density of the non-linear σ model
follows similar steps as in the (Φ2)2 model:

E/N =
1

2Nκ
m2ϕ2 − 1

2 (m2 −M2)

(
1

κ
− 1

κc

)
− 1

12π

(
m3 − |M |3

)
(6.68)

and, taking into account the saddle point equation (6.66a),

E/N =
1

2Nκ
M2ϕ2 +

1

24π
(m− |M |)2(m+ 2|M |), (6.69)

an expression identical to (6.33), up to the normalization of ϕ. Again, if a
supersymmetric solution exists it has the lowest energy. We thus look for super-
symmetric solutions.

In the O(N) symmetric phase (ϕ = 0) Eq. (6.67b) is satisfied while Eq. (6.67a)
yields

m = |M | = 4π

(
1

κc
− 1

κ

)
.

This phase exists for κ ≥ κc.
In the broken phase m = M = 0, and Eq. (6.67b) is again satisfied. Eq. (6.67a)

then yields
ϕ2/N = 1 − κ/κc , (6.70)

which is the solution for κ ≤ κc.
Since we have found solutions for all values of κ, we conclude that the ground

state is always supersymmetric. At κc, a transition occurs between a massless
phase with broken O(N) symmetry (ϕ2 6= 0) and a symmetric phase with massive
fermions and bosons of equal mass. The supersymmetric non-linear σ model and
the usual non-linear σ-model studied in section 3.1, thus, have analogous phase
structures, which are less surprising than the structure of (Φ2)2 field theory.

Renormalization group. From the point of view of power counting, the model
is analogous to its non-supersymmetric version (section 3.1), and RG equations



108

take the same form with two RG functions β(κ) and ζ(κ). Both have been
calculated to four loop order.

At leading order for N → ∞, one finds the same critical exponents as in the
supersymmetric (Φ2)2 field theory or the usual non-linear σ model: η = 0 and,
in generic dimension d: ν = 1/(d−2). The β-function has at this order the same
form as in the non-supersymmetric model:

β(κ) = (d− 2)κ(1 − κ/κc) +O(1/N).

In the supersymmetric model the critical exponents ν and η have been calculated
to order 1/N2 and 1/N3, respectively. To order 1/N one finds

η =
X1(d)

N
+O(1/N2) , ν =

1

d− 2
+O(1/N2),

where X1(d) is the constant (3.28), X1(3) = 8/π2.

Dimension d = 2. The phase structure of the supersymmetric non-linear σ
model in two dimensions is rather simple, and again analogous to the structure of
the usual non-linear σ-model. Eq. (6.67a) immediately implies that M2 + λ = 0
is not a solution and thus the O(N) symmetry remains unbroken (ϕ2 = 0) for
all values of the coupling constant κ. Then, with a suitable normalization of the
cut-off Λ,

m = Λ e−2π/κ . (6.71)

Correspondingly, the action density becomes

E/N = − λ

2κ
− 1

8π

[
(M2 + λ) ln(M2 + λ) − λ ln Λ2 −M2 lnM2 − λ

]
(6.72)

and, taking into account Eq. (6.71),

E/N =
1

8π

[
m2 −M2 + 2M2 ln(M/m)

]
.

We recognize the expression (6.58), and conclude in the same way that a super-
symmetric solution has the lowest energy. Supersymmetry remains unbroken,
and the common boson and fermion mass is

M = m = Λ e−2π/κ . (6.73)

The model, thus, is UV asymptotically free and the condition M ≪ Λ implies
that non-trivial physics is concentrated near κ = 0.
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7 Finite temperature field theory in the large N limit

In this section, we first recall a few general properties of Statistical Quantum
Field Theory (QFT) at equilibrium, that is QFT at finite temperature [136–
143]. We argue that when the temperature varies, one generally observes a
crossover from a zero temperature d dimensional theory to an effective d − 1
dimensional field theory at high temperature, a phenomenon called dimensional
reduction. This corresponds also to a classical limit with a transition from a
statistical quantum field theory to a statistical classical field theory. Note that
high temperature here refers to an ultra-relativistic limit where the temperature,
in energy unit, is much larger than the physical masses of particles, so that
bosons can produce a classical field. In perturbation theory it is often impossible
to describe this crossover and therefore large N techniques may again be useful.

We illustrate these ideas with several standard examples, φ4 field theory, the
non-linear σ model, the Gross–Neveu model and gauge theories.

7.1 Finite temperature QFT: general remarks

We first recall some general properties of QFT at thermal equilibrium in (1, d−1)
dimensions. We introduce the mode expansion of fields in the euclidean time vari-
able, discuss the conditions under which statistical properties of finite tempera-
ture QFT in (1, d− 1) dimension can be described by an effective local classical
statistical field theory in d − 1 dimensions, and indicate how to construct it
explicitly.

Partition function. Equilibrium properties of QFT at finite temperature can
be derived from the partition function Z = tr e−H/T , where H is the quantum
hamiltonian and T the temperature (interesting physics related to the addition
of a chemical potential will not be discussed here). We will consider, first, a
euclidean action S(φ) describing a scalar boson field φ. The partition function
is given by the functional integral

Z =

∫
[dφ] exp [−S(φ)] , (7.1)

where S(φ) is the integral of the euclidean lagrangian density L(φ):

S(φ) =

∫ 1/T

0

dτ

∫
dd−1xL(φ),

and the field φ satisfies periodic boundary conditions in the (euclidean or imagi-
nary) time direction:

φ(τ = 0, x) = φ(τ = 1/T, x).



110

A QFT may also involve fermions. Fermion fields ψ(τ, x), by contrast, satisfy
anti-periodic boundary conditions:

ψ(τ = 0, x) = −ψ(τ = 1/T, x).

Mode expansion. As a consequence of the finite temperature boundary condi-
tions, fields have a Fourier series expansion in the euclidean time direction with
quantized frequencies ωn (also called Matsubara frequencies). For boson fields

φ(t, x) =
∑

n∈Z

eiωnt φn(x), ωn = 2nπT . (7.2)

In the case of fermions, anti-periodic boundary conditions lead to the expansion

ψ(t, x) =
∑

ωn=(2n+1)πT

eiωnt ψn(x). (7.3)

Remark. The mode expansion (7.2) is well suited to simple situations where
fields belong to a linear space. In the case of non-linear σ models or non-abelian
gauge theories, the decomposition in modes leads to problems, because it conflicts
with the geometric structure.

Classical statistical field theory and thermal mass. The quantum partition
function (7.1) can also be considered as the partition function of a classical
statistical field theory in d dimensions. In this interpretation finite temperature
for the quantum partition function (7.1) corresponds to a finite size β = 1/T
in one direction for the classical partition function. The zero temperature limit
of the quantum theory corresponds to an infinite volume limit of the classical
theory.

An important parameter then is the thermal mass mT , inverse of the correla-
tion length ξT , which characterizes the decay of correlations in space directions.
A cross-over is expected between a d-dimensional behaviour when the correlation
length ξT is small compared with β, that is the mass scale mT is large compared
with the temperature T , to the (d− 1)-dimensional behaviour when mT is small
compared with T . Moreover, in this limit macroscopic properties and corre-
lations for momenta much smaller than the temperature T or distances much
larger than β, can be described by an effective (d − 1)-dimensional local field
theory. As we shall see, this corresponds to a classical limit, in the sense that
classical fields replace quantum fields. Within this framework, the temperature
then plays the role of a large momentum cut-off.

The ratio mT /T can be expected to be small in several situations, at high
temperature and near a finite temperature phase transition. Moreover, it is also
small at low temperature in a third peculiar situation, when a symmetry is broken
at zero temperature and no phase transition is possible at finite temperature.
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Finite temperature renormalization group. From the classical statistical inter-
pretation one learns that general results obtained in the study of finite size effects
also apply here. Correlation functions satisfy the renormalization group (RG)
equations of the corresponding d-dimensional classical theory [148,149]. Indeed,
RG equations are related to short distance singularities and are, therefore, in-
sensitive to finite sizes. A finite size affects only solutions of the RG equations,
because a new dimensionless RG invariant parameter becomes available, here for
instance the ratio mT /T .

At high temperature, the ratio m/T , where m is the physical mass scale, goes
to zero. This does not automatically imply that mT /T is small because the
parameter mT is identical with m only in the tree approximation. By solving
the RG equations in terms of the effective coupling at the temperature scale
T , one infers that if the effective coupling goes to zero at high temperature,
then the ratio mT /T really becomes small. Two examples will be met: the first
corresponds to theories where the free field theory is an IR fixed point, like φ4

4

scalar field theory or QED4, the second corresponds to UV asymptotically free
field theories. Conversely, when a non-trivial IR fixed point is present the ratio
mT /T goes to a constant. At high temperature, one then has to rearrange the
initial perturbation theory by adding and subtracting a mass term to suppress
fictitious perturbative large IR contributions.

Zero mode and large distance behaviour. We consider first the example of a
free scalar field theory with the action

S(φ) = 1
2

∫ 1/T

0

dt

∫
dd−1x

[
(∂tφ)2 + (∇xφ)2 +m2φ2

]
.

After introducing the mode expansion (7.2) into the action and integrating over
time, one obtains a (d − 1)-dimensional euclidean field theory with an infinite
number of fields, the modes φn(x). The form of the action,

S(φ) =
1

2T

∫
dd−1x

∑

n

[
|∇xφn(x)|2 + (m2 + 4π2n2T 2)|φn(x)|2

]
,

shows that φn has a mass
√
m2 + 4π2n2T 2. Therefore, at high temperature all

modes become very massive except the zero-mode, whose mass m governs the
decay of φ(t, x)-field correlation functions in space directions (here mT = m).
The large distance, low momentum, physics can entirely described by an effective
(d− 1)-dimensional field theory involving only the zero mode.

Note, however, that all fermion modes become very massive at high tempera-
ture due to the anti-periodic boundary conditions (7.3)and generally decouple.

In an interacting theory, if mT remains much smaller than the temperature,
one expects still to be able to describe low momentum physics in terms of an
effective (d− 1)-dimensional euclidean local field theory. The thermal mass mT
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is the mass of the zero-mode in the effective theory, and all other scalar and
fermion modes have masses at least of order T . The effective theory can thus be
constructed by integrating out perturbatively all non-zero modes and performing
a local expansion of the resulting effective action. As mentioned above, in this
framework the temperature T acts as a large momentum cut-off.

Dimensional reduction. We now briefly outline the construction of the (d−1)-
dimensional effective theory in the example of a general scalar QFT, assum-
ing that the mass mT of the zero-mode remains indeed much smaller than T
[150,159]. We first separate the zero-mode ϕ(x), setting

φ(t, x) = ϕ(x) + χ(t, x), (7.4)

where χ the sum of all other modes (Eq. (7.2)):

χ(t, x) =
∑

n6=0

eiωnt φn(x), ωn = 2nπT . (7.5)

The action ST (ϕ) of the effective theory is then obtained by integrating over χ:

e−ST (ϕ) =

∫
[dχ] exp[−S(ϕ+ χ)]. (7.6)

Leading order. From the point of view of the χ integration, the tree approxi-
mation corresponds to setting χ = 0 and one simply finds

ST (ϕ) =
1

T

∫
dd−1xL(ϕ), (7.7)

an action that is obviously local.
We note that T plays, in this leading approximation, the formal role of ~,

and the small T expansion corresponds to a loop expansion. If the ratio T/Λ,
which is always assumed to be small, is the relevant expansion parameter, which
means that the perturbative expansion is dominated by large momentum (UV)
contributions, then the effective (d − 1) dimensional theory can still be studied
by perturbative methods. This is expected when the number d − 1 of space
dimensions is large and field theories are non-renormalizable. However, another
dimensionless ratio can be found, m/T , which at high temperature is small.
This may be the relevant expansion parameter for theories that are dominated
by small momentum (IR) contributions, a problem that arises in low dimensions.
Then, perturbation theory is no longer possible or useful. Actually, the relevant
parameter in the full effective theory is mT /T . Therefore, the contributions to
the mass of the zero-mode due to quantum and thermal fluctuations need to be
investigated.
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Loop corrections. The integration over non-zero modes generates non-local in-
teractions. To study long wave length phenomena, one can, however, perform a
local expansion of the effective action, expansion that breaks down at momenta
of order T . In general, higher order corrections coming from the integration
over non-zero modes generate terms that renormalize the terms already present
at leading order, and additional interactions are suppressed by powers of 1/T .
Exceptions are provided by gauge theories where new low dimensional interac-
tions are generated as a consequence of the explicit breaking of the O(1, d− 1)
symmetry.

Renormalization in the effective theory. If the initial (1, d − 1) dimensional
theory has been renormalized at T = 0, the complete theory is finite in the
formal infinite cut-off limit because finite size effects do not affect divergences.
However, as a consequence of the zero-mode subtraction, cut-off dependent terms
may appear in the reduced (d− 1)-dimensional action. These terms provide the
necessary counter-terms that render the perturbative expansion of the effective
field theory finite.

7.2 Scalar quantum field theory at finite temperature for N large

General finite size effects and, therefore, as we have already discussed, finite
temperature physics involve crossover phenomena between different dimensions
when the temperature varies from zero to infinity. This severely limits the appli-
cability of perturbation theory (even with RG improvement), in particular be-
cause IR divergences are more severe in lower dimensions. Large N techniques,
however, which are rather insensitive to changes in the number of dimensions
are, therefore, particularly well suited to study a crossover situation [149].

We first consider again the self-interacting scalar field with O(N) symmetric
action, studied at zero temperature in section 2.1. The field φ is an N -component
vector and the hamiltonian

H(Π, φ) =
1

2

∫
dd−1xΠ2(x) + Σ(φ) (7.8)

with

Σ(φ) =

∫
dd−1x

{
1
2 [∇φ(x)]

2
+NU

(
φ2(x)/N

)}
. (7.9)

A cut-off Λ, as usual, is implied that renders the QFT UV finite. The quantum
partition function (7.1) at finite temperature T ,

Z =

∫
[dφ(x)] exp [−S(φ)] , (7.10)

can then be expressed in terms of the action

S(φ) =

∫ 1/T

0

dt

[∫
dd−1x 1

2 (dtφ)2 + Σ(φ)

]
, (7.11)
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where the field φ satisfies periodic boundary conditions in the euclidean time
direction.

Following Eq. (2.7), the action density at finite temperature and large N is

1

N
F(ρ, σ,mT ) = U(ρ) + 1

2m
2
T (σ2 −Nρ) +

1

2βVd−1
tr ln

[
−∇2 +m2

T

]
, (7.12)

where Vd−1 is the d − 1 volume. The tr ln contribution is now modified by the
boundary conditions:

1

Vd−1
tr ln(−∇2 +m2

T ) =

∫
dd−1k

(2π)d−1

∑

n∈Z

ln(ω2
n + k2 +m2

T )

= 2

∫
dd−1k

(2π)d−1
ln
[
2 sinh

(
βω(k)/2

)]
(7.13)

with ω(k) =
√
k2 +m2

T . The result in Eq. (7.13) is given up to a mass indepen-
dent infinite constant. We have used ωn = 2nπ/β and the identity (A2.9).

Differentiating F in Eq. (7.12) with respect to σ, ρ and mT , one obtains the
saddle point equations. The algebraic transformations which produce the large
N effective action are clearly insensitive to boundary conditions and, therefore,
only the specific form of the saddle point equation in Eq. (2.10c) is modified.
Eqs. (2.10) become

m2
Tσ = 0 , m2

T = 2U ′(ρ)

and
ρ− σ2/N = G2(mT , T ) (7.14)

with

G2(mT , T ) =
T

(2π)d−1

∑

n∈Z

∫ Λ dd−1k

(2πnT )2 + k2 +m2
T

,

=

∫ Λ dd−1k

(2π)d−1

1

ω(k)

(
1

2
+

1

eβω(k) −1

)
. (7.15)

The quantum (T = 0) and thermal (T > 0 finite) fluctuations are clearly sepa-
rated when the two terms in Eq. (7.15) are written as

G2 = [G2]quantum + [G2]thermal

=
1

(2π)d

∫ Λ ddk

k2 +m2
T

+
1

(2π)d−1

∫
dd−1k

ω(k)

1

eβω(k) −1
. (7.16)

In particular, as expected, only the zero temperature contribution is cut-off de-
pendent. For T → ∞, the second contribution dominates and at leading order
is identical to the zero-mode contribution.
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Note that, alternatively, we could have used the finite size formalism of section
3.4 and the corresponding Jacobi function (3.38).

Symmetry breaking. In the broken symmetry phase σ 6= 0 and thus mT = 0.
Then, G2 can be calculated explicitly:

G2(0, T ) = ρc +Nd−1Γ(d− 2)ζ(d− 2)T d−2, (7.17)

where Nd is the loop factor (2.14b) and ζ(s) Riemann’s ζ-function. The function
ζ(s) has a pole for s = 1 and therefore, as expected, a phase transition for T > 0
is possible only for d > 3 when the result is IR finite. The result has a simple
interpretation: at d = 3, IR divergences come from the contribution of the zero-
mode in Eq. (7.15) and are those of a two-dimensional theory, where no phase
transition is possible. This is a direct example of the property of dimensional
reduction d 7→ d− 1.

The parameter ρ is the minimum of U and thus takes its T = 0 value. Finally,
the expectation value σ is given by

σ2/N = ρ(T = 0) − ρc −Nd−1Γ(d− 2)ζ(d− 2)T d−2.

The field expectation value σ decreases with the temperature, which implies that
the symmetry is broken at finite temperature only if it is already broken at zero
temperature. The critical temperature Tc can be expressed, for N → ∞, in
terms of the zero temperature expectation value:

Tc ∝ [σ(T = 0)]
2/(d−2)

. (7.18)

A RG analysis actually shows that, in general, Tc can be related to the crossover
scale between Goldstone and critical behaviour (section 7.3).

The symmetric phase. One now finds

ρ− ρc = Ωd(mT ) − Ωd(0) + T d−2fd(m
2
T /T

2), (7.19)

where Ωd is defined by Eq. (2.12) and

fd(z) = Nd−1

∫ ∞

0

xd−2dx√
x2 + z

1

exp[
√
x2 + z] − 1

= Nd−1

∫ ∞

√
z

(y2 − z)(d−3)/2 dy

ey −1
. (7.20)

In particular,

fd(0) = Nd−1Γ(d−2)ζ(d−2), f ′
d(0) = −1

2(d−3)Nd−1Γ(d−4)ζ(d−4). (7.21)
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The other equation is m2
T = U ′(ρ). In the special limit of a critical potential

at T = 0 (the massless theory), which satisfies U ′(ρc) = 0, the equation can be
expanded as

m2
T ∼ (ρ− ρc)U

′′(ρc)

if U ′′(ρc) does not vanish. Then,

m2
T /U

′′(ρc) ∼ Ωd(mT ) − Ωd(0) + T d−2fd(m
2
T /T

2). (7.22)

For d > 4, this equation implies

mT /T ∝ (T/Λ)(d−4)/2 ≪ 1 (7.23)

and, thus, dimensional reduction is justified.
For d = 4, the conclusion is the same because

(mT

T

)2

∼ 2π2

3 ln(Λ/T )
≪ 1 . (7.24)

Instead, for d < 4, the l.h.s. is negligible and, therefore, mT is proportional to
T . These results have a simple interpretation from the RG point of view in the
framework of the (φ2)2 field theory.

7.3 The (φ2)2 field theory at finite temperature

We now specialize to the (φ2)2 field theory, that is (section 2.3)

U(ρ) = 1
2rρ+

u

4!
ρ2 .

We first summarize what can be learned from a simple RG analysis, and then
solve the large N saddle point equations in this case.

We define the quantity rc(u), which has the form of a mass renormalization,
as the value of r at which the physical mass m of the field φ vanishes at T = 0.
At T = 0, r = rc, a transition occurs between a symmetric phase (r > rc)
and a broken symmetry phase (r < rc). We recall that a QFT is meaningful
only if the physical mass m is much smaller than the cut-off Λ. This implies
either (the famous fine tuning problem) |r − rc| ≪ Λ2 or, for N > 1, r < rc
which corresponds to a spontaneously broken symmetry with massless Goldstone
modes. The latter situation will be examined in section 7.5 within the more
suitable formalism of the non-linear σ-model.

It is also convenient to introduce a dimensionless coupling

λ = uΛd−4/N , (7.25)

where later Nλ will be assumed to take generic (i.e. not very small) values.
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RG at finite temperature. As we have already stressed, some useful information
can be obtained from a RG analysis, which also explains the nature of some of
the results obtained in the large N limit.

Correlation functions at finite temperature satisfy the RG equations of the zero
temperature QFT or the d-dimensional classical field theory in infinite volume.
The dimension d = 4 is special, because then the φ4

4 theory is just renormalizable.
One important quantity is the ratio mT /T , where mT governs the decay of
correlations in space directions and is also, after dimensional reduction, the mass
of the zero-mode in the effective theory.

Higher dimensions. For d > 4, the theory is non-renormalizable, which means
that the gaussian fixed point u = 0 is stable. The coupling constant u = NλΛ4−d

is small in the physical domain, and perturbation theory is applicable. At zero
temperature, the physical mass in the symmetric phase has the scaling behaviour
of a free or gaussian theory, m ∝ (r− rc)1/2. The leading corrections to the two-
point function due to finite temperature effects, are of order u. Therefore, in the
symmetric phase, for dimensional reasons,

mT ∝ (r − rc + const. λΛ4−dT d−2)1/2.

If at zero temperature the symmetry is broken (r < rc), a phase transition thus
occurs at a temperature Tc, which scales like

Tc ∝ Λ
[
(rc − r)/Λ2

]1/(d−2) ≫ (rc − r)1/2 .

The critical temperature is large compared with the T = 0 crossover mass scale
(2.67).

At high temperature or in the massless theory (r = rc), the thermal mass
behaves like

mT /T ∝ (T/Λ)(d−4)/2 ≪ 1 ,

a behaviour consistent with the form (7.23). The property mT /T ≪ 1 implies
the validity of dimensional reduction.

Dimension d = 4. The (φ2)2 theory is just renormalizable and RG equations
take the form
[
Λ
∂

∂Λ
+ β(λ)

∂

∂λ
− n

2
η(λ) − η2(λ)(r − rc)

∂

∂r

]
Γ(n)(pi; r, λ, T,Λ) = 0 . (7.26)

The ratio mT /T = F (Λ/T, λ, r/T 2) is dimensionless and RG invariant, and thus
satisfies [

Λ
∂

∂Λ
+ β(λ)

∂

∂λ
− η2(λ)(r − rc)

∂

∂r

]
F = 0 .

The solution can be written as

mT /T = F (Λ/T, λ, (r− rc)/T
2) = F

(
ℓΛ/T, λ(ℓ), (r(ℓ)− rc)/T

2
)
, (7.27)
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where ℓ is a scale parameter, and λ(ℓ), r(ℓ) the corresponding running parameters
(or effective parameters at scale ℓ):

ℓ
dλ(ℓ)

dℓ
= β

(
λ(ℓ)

)
, ℓ

dr(ℓ)

dℓ
= −

(
r(ℓ) − rc

)
η2
(
λ(ℓ)

)
.

The form of the RG β-function,

β(λ) =
(N + 8)

48π2
λ2 +O

(
λ3
)
, (7.28)

implies that the theory is IR free, that is λ(ℓ) → 0 for ℓ → 0. The effective
coupling constant at the physical scale is logarithmically small, implying loga-
rithmic deviations from naive scaling. To describe physics at the scale T , one
has to choose ℓ = T/Λ ≪ 1 and, thus,

λ(T/Λ) ∼ 48π2

(N + 8) ln(Λ/T )
. (7.29)

Therefore, RG improved perturbation theory can be used to derive the effective
action of the reduced theory. In particular, for r = rc one recovers the behaviour
(7.24): (mT

T

)2

∼ N + 2

72
λ(T/Λ) ∼ 2π2(N + 2)

3(N + 8)

1

ln(Λ/T )
.

Dimension d = 3. The three-dimensional classical theory has an IR fixed point
λ∗. Then finite size scaling (Eq. (7.27)) predicts, in the symmetric phase,

mT /T = f
(
(r − rc)/T

1/ν
)
,

where ν is the correlation exponent of the three-dimensional system. Therefore,
mT in general remains of order T at high temperature.

The zero-mode plays a special role only if there exist values such that the
function f is small (relative to 1). This would happen near a phase transition,
but in an effective two-dimensional theory a phase transition is impossible for
N > 2.

The large N limit. We now specialize the results of section 7.2, and verify
consistency with the general RG analysis.

Broken symmetry phase. In the broken symmetry phase mT = 0, G2 is given
by Eq. (7.17):

G2(0, T ) = ρc +Nd−1Γ(d− 2)ζ(d− 2)T d−2.

We have already noted that a phase transition for T > 0 is possible only for
d > 3 when the result is IR finite.
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Then, using the last equation U ′(ρ) = 0 in the example of the (φ2)2 theory,
one obtains

σ2/N =
6

Nu
(rc − r) −Nd−1Γ(d− 2)ζ(d− 2)T d−2

and finds a critical temperature

Tc ∝ Λ
(
(rc − r)/Λ2)1/(d−2).

The value of Tc can be compared with mcr, the mass scale at which a crossover
between critical and Goldstone behaviours occurs.

For d > 4,

Tc ∝ Λ(mcr/Λ)2/(d−2) ≫ mcr

(from Eq. (2.67)) and, thus, the temperature Tc is large compared to the relevant
mass scale.

For d = 4, the explicit value is

Tc = (72/Nu)1/2(rc − r)1/2 ∝ mcr

√
ln(Λ/mcr),

where Eq. (2.66) has been used. In all cases the critical temperature is large
compared to the crossover mass.

The symmetric phase. The saddle point equations become

ρ− ρc = Ωd(mT ) − Ωd(0) + T d−2fd(m
2
T /T

2),

m2
T = (Nu/6)(ρ− ρc) + r − rc .

In the special limit r = rc, which corresponds to the critical point at zero tem-
perature, Eq. (7.22) now reads

(6/Nu)m2
T = Ωd(mT ) − Ωd(0) + T d−2fd(m

2
T /T

2).

The behaviour of mT /T has already been discussed in section 7.2. The special
dimension d = 4 will be examined in more detail in section 7.4 in the context of
variational calculations, and the general large N limit again in section 7.5 from
the point of view of the non-linear σ model.

7.4 Variational calculations in the (φ2)2 theory

To further compare variational calculations with large N results, we generalize
the zero-temperature calculations of section 2.8 to a finite temperature system.
The variational principle is still based on the inequality (2.83), but is applied to
a finite temperature system T = 1/β. For a system of N non-interacting massive
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bosons at temperature T in d − 1 space dimensions, the Helmholtz free energy
density is given by

F0 = − 1

V β
lnZ0 = − 1

V β
ln tr e−βH0

= N
1

(2π)d−1

∫
dd−1k

(
1
2ω(k) + T ln

(
1 − e−βω(k)

))
.(7.30)

The inequality (2.84) is replaced by

F ≤ Fvar. = F0 +N
〈
U
(
φ2(x)/N

)
− 1

2m
2
T

(
φ(x) − φ0

)2
/N
〉

0
, (7.31)

where 〈•〉0 means average with respect to e−S0 in a finite temperature, infinite
space volume system, and S0 again is the trial free action:

S0 =

∫
ddx

(
1

2
(∂µφ)

2
+
m2
T

2

(
φ(x) − φ0

)2
)
,

m2
T , φ2

0 = σ2 (in the notation of section 7.2) being the two variational parameters.
We now evaluate the gaussian average in the large N limit:

〈
U
(
φ2(x)/N

)〉
0
∼ U

(〈
φ2(x)/N

〉
0

)
,

and introduce the parameter ρ, which is given by

ρ =
〈
φ2(x)/N

〉
0

= φ2
0/N +

T

(2π)d−1

∑

n∈Z

∫
dd−1k

(2πnT )2 + k2 +m2
T

,

= σ2/N +G2(mT , T ). (7.32)

Then, the variational free energy density becomes

Fvar = F0 +NU(ρ) − 1
2m

2
T (Nρ− σ2). (7.33)

The relation
∂F0

∂m2
T

= 1
2 (Nρ− σ2),

still holds, in such a way that

∂Fvar.

∂m2
T

= N
∂ρ

∂m2
T

[
U ′(ρ) − 1

2m
2
T

]
. (7.34)

The condition of stationarity of Fvar. with respect to variations of m2
T , together

with the equation defining ρ, are again equivalent to the large N saddle point
equations.
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The (φ2)2 field theory in dimension d = 4. We now discuss the example of the
(φ2)2 field theory in four dimensions:

U(ρ) = 1
2
rρ+

u

4!
ρ2.

From Eqs. (7.19,2.19), one finds

ρ(m2
T ) = ρc + σ2/N − m2

T

8π2
ln(Λ/mT ) +

T 2

2
f4(m

2
T /T

2), (7.35)

where fd(z) is given in Eq. (7.20). The variational free energy of the system can
be obtained from Eq. (7.33) or by integrating Eq. (7.34):

1

N
Fvar(σ,m

2
T ) = U(ρ) − 1

2

∫ m2

T

0

ds s
∂ρ(s)

∂s

=
1

32π2
m4
T ln(Λ/mT ) +

1

4
T 4

∫ ∞

m2

T
/T 2

dz zf ′
4(z)

+
u

24

{
σ2/N + 6

r − rc
u

− 1

8π2
m2
T ln(Λ/mT ) +

1

2
T 2f4(m

2
T /T

2)

}2

− 3

2

r2

u
. (7.36)

The renormalized theory with finite non-zero renormalized coupling ur can be
reached only with a negative u in a metastable state mentioned in section 2.8. In
the limit Λ → ∞, u→ 0− and the renormalized free energy can be calculated in
terms of the renormalized parameters ur, mT and using the gap equation. One
finds

1

N
Fvar(σ,m

2
T ) +

3

2

r2

u
=
m2
T

2
(σ2/N ± 6M2/ur) −

r2

4

{
1

ur
+

1

16π2
ln

(
e

3

2 M2

m2
T

)}

− 1

4
T 4

∫ ∞

m2

T
/T 2

dz f4(z). (7.37)

Here M is a normalization scale and the choice ± sign depends on the sign
of M2/ur. The basic instability that originates from the negatively coupled
theory is maintained also in the renormalized expression in Eq. (7.37). One finds
that as the temperature increases, the O(N) symmetric metastable state that
exists at low temperature becomes even less stable, and above a certain critical
temperature, disappears altogether. The theory now has only the O(N) broken
symmetry phase that we have found; it is unstable, as mentioned at the bottom
of section 2.8, and thus renders the theory inconsistent.
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7.5 The non-linear σ model at finite temperature

We now discuss another, related, example: the non-linear σ model because
the presence of Goldstone modes introduces some new features in the analysis.
In the perturbative framework, due the non-linear character of the group rep-
resentation, one is confronted with difficulties which also appear in non-abelian
gauge theories. Moreover, the non-linear σ model and non-abelian theories share
another property: both are UV asymptotically free in the dimensions in which
they are renormalizable.

Finally, we recall that it has been proven in section 3.1, within the framework
of the 1/N expansion, that the non-linear σ model is equivalent to the ((φ2))2

field theory (at least for generic φ4 coupling), both quantum field theories cor-
responding to two different perturbative expansions of the same physical model.

The non-linear σ model. The non-linear σ model has been studied at zero
temperature in section 3.1. It is an O(N) symmetric QFT, with an N -component
scalar field S(t, x) which belongs to a sphere, that is that satisfies the constraint
S2(t, x) = 1.

The partition function of the non-linear σ model can be written as

Z =

∫
[dS(t, x)dλ(t, x)] exp [−S(S, λ)] (7.38)

with

S(S, λ) =
1

2g

∫ 1/T

0

dt dd−1x
[(
∂tS(t, x)

)2

+
(
∇S(t, x)

)2
+ λ(t, x)

(
S2(t, x)− 1

)]
, (7.39)

where the λ integration runs along the imaginary axis and enforces the constraint
S2(x) = 1. The parameter g is the coupling constant of the quantum model as
well as the temperature of the corresponding d-dimensional classical theory.

As we have already explained, a finite temperature T leads, in the correspond-
ing classical theory, to one finite size β = 1/T with periodic boundary conditions.

Finite temperature saddle point equations. The non-linear σ model has been
discussed in the large N limit at zero temperature in section 3.1 with a slightly
different notation (T → g). At finite temperature, the saddle point equation
(3.8a) remains unchanged. The saddle point equation (3.8b) is modified because
the frequencies in the time direction are quantized. It can be expressed in terms
of the function

G2(mT , T ) =
T

(2π)d−1

∑

n∈Z

∫ Λ dd−1k

(2πnT )2 + k2 +m2
T
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defined earlier (Eq. (7.15)). In the symmetric phase 〈S(T )〉 = 0, one finds

1 = (N − 1) g G2(mT , T ). (7.40)

Here, mT is the thermal mass and ξT = m−1
T has the meaning of a correlation

length in space directions.
In terms of the functions (2.12,7.20), Eq. (7.40) (for N large) can be rewritten

as
1/Ng = Ωd(mT ) + T d−2fd(m

2
T /T

2). (7.41)

One recovers that a phase transition is possible only if fd(0) is finite, which
from Eq. (7.21) implies d > 3, a result that can be seen as a consequence of
dimensional reduction.

Dimension d = 2. We first examine the case d = 2. This corresponds to a
situation where even at zero temperature the O(N) symmetry remains always
unbroken. In the zero temperature QFT, or the infinite volume classical statis-
tical system, the continuum limit corresponds to g ≪ 1 and the physical mass
m then is given by Eq. (3.16):

1/Ng = Ω2(m) ⇒ m = ξ−1
0 ∝ Λ e−2π/Ng .

By subtracting this equation from Eq. (7.41) (the finite temperature gap equa-
tion), one finds

ln(mT /m) = ln(ξ0/ξT ) = 2πf2(m
2
T /T

2). (7.42)

High temperature corresponds to T/m≫ 1 and thus one also expects mT ≫ m.
The integral (7.20) then is dominated by the contribution of the zero-mode and,
therefore,

T

mT
=

1

π
ln(mT /m) ∼ 1

π
ln(T/m). (7.43)

The logarithmic decrease of the ratio mT /T at high temperature corresponds to
the UV asymptotic freedom of the classical non-linear σ model in two dimensions.

Dimensions d > 2. In higher dimensions the system has a phase transition
for T = 0 at a value gc of the coupling constant. The gap equation can then be
rewritten as

1

Ng
− 1

Ngc
= Ωd(mT ) − Ωd(0) + T d−2fd(m

2
T /T

2). (7.44)

For g > gc, the equation can also be expressed in terms of the physical mass m
(Eq. (3.12)) as

[Ωd(m) − Ωd(mT )] /T d−2 = fd(m
2
T /T

2). (7.45)

The behaviour of the system then depends on the ratio T/m. To obtain more
explicit results, one has to distinguish between various possible dimensions.
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Dimension d = 3 [96,155]. The absence of phase transition in two dimensions
prevents a phase transition at finite temperature. The gap equation has a scaling
form, as predicted by finite size RG arguments. A short calculation yields

f3(s) = − 1

2π
ln
(
1 − e−

√
s
)

and
Ω3(mT ) − Ω3(0) = −mT

4π
.

For g > gc, after some simple algebra, the gap equation can be written as

2 sinh(mT /2T ) = em/2T .

One verifies that for m/T large (low temperature) mT → m, and at high tem-
perature T ≫ m, mT becomes proportional to T :

mT /T ∼ 2 ln
(
(1 +

√
5)/2

)
.

For g < gc, that is when the symmetry is broken at zero temperature, one has
to return to the general form

2 sinh(mT /2T ) = exp

[
− 2π

NT

(
1

g
− 1

gc

)]
. (7.46)

One can also introduce the mass scale

mcr(g) =
1

g
− 1

gc

(see Eq. (2.65)), which at zero temperature characterizes the crossover between
critical and Goldstone mode behaviours. Then,

2 sinh(mT /2T ) = e−2πmcr/NT .

For g < gc, the zero-mode dominates if the ratio mT /T is small and thus if
mcr/T is large. This condition is realized for all temperatures if |g − gc| is not
small because then mcr = O(Λ) ≫ T : this is the situation of chiral perturbation
theory, and corresponds to the deep IR (perturbative) region where only Gold-
stone particles propagate. It is also realized in the critical domain |g− gc| small,
if T ≪ mcr, that is at low (but non-zero) temperature. Then,

mT ∼ T e−2πmcr/NT = T exp

[
− 2π

NT

(
1

g
− 1

gc

)]
. (7.47)
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Note that, when the coupling constant g or the temperature T go to zero, the
mass mT has the exponential behaviour characteristic of the dimension 2. This
property of dimensional reduction at low temperature is somewhat surprising.
It is in fact a precursor of the symmetry breaking at zero temperature.

Higher dimensions: the critical temperature. For d > 3, the quantity fd(0)
is finite and, therefore, a phase transition at finite temperature is possible, in
agreement with dimensional reduction and the property that a phase transition
is possible in dimensions larger than two (in the case of continuous symmetries).
From Eq. (7.44) one infers

T d−2
c =

1

Nfd(0)

(
1

g
− 1

gc

)
. (7.48)

Since fd(0) is positive, this result confirms that a transition is possible only for
g < gc, that is if at zero temperature the symmetry is broken.

However, this result is meaningful only if T ≪ Λ and thus only for |g − gc|
small. Then, Tc is proportional to the crossover mass scale mcr(g) (Eq. (2.65))
between critical and Goldstone behaviours.

Dimension d = 4. Since f4(0) = 1/12 one finds

T 2
c =

12

N

(
1

g
− 1

gc

)
=

12

N
m2

cr. (7.49)

Another limit of interest is the high temperature or massless limit. FormT 6= 0,
one finds an additional cut-off dependence:

Ω4(mT ) − Ω4(0) ∼ −m
2
T

8π2
ln(Λ/mT ).

At g = gc, one finds that mT /T decreases logarithmically with the cut-off. At
leading order, using f4(0) = 1/12, one obtains

(mT /T )2 =
2π2

3 ln(Λ/T )
,

in agreement with Eq. (7.24).

Dimension d = 5. From f5(0) = ζ(3)/4π2, one infers the critical temperature
Tc:

T 3
c ∼ 4π2

Nζ(3)

(
1

g
− 1

gc

)
=

4π2

Nζ(3)
m3

cr .

In the massless limit g = gc,

(mT /T )2 ∼ ζ(3)

4π2

T

D5(0)
(7.50)

with D5(0) ∝ Λ, a result consistent with the behaviour (7.23).
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7.6 The Gross–Neveu model at finite temperature

To gain some intuition about the role of fermions at finite temperature, we
now examine a simple model of self-interacting fermions, the Gross–Neveu (GN
[157,158]. The GN model is described in terms of a U(Ñ) symmetric action for
a set of Ñ massless Dirac fermions {ψi, ψ̄i} (for details see section 4.3):

S(ψ̄, ψ) = −
∫

dt dd−1x
[
ψ̄(t, x) · 6∂ψ(t, x) + 1

2N
G
(
ψ̄(t, x) · ψ(t, x)

)2]
, (7.51)

where N = Ñ tr1 is the total number of fermion components.
The GN model has in all dimensions a discrete symmetry that prevents the

addition of a mass term. In even dimensions it corresponds to a discrete chiral
symmetry, and in odd dimensions to space reflection. Below, to simplify, we will
speak about chiral symmetry, irrespective of dimensions.

The GN model is renormalizable in d = 2 dimensions, where it is asymptoti-
cally free and the chiral symmetry is always broken at zero temperature.

It has been proven in section 4.6 that within the 1/N expansion the GN model
is equivalent to the GNY (Y for Yukawa) model, at least for generic couplings: the
GNY model has the same symmetry, but contains an elementary scalar particle
coupled to fermions through a Yukawa-like interaction, and is renormalizable in
four dimensions. This equivalence provides a simple interpretation to some of
the results that follow.

At finite temperature, due to the anti-periodic boundary conditions, fermions
have no zero modes. Therefore, limited insight about the physics of the model at
high temperature can be gained from perturbation theory; all fermions are simply
integrated out. Instead, we study here the GN model within the framework of
the 1/N expansion.

Effects due to the addition of a chemical potential will not be considered here.
The integration over fermions, leads to an effective non-local action for a pe-

riodic scalar field σ, which has already been discussed in the zero temperature
limit in section 4.6:

SN (σ) =
N

2G

∫ 1/T

0

dt

∫
dd−1xσ2(t, x) − Ñ tr ln (6∂ + σ(·)) , (7.52)

where T is the temperature, and the σ field satisfies periodic boundary conditions
in the euclidean time variable.

In the situations in which the thermal mass of the σ field is small compared
with the temperature, one can perform a mode expansion of the σ-field, integrate
over the non-zero modes and obtain an effective local (d− 1)-dimensional action
for the zero-mode. It is important to realize that for T > 0, since the reduced
action is local and symmetric in σ 7→ −σ, it describes the physics of the Ising
transition with short range interactions, unlike what happens at zero temperature
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where the fermions are massless. The question that then arises is the possibility
of a breaking of this remaining reflexion symmetry.

As we have seen, a non-trivial perturbation theory is obtained by expanding
for large N . If a continuous order phase transition occurs at finite temperature,
IR divergences generated by the σ zero-mode will appear in the 1/N perturbation
theory at the transition temperature Tc for d−1 < 4. Below Tc, in the same way
as at zero temperature, the decay of σ correlation functions in space directions
is characterized by the saddle point value MT of the field σ(x). Above Tc, the
correlation length is also finite in contrast with the zero temperature situation.

One then finds two regimes, which have to be dealt with differently. Near the
transition temperature, 1/N perturbation theory is not useful for d < 5. Instead,
one has to perform a mode expansion of the σ-field and a local expansion of the
dimensionally reduced action for the σ zero-mode. The effective field theory
relevant for long distance properties is of σ4 type (as in the case of the Ising
model) with coefficients depending on coupling constant and temperature, which
has to be studied by the usual RG methods. Note that this implies the absence
of phase transition for d = 2 at finite temperature. In the other regime where the
σ correlation length is of order 1/T , all modes are similar and 1/N perturbation
theory is directly applicable.

7.7 The gap equation

Calling MT the saddle point value of the field σ(x), we obtain the action density
at finite temperature and large N :

1

N
F(ρ,MT ) =

M2
T

2G
− T

Vd−1 tr1
tr ln

(6∂ +MT

)
, (7.53)

where Vd−1 is the d− 1 dimension volume and

1

Vd−1
tr ln(6∂ +MT ) =

1

2
tr1

∫
dd−1k

(2π)d−1

∑

n∈Z

ln(ω2
n + k2 +M2

T )

with ωn = (2n+1)πT . The sum over frequencies follows from the identity (A2.9),
and one obtains

1

Vd−1 tr1
tr ln(6∂ +MT ) =

∫
dd−1k

(2π)d−1
ln
[
2 cosh

(
ω(k)/2T

)]
(7.54)

with ω(k) =
√
k2 +M2

T . Alternatively, one could use Schwinger’s representation
of the propagator and another function of elliptic type

ϑ1(s) =
∑

n

e−(n+1/2)2πs . (7.55)
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The gap equation at finite temperature, obtained by differentiating F with re-
spect to MT , again splits into two equations MT = 0 and

1/G = G2(MT , T ) (7.56)

with

G2(MT , T ) =

∫ Λ dd−1k

(2π)d−1

1

ω(k)

(
1

2
− 1

eω(k)/T +1

)
. (7.57)

This is the fermion analogue of Eqs. (7.40,7.15) in which one recognizes again the
sum of quantum and thermal contributions. Note, however, that the function
G2(MT , T ) has a regular expansion in M2

T at MT = 0.
In terms of the function

gd(s) = Nd−1

∫ ∞

0

xd−2dx√
x2 + s

1

exp[
√
x2 + s] + 1

= Nd−1

∫ ∞

√
s

(y2 − s)(d−3)/2 dy

ey +1
, (7.58)

where Nd is given in (2.14b), the gap equation can be rewritten as

1/G = Ωd(MT ) − T d−2gd(M
2
T /T

2). (7.59)

If d > 2, one can introduce the critical value Gc where M ≡ MT=0 vanishes at
zero temperature:

1

G
− 1

Gc
= Ωd(MT ) − Ωd(0) − T d−2gd(M

2
T/T

2). (7.60)

Finally, for G > Gc, the equation can be expressed in terms of the fermion
physical mass M ≡ mψ solution of Eq. (4.12),

1/G = Ωd(M), (7.61)

and then reads
Ωd(MT ) − Ωd(M) = T d−2gd(M

2
T/T

2). (7.62)

The σ two-point function. Since the correlation length ξσ of the σ zero-mode
plays a crucial role, we also calculate the σ two-point function ∆σ(p) ≡ ∆σ(p0 =
0, p) (see Eq. (4.55)). Note that in what follows we use the notation mσ for the
corresponding temperature-dependent thermal mass: mσ(T ) = 1/ξσ(T ), which
is also the mass of the σ field in the dimensionally reduced theory.

For MT = 0, one finds

1

N∆σ(p)
=

1

G
−G2(0, T )+

T

2(2π)d−1
p2
∑

n

∫ Λ dd−1k

(k2 + ω2
n) [(p+ k)2 + ω2

n]
. (7.63)
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For d > 2, the propagator can be expressed in terms of the constant gd(0):

1

N∆σ(p)
=

1

G
− 1

Gc
+ T d−2gd(0)

+
T

2(2π)d−1
p2
∑

n

∫ Λ dd−1k

(k2 + ω2
n) [(p+ k)2 + ω2

n]
. (7.64)

For MT 6= 0, using the gap equation, one can write the propagator as

1

N∆σ(p)
=
T
(
p2 + 4M2

T

)

2(2π)d−1

∑

n

∫ Λ dd−1k

(k2 + ω2
n +M2

T ) [(p+ k)2 + ω2
n +M2

T ]
.

(7.65)
Therefore, when the symmetry is broken the mass mσ(T ) = 2MT , generalizing
the zero temperature result.

More detailed properties require distinguishing between dimensions.

Local expansion. When the σ thermal mass or expectation value is small
compared with T , one can perform a mode expansion of the field σ, retaining
only the zero mode and then a local expansion of the action (7.52), and study it
to all orders in the 1/N expansion. In the reduced theory, T plays the role of a
large momentum cut-off.

The first terms of the effective (d− 1)-dimensional action are

Sd−1(σ) = N

∫
dd−1x

[
1
2Zσ(∂µσ)2 + 1

2rσ
2 +

1

4!
uσ4

]
, (7.66)

where terms of order σ6 and ∂2σ4 and higher have been neglected. The three
parameters are given by

Zσ = 1
2G4(0, T )/T , r = [1/G− G2(0, T )] /T , u = 6G4(0, T )/T ,

where G4(mT , T ) can be calculated from

G4(mT , T ) = − ∂

∂m2
T

G2(mT , T ).

For d < 4, G4(0, T ) is finite and thus proportional to T d−4. For d > 2, after the
shift of the coupling constant, one finds

rT =
1

G
− 1

Gc
− T d−2gd(0) = gd(0)

(
T d−2
c − T d−2

)
. (7.67)

As already explained, the properties of this model are those of the critical
φ4 theory and, for d < 5, have to be studied by the usual non-perturbative
techniques.
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7.8 Phase structure for N large

Phase transition and critical temperature. One notes that Ωd(M) − Ωd(MT )
is always negative and, thus, since Ωd is a decreasing function, |M | < |MT |.
Therefore, when the chiral symmetry is unbroken at zero temperature, Eq. (7.62)
has no solution, MT = 0 is the minimum and the σ 7→ −σ symmetry is not broken
at N = ∞.

We now assume a situation of symmetry breaking at zero temperature, which
implies G > Gc. For d > 2,

gd(0) = Nd−1

(
1 − 23−d)Γ(d− 2)ζ(d− 2),

is finite and, thus, the gap equation (7.62) has a solution up to a temperature
Tc where MT vanishes:

Tc =

[
1

gd(0)

(
1

Gc
− 1

G

)]1/(d−2)

=

[
Ωd(0) − Ωd(M)

gd(0)

]1/(d−2)

. (7.68)

Moreover, the p = 0 limit of the σ propagator (7.64) confirms that the symmetric
phase is stable only if T > Tc. Therefore, Tc separates two Ising-like phases, a low
temperature phase with symmetry breaking and a symmetric high temperature
phase. Since G2(MT , T ) is a regular function of MT at MT = 0, one finds that,
near Tc,

M2
T ∝ Λ4−d(T d−2

c − T d−2) ∝ Λ(Tc − T ),

that is a quasi-gaussian or mean-field behaviour in all dimensions.
More specific results require considering various d dimensions separately, first

d > 2, the case d = 2 requiring a special analysis.

High dimensions. For d > 4, the critical temperature scales like

Tc ∝M(Λ/M)(d−4)/(d−2) ⇒M ≪ Tc ≪ Λ ,

and, thus, Tc is physical and large compared with the particle masses.
In the symmetric high temperature phase T > Tc, the σ thermal mass (σ

inverse correlation length) behaves like

m2
σ ∝ T 2(T/Λ)d−4

[
1 − (Tc/T )d−2

]
,

and thus is small with respect to T , justifying dimensional reduction. For T < Tc
but T ≫M , one finds |M2

T −M2| ≪ T 2 and the property remains true.

Dimension d = 4. In the high temperature symmetric phase, the thermal mass
mσ is given by

m2
σ ∝ 1

ln(Λ/T )

(
1

G
− 1

Gc
+ T 2g4(0)

)
.
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The thermal mass mσ is physical (i.e. mσ ≪ Λ) only for |1/G − 1/Gc| ≪ Λ2,
that is in the critical domain of the zero temperature theory. For G > Gc, one
can introduce the critical temperature (Eq. (7.68)):

m2
σ ∝ 1

ln(Λ/T )
(T 2 − T 2

c ).

Eventually,mσ vanishes as (T−Tc)1/2 a typical mean-field or gaussian behaviour,
and a phase transition occurs. Eq. (7.68) yields Tc which, expressed in terms of
the physical fermion mass M , is given by

(Tc/M)2 ∼ 3

π2
ln(Λ/M).

The critical temperature is thus large compared with the physical mass M .
In the broken symmetry phase, for T/M finite, the mass parameter MT re-

mains close to M and one finds

(
MT

M

)2

= 1 − 8π2g4(M
2/T 2)

(
T

M

)2
1

ln(Λ/M)
.

Dimension d = 3 [96,156]. In the symmetric phase

m2
σ ∝ T

G
− T

Gc
+ T 2g3(0).

The mass parameter mσ is physical only if T (1/G − 1/Gc) ≪ Λ2. At the tran-
sition coupling constant Gc, one finds as expected mσ ∝ T .

In the broken symmetry phase since at leading order Ωd(M)−Ωd(0) = −M/4π
and

g3(s) =
1

2π
ln
(
1 + e−

√
s
)
,

the gap equation can be written as

2 cosh(MT /2T ) = eM/2T ,

an equation that has a scaling form expected for d < 4 from the correspondence
between GN and GNY models, and the existence of an IR fixed point in the
latter. The critical temperature is proportional to the fermion mass:

Tc/M =
1

2 ln 2
.

Dimension d = 2 [157,158]. The situation d = 2 is doubly special, since at
zero temperature chiral symmetry is always broken and at finite temperature the
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Ising symmetry is never broken. The GN model is renormalizable and UV free.
For N large

β(G) = − 1

2π
G2.

All masses are proportional to the RG invariant mass scale

Λ(G) ∝ Λ exp

[
−
∫ G dG′

β(G′)

]
.

In particular, the fermion physical mass has the form

M ∝ Λ e−2π/G .

At finite temperature all masses, in the sense of inverse of the correlation length
in the space direction, have a scaling property. For example, the σ mass has the
form

mσ/T = f(M/T ).

For T > M , one can also express the scaling properties by introducing a tem-
perature dependent coupling constant GT defined by

∫ GT

G

dG′

β(G′)
= − ln(Λ/T ).

At high temperature, GT decreases like

GT ∼ 2π

ln(T/M)
.

One expects, therefore, trivial high temperature physics with weakly interacting
fermions.

At high temperature the mass parameter mσ is proportional to T and, there-
fore, the zero-mode is not different from other modes. Eventually, it decreases
when T approaches Tc = M/π. At leading order one finds

m2
σ ∝ T 2 ln(πT/M). (7.69)

This result does not imply a phase transition since, for mσ/T ≪ 1, dimensional
reduction is justified: the statistical system becomes essentially one-dimensional
with short-range interactions and thus can have no phase transition. Due to
fluctuations the correlation length 1/mσ never diverges.

For T < Tc, the gap equation becomes

ln(M/MT ) = 2πg2(M
2
T/T

2).
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The function g2(s) is positive, which again implies MT < M , goes to ∞ for
s → 0 and goes to 0 for s → ∞. At low temperature, MT /M converges to 1
exponentially in M/T . At high temperature, MT/T goes to zero and

g2(s) ∼ − 1

4π
ln s .

The equation implies M ∝ T and thus has no solution for T → ∞, but instead
solutions at finite temperature, in agreement with Eq. (7.69), which shows that
mσ vanishes for some value Tc ∝M . The existence of non-trivial solutions to the
gap equation here implies only that the σ potential has degenerate minima, but
as a consequence of fluctuations the expectation value of σ nevertheless vanishes.

More precisely, the expansion (7.66) can be applied to the d = 2 example.
One obtains a simple model in 1D quantum mechanics: the quartic anharmonic
oscillator. Straightforward considerations show that the correlation length, in-
verse of the σ mass parameter, becomes small only when the coefficient of σ2 is
large and negative. This happens only at low temperature where the two lowest
eigenvalues of the corresponding quantum hamiltonian are almost degenerate.
Then, instantons relate the two classical minima of the potential and restore the
symmetry. Calculating the difference between the two lowest eigenvalues of the
hamiltonian, one obtains a behaviour of the form

mσ/T ∝ (lnM/T )5/4 e−const.(lnM/T )3/2 .

Again, the property that mσ/T is small at low temperature is a precursor of the
zero temperature phase transition.

7.9 Abelian gauge theories

The presence of gauge fields introduces some new features in finite tempera-
ture field theories, because the O(d) space symmetry is explicitly broken. This
affects the mode decomposition of the gauge field and quantization. Therefore,
we discuss here only QED-like theories, that is abelian gauge fields coupled to
fermions with N flavours in (1, d− 1) dimensions, because the mode decompo-
sition is gauge invariant and the quantization simpler as we now recall, before
describing some explicit large N calculations [160].

Mode expansion. We first describe the effect of a mode expansion on an abelian
gauge field Aµ. We set

Aµ(t, x) = Bµ(x) +Qµ(t, x),

where Bµ(x) is the zero-mode and, thus, Qµ(t, x) satisfies

∫ β

0

dtQµ(t, x) = 0 .
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Gauge transformations then become

δAµ(t, x) = ∂µ [ϕ1(t, x) + ϕ2(t, x)] (7.70)

with

δQµ(t, x) = ∂µϕ1(t, x), δBµ(x) = ∂µϕ2(t, x).

The constraints on Bµ and Qµ then imply

ϕ2(t, x) = F (x) + Ωt ,

∫ β

0

dt ϕ1(t, x) = const. , ϕ1(0, x) = ϕ1(β, x), (7.71)

with Ω constant.
The interpretation of this result is simple, Qµ transforms as a gauge field but

the gauge function has no zero-mode, Bi transforms as a (d − 1)-dimensional
gauge field, B0 behaves like a (d− 1)-dimensional massless scalar, since a trans-
lation of B0 by a constant Ω leaves the action unchanged.

Quantization. We may quantize by adding to the action a term quadratic in
∂µAµ. Then,

∂µAµ = ∂tQ0(t, x) + ∂iBi(x) + ∂iQi(t, x),

and, therefore,

∫ β

0

dt(∂µAµ)
2 = β

(
∂iBi(x)

)2
+

∫ β

0

dt(∂µQµ)
2.

An integration over the non-zero modes, then leads to a (d−1)-dimensional gauge
theory, quantized in the same covariant gauge, coupled to a neutral massless
scalar field.

Massless QED. If one now considers a massless QED-like theory

S(ψ̄, ψ, Aµ) =

∫
ddx

[
1

4e2F
2
µν(x) − ψ̄(x) · (6∂ + i 6A)ψ(x)

]
, (7.72)

quantized in the same covariant gauge, one can integrate out the fermions be-
cause, due to anti-periodic boundary conditions, they have no zero mode. At
one-loop order after fermion integration, the leading local corrections take the
same form as in the free case, only coefficients are modified.

Note, however, that one can change the fermion situation by introducing a
chemical potential term.

Gauge transformations

ψ(t, x) = eiϕ(t,x) ψ′(t, x),
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must now preserve the anti-periodicity of the charged fields, and thus be periodic.
This implies

ϕ(β, x) = ϕ(0, x) (mod 2π).

In terms of the decomposition ϕ = ϕ1 + ϕ2, this condition implies that the
parameter Ω in (7.71) is quantized:

Ω = 2πnT , n ∈ Z .

This affects the transformation of the scalar field B0:

δB0(x) = 2πnT

and, therefore, the thermodynamic potential is a periodic function of B0. One
consequence of this quantization, then, is that the field B0, which is massless in
the tree approximation, acquires a mass from quantum corrections, as we verify
below by explicit calculations.

Temporal gauge. It is also instructive to quantize in the temporal gauge. To
change gauges, we make a gauge transformation with a periodic function

ϕ(t, x) =

∫ t

0

dt A0(t
′, x) − t

β

∫ β

0

dt A0(t
′, x).

Then, A0 is reduced to its zero-mode component, and the other modes only
appear in the gauge fixing function ∂µAµ. Integration over these modes reduces
it to ∂iAi, where now only the zero-modes of the other fields Ai contribute. For
what concerns zero-modes, the situation is the same as before, while the non-zero
modes are now quantized in temporal gauge. This means that one finds d − 1
families of vector fields with masses 2πnT , n 6= 0, quantized in the unitary, and
thus non-renormalizable gauge.

Let us confirm that the same result is obtained by quantizing in the temporal
gauge A0(t, x) = 0 directly:

S(ψ̄, ψ, Aµ) =

∫
dd−1x dt

[
1

4e2

(
2Ȧ2

i + F 2
ij(t, x)

)
− ψ̄(t, x) · (6∂ + i 6A)ψ(t, x)

]
.

(7.73)
One has to remember that Gauss’s law has to be imposed. Therefore, a projector
over gauge invariant states has to be introduced in the functional integral. This
can be accomplished by imposing periodic, anti-periodic respectively, boundary
conditions in the time direction up to a gauge transformation:

Ai(β, x) = Ai(0, x)− β∂iϕ(x),

ψ(β, x) = − eiβϕ(x) ψ(0, x),

ψ̄(β, x) = − eiβϕ(x) ψ̄(0, x).
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We thus set
Ai(t, x) = A′

i(t, x)− t∂iϕ(x),

ψ(t, x) = eitϕ(x) ψ′(t, x),

ψ̄(t, x) = e−itϕ(x) ψ̄′(t, x),

where the fields A′
i, ψ

′, ψ̄′ now are periodic and anti-periodic, respectively. Two
modifications appear in the action:

∫
dxdt (∂tAi)

2 7→
∫

dxdt (∂tAi)
2 + β

∫
dx (∂iϕ(x))2

∫
dxdt ψ̄(t, x)γ0∂tψ(t, x) 7→

∫
dxdt ψ̄(t, x)γ0(∂t + iϕ(x))ψ(t, x).

Therefore, ϕ(x) is simply the zero-mode of the A0 component. Not enforcing
Gauss’s law suppresses this additional mode.

The theory has a (d− 1)-dimensional gauge invariance with the zero-mode of
Ai(t, x) as a gauge field.

Fermion integration and large N calculations. We now consider the action
(7.72), and integrate over fermions, to render the N -dependence explicit:

SN (Aµ) =

∫
ddx 1

4e2F
2
µν(x) − Ñ tr ln (6∂ + i 6A) , (7.74)

where Ñ is the number of charged fermions, and below N = Ñ tr1.
The action density as a function of a constant field ϕ ≡ A0 then is given by

1

N
F(ϕ) = −T

2

∑

n

1

(2π)d−1

∫
dd−1k ln

[
k2 +

(
ϕ+ (2n+ 1)πT

)2]
.

The sum over n can be performed with the help of the identity (A2.9) and one
obtains

1

N
F(ϕ) = −T

2

∫
dd−1k

(2π)d−1
ln
(
cosh(βk) + cos(βϕ)

)
. (7.75)

One verifies that the difference F(ϕ)−F(0) is UV finite and has a scaling form
T df(ϕ/T ). This is not surprising since in the zero temperature limit no gauge
field mass and quartic ϕ potential are generated.

The derivative

1

N
F ′(ϕ) =

1

2

1

(2π)d−1
sinh(βϕ)

∫
dd−1k

cosh(βk) + cos(βϕ)
,

is negative for −π < βϕ < 0 and positive for 0 < βϕ < π. The action density
has a unique minimum at ϕ = 0 in the interval −π < βϕ < π.
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A special case is d = 2 for which one finds [163]

F ′(ϕ) = 1
2Nϕ/π for |ϕ| < π and thus E(ϕ) = 1

4Nϕ
2/π .

Neglecting all ϕ derivatives, one obtains a contribution to the action ST :

−Ñ tr ln (6∂ + i6B) ∼ −1

2
N

∫
dd−1x

∫
dd−1k

(2π)d−1
ln
(
cosh(βk) + cos(βϕ(x))

)
.

The coefficient K2(d) of 1
2

∫
dxϕ2(x) follows:

K2(d) = NNd−1Γ(d− 1)
(
1 − d3−d) ζ(d− 2)T d−3

= N
8

(4π)d/2
Γ(d/2)

(
2d−3 − 1

)
ζ(d− 2)T d−3.

Discussion. At leading order, the mass term is thus proportional to eT (d−2)/2.
If e is generic, that is of order 1 at the microscopic scale 1/Λ, then e ∝ Λ(4−d)/2

and the scalar mass mT is proportional to (Λ/T )(4−d)/2T . It is thus large with
respect to the vector masses for d < 4 and small for d > 4.

If one takes into account loop corrections, one finds for d > 4 a finite coupling
constant renormalization e 7→ er, and the conclusion is not changed. The zero-
mode becomes massive but with a mass small compared with T , justifying mode
and local expansions.

For d = 4, QED is IR free,

βe2 =
Ñ

6π2
e4 +O(e6),

er has to be replaced by the effective coupling constant e(T/Λ), which is loga-
rithmically small:

e2(T/Λ) ∼ 6π2

Ñ ln(Λ/T )
,

and the scalar mass thus is still small, although only logarithmically:

m2
ϕ ∝ T 2

ln(Λ/T )
.

The separation between zero and non-zero modes remains justified. High tem-
perature QED shares some properties with high temperature φ4 field theory, and
a perturbative expansion for the same reason remains meaningful.

Note that if one is interested in IR physics only, one can in a second step
integrate over the massive scalar field ϕ.

Finally for d < 4, one finds an IR fixed point and, therefore, one expects that
in massless QED mT becomes proportional to T and comparable to all other
modes, in particular, to all gauge field non-zero modes that become massive
vector fields.
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8 O(N) supersymmetric models at finite temperature

In this section we would like to find out which of the peculiar properties of the
phase structure seen at T = 0 in section 6 are maintained at finite temperature
and how the phase transition occurs as the temperature, rather than the coupling
constant, is varied [121].

Supersymmetry is softly broken at finite temperature as bosons and fermions
behave differently when interacting with a heat bath. Breakdown of supersym-
metry at finite temperature has attracted much attention since the early interest
in supersymmetry and involved much controversy on its consequences, appear-
ance and phase structure [164,165]. Other related issues such as the restoration of
broken internal symmetries at finite temperature supersymmetric theories were
also debated [166]. More recently, there is a continued interest in the thermo-
dynamics of supersymmetric Yang-Mills theory [167] and temperature effects on
the minimal supersymmetric model [168].

8.1 The free energy at finite temperature

Following the notation of section 6 to which we refer for details, we now derive
the free energy at finite temperature. The partition function is given by

Z =

∫
[dΦ][dρ][dL] e−S(Φ,L,R) (8.1)

with

S(Φ, L, R) =

∫
d3x d2θ

{
1
2 D̄Φ · DΦ +NU(R) + L(θ)

[
Φ2(θ) −NR(θ)

]}
,

where Φ, L, R are N -component scalar superfields, parametrized in the form
Eq. (6.4):

Φ(θ, x) = ϕ+ θ̄ψ + 1
2 θ̄θF

and (Eqs. (6.14,6.15))

L(θ, x) = M + θ̄ℓ+ 1
2 θ̄θλ , R(θ, x) = ρ+ θ̄σ + 1

2 θ̄θs . (8.2)

The Grassmann coordinate θ is a two-component Majorana spinor; ϕ, M and ρ,
are N component real scalar fields ψ, ℓ and σ are N component, two-component
Majorana spinors F , λ and s are N component auxiliary fields. D is the covariant
derivative, D = ∂/∂θ̄ − 6∂ θ, the integration measure is d2θ = i

2
dθ2dθ1 and

θ̄αθβ = 1
2δαβ θ̄θ.

Integrating out N − 1 superfield components of Φ and keeping Φ1 ≡ φ (the
scalar component of the superfield φ is identified as ϕ1 ≡ ϕ) one finds

Z =

∫
[dφ][dR][dL] e−SN (φ,R,L), (8.3)
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where the large N action is

SN =

∫
d3x d2θ

[
1
2D̄φDφ+NU(R) + L

(
φ2 −NR

)]

+ 1
2 (N − 1)Str ln

[
−D̄D + 2L

]
. (8.4)

The two saddle point equations (6.18) are not changed. Only the third equation
(6.21) is affected by the boundary conditions due to finite temperature:

2Lφ− D̄Dφ = 0 , (8.5a)

L− U ′(R) = 0 , (8.5b)

R− φ2/N =
1

N
tr∆(k, θ, θ), (8.5c)

∆(k, θ, θ) is given by (6.20):

∆(k, θ, θ) =
1

k2 +M2
T + λ

+ θ̄θMT

(
1

k2 +M2
T + λ

− 1

k2 +M2
T

)
. (8.6)

where MT is the expectation value of M(x) at finite temperature T . When
written in components, Eq. (8.5a) implies

F −MTϕ = 0 , (8.7a)

λϕ+MTF = 0 , (8.7b)

from which the Goldstone condition ϕ(λ+M2
T ) = 0 follows.

Eq. (8.5b) implies:
MT = U ′(ρ) , λ = sU ′′(ρ). (8.8)

When calculating the trace in Eq. (8.5c), one has to take into account that bosons
at finite temperature satisfy periodic, and fermions anti-periodic boundary con-
ditions. Then, combining Eq. (7.15) with the θ = 0 part of the finite temperature
Eq. (8.5c), we obtain

ρ− ϕ2/N =

∫
d2k

(2π)2
1

ωϕ(k)

(
1

2
+

1

eωϕ(k)/T −1

)

with

ωϕ(k) =
√
M2
T + λ+ k2.

It is convenient here to introduce the boson thermal mass

mT =
√
M2
T + λ . (8.9)
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The thermal mass mT characterizes the decay of correlation functions in space
directions. Note that, on the other hand, MT does not characterize the decay of
fermion correlations, because fermions have no zero mode, the relevant parameter
being

√
M2
T + π2T 2. Then,

ρ− ϕ2/N = ρc −
T

2π
ln
(
2 sinh(mT /2T )

)
(8.10)

where ρc has been defined in Eq. (6.27).
In the same way, the θ̄θ part of Eq. (8.5c) combined with Eq. (7.57) yields

s− 2Fϕ/N = 2MT

∫
d2k

(2π)2

{
1

2ωϕ(k)

(
1

2
+

1

eωϕ(k)/T −1

)

− 1

2ωψ(k)

(
1

2
− 1

eωψ(k)/T +1

)}

with ωψ =
√
M2
T + k2. Integrating we obtain

s− 2Fϕ/N =
TMT

π

[
ln
(
2 cosh(MT/2)

)
− ln

(
2 sinh(mT /2T )

)]
. (8.11)

The action density at finite temperature F , to leading order in 1/N , is given
by (β = 1/T )

F = SN/V2β , (8.12)

where SN is given in Eq. (8.4) at constant fields and V2 is the two dimensional
volume.

The supertrace term in Eq. (8.4) can be calculated at finite temperature by
using the expressions Eqs. (7.13) and (7.54):

1

V2
Str ln

[
−D̄D + 2L

]
=

1

V2
tr ln(−∂2 +M2

T + λ) − 1

V2
tr ln(6∂ +MT )

= 2

∫
d2k

(2π)2
ln[2 sinh(βωϕ/2)] − 2

∫
d2k

(2π)2
ln[2 cosh(βωψ/2)]

=
1

T
ρc(m

2
T −M2

T ) − 1

6πT

(
m3
T − |MT |3

)

+ 2

∫
d2k

(2π)2
{
ln[1 − e−βωϕ ] − ln[1 + e−βωψ ]

}
. (8.13)

The explicitly subtracted part reduces for MT = M to the T = 0 result. The
other contributions to E are the same (up to the change M 7→ MT ) as in
Eq. (6.31) and therefore one finds

1

N
F = − F 2

2N
+MT

Fϕ

N
+ λ

ϕ2

2N
+ 1

2s(U
′(ρ) −MT ) − 1

12π

(
m3
T − |MT |3

)

+ 1
2
λ(ρc − ρ) + T

∫
d2k

(2π)2
{
ln[1 − e−βωϕ ] − ln[1 + e−βωψ ]

}
. (8.14)



141

In the limit T = 0, the free energy in Eq. (8.14) reduces to the action density of
Eq. (6.31), F(T = 0) ≡ E .

Eq. (8.14) can be rewritten by using Eq. (8.10), which is also obtained by
setting to zero the ∂/∂λ derivative of Eq. (8.14), as well as MT −U ′(ρ) = 0 from
Eq. (8.8) (or equivalently, setting to zero the ∂/∂s derivative of Eq. (8.14)). One
finds

1

N
F = 1

2M
2
T

ϕ2

N
+

1

24π
(mT − |MT |)2(mT + 2|MT |)

+
Tλ

4π
ln(1 − e−mT /T ) + T

∫
d2k

(2π)2
{ln(1 − e−βωϕ) − ln(1 + e−βωψ)}. (8.15)

Eq. (8.15) is the finite energy version of Eq. (6.37).
Inserting Eqs. (8.10) and (8.11) (with F = MTϕ) into Eqs. (8.8) with U(R) =

µR+ 1
2uR

2, one finds (µc = −uρc)

MT = µ− µc + u
ϕ2

N
− u

2π
T ln

(
2 sinh

(
1
2
mT /T

))
, (8.16)

m2
T −M2

T

uMT
=

2ϕ2

N
− T

π

[
ln
(
2 sinh

(
1
2mT /T

))
− ln

(
2 cosh

(
1
2 |MT |/T

))]
, (8.17)

which are the gap equations for T 6= 0.

Solutions to saddle point equations: One first notes that the r.h.s. of the gap
Eq. (8.16) diverges when mT → 0. This phenomenon has been already dis-
cussed in the example of the scalar field theory. A finite temperature system
in three dimensions has the property of a statistical system in two dimensions.
Spontaneous breaking of a continuous symmetry is impossible in two dimensions
due to the IR behaviour of a system with potential massless Goldstone particles.
Therefore, the O(N) symmetry is never broken, ϕ = 0, and thus

MT

T
=
µ− µc
T

− u

2π
ln
(
2 sinh

(
1
2
mT /T

))
, (8.19)a

M2
T −m2

T

uTMT
=

1

π

[
ln
(
2 sinh

(
1
2mT /T

))
− ln

(
2 cosh

(
1
2MT/T

))]
. (8.20)b

Note that while the expression of F is complicated, its derivative with respect
to m2

T remains simple

1

N

∂F
∂m2

T

=
(m2

T −M2
T )

16πmT tanh(mT /2T )
. (8.21)

Therefore, the minimum still occurs at mT = |MT |, but one verifies that mT =
|MT | is not a solution to the saddle point equations. We have only found a lower
bound on the free energy density F as a function of MT :

F = NT

∫
d2k

(2π)2
ln tanh

(
1
2β
√
M2
T + k2

)
. (8.22)
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Its derivative with respect to MT is

∂F
∂MT

= −N TMT

2π
ln tanh(|MT |/2T ).

Therefore the derivative has the sign of MT . The lower bound has a limit for
MT → 0, which is thus an absolute lower bound:

F = − 7

8π
ζ(3)NT 3 . (8.23)

Similarly, the derivative of F with respect to MT at mT fixed is

∂F
∂MT

=
MTT

2π

[
ln
(
2 cosh(MT/2T )

)
− ln

(
2 sinh(mT /2T )

)]

=
m2
T −M2

T

2u
.

We now have to find the solutions to the saddle point equations and compare
their free energies.

Note a first solution in the regime T → 0, µ < µc with |mT | ≪ T and |MT ≪ T
Then, from (8.16), we find the boson thermal mass

mT ∼ T e−2π(µc−µ)/uT .

Eq. (8.17) yields the other mass parameter

MT ∼ m2
T

µc − µ
.

Since both mT and MT are very small, the free energy is very close to the lower
bound (8.23). The solution found here is a precursor of the zero temperature
phase transition, and corresponds to ϕ 6= 0 in region III and IV of Fig. 6. Other
solutions exist in this regime but they converge, up to exponential corrections,
to the finite masses of the T = 0 spectrum, and thus their free energy is much
larger from the lower bound (8.22).

It is expected that even for T larger and µ ≥ µc the continuation of the small
mass solution remains the solution with lowest energy.

Variational calculations will produce here similar results to those obtained from
the path integral at N → ∞. We know from the general discussion at T = 0 in
section 6.3 that one of the gap equations MT = U ′(ρ) is immediately implied by
demanding that the free energy density in the variational calculations remains
finite for large cut-off Λ. Therefore, the variational free energy in Eq. (6.35)
(with ρ and ρ̃ of Eqs. (6.34a) and (6.34b) replaced by their thermal expressions)
takes the form identical to Eq. (8.15).
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mT and MT being related, in what follows, we take as the independent variable
m ≡ mT and, using Eq. (8.16) for MT = MT (m,ϕ, µ, u, T ), we discuss

W (m,T ) =
1

N
F(mT = m,MT (m,ϕ, µ, u, T ), T ). (8.24)

Since, as described above, at T 6= 0 there is no breaking of O(N) symmetry, we
will discuss mainly ϕ = 0 in Eq. (8.24).

For T = 0, Eq. (8.24) results in 1
N
F(m,ϕ2, T = 0) = 1

N
E(m,ϕ2) which has

been analyzed in section 6. In particular, see the phase structure in Fig.6 and
the interesting degeneracy found in Regions II and IV and exhibited in Figs.8–
10.

Rather than changing the value of µ−µc and the coupling u as done in section
6, we are interested here to see the temperature dependence while the parameters
µ− µc and u are held fixed.

At finite temperature, the effective field theory describes the interactions of
the fermions and bosons with the heat bath. This interaction acts like a source
of soft breaking of supersymmetry. The short distance behavior is cured at finite
temperature in a similar way it happens at T = 0. We will see now that the
general properties of the transitions as a function of the temperature T have a
similar character as the transitions seen at T = 0 when the coupling constant
was varied.

As seen in Fig. 6, at T = 0 there are two regions in the {µ − µc, u} space
where the vacua are degenerate. These are (region II : µ − µc ≥ 0 and u ≥ uc
and region IV : µ− µc ≤ 0 and u ≤ uc). Fig. 7 shows the ground state energy
(T = 0) in region II and Fig. 9 shows the ground state energy in region IV.

We will discuss first region (II) µ− µc ≥ 0 and u ≥ uc:

Here, as T increases the ground state with the smaller mass (mϕ ≡ m = m+)
has a lower free energy than the heavier one (mϕ ≡ m = m− > m+) due to a
higher entropy contribution, (Fig. 11).

Peculiar transitions can occur in this system. If the system was initially at
T = 0 in the ground state with a boson mass mϕ = m−, it will eventually go, as
T is increased, into the state with mass mϕ = m+, namely, into the lower mass
ground state. This is due to the entropy negative contribution to the free energy
forcing the system to favors the lowest mass state. On the other hand, a system
that started at a high temperature in the state of low mass mϕ = m+ will stay
in this state as the system is cooled and will never roll back into the m = m−
high mass phase. Favoring the lowest mass phase as the temperature increases is
a general effect that will occur in any physical system that is initially (at T = 0)
mass degenerated. Here, supersymmetry imply that the m+ and m− vacua are
at the same energy E = 0 at T = 0.

Region (IV) µ ≤ 0 and u ≤ uc: Here one finds at T = 0 two distinct degenerate
phases. One is an ordered phase (ϕ 6= 0) with a zero boson and fermion mass,
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Fig. 11 The free energy W (m, ϕ, T ) = 1
N
F(m ≡ mϕ, ϕ, T ) as given in Eq. (8.15) at

ϕ = 0 as a function of the boson mass (m) at different temperatures. Here µ − µc = 1

(this sets the mass scale), u/uc = 1.5 and T varies between T = 0− 0.5. At T = 0 two

degenerate O(N) symmetric phases exist with a light m = m+ and heavier m = m− >

m+ massive boson (and fermion). As the temperature increases the light mass phase

is stronger affected as its entropy increases faster and becomes the only ground state.

the other is a symmetric phase (ϕ = 0) with a massive (m = m−) boson and
fermion. (as seen in Fig. 9).

As mentioned above at T 6= 0 the ordered phase with the broken O(N) sym-
metry, (m = 0, ϕ2 6= 0) disappears into ϕ2 = 0 symmetric phase and a very small
mass ground state mϕ = m ≥ 0 is created (as seen in Fig. 12 and in Fig. 13).
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Fig. 12 Same as Fig. 9 in section 6 but the temperature has been increased from T = 0

(in Fig. 9) to T = 0.7 (here). W (m,ϕ, T ) = 1
N
F(m ≡ mϕ, ϕ, T ) as given in Eq. (8.15)

as a function of the boson mass (m) and A, where A2 = ϕ2/uc. Here µ− µc = −1 and

u/uc = 0.2. A non-degenerate O(N) symmetric ground state (ϕ = 0) appears with a

very small boson mass (the non-zero mass is not seen here due to the limited resolution

of the plot).

Eventually, also the other O(N) symmetric vacua (m = m−, ϕ2 = 0) goes into
the small mass O(N) symmetric ground state.
As in II, a system that was initially, at T = 0 in the O(N) symmetric phase
(mϕ = m−, ϕ2 = 0) will decay into the smaller mass state when the temperature.
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Fig. 13 This figure displays the effect of increasing the temperature from T = 0 in

Fig. 9 to T that varies in the range 0 ≤ T ≤ 0.7 (Fig. 12 has T = 0.7). The free

energy W (m, ϕ, T ) = 1
N
F(m ≡ mϕ, ϕ, T ) as given in Eq. (8.15) at ϕ = 0 is plotted

as a function of the boson mass (m) at different temperatures. Here µ − µc = −1,

u/uc = 0.2. At T = 0 there are two degenerate phases: An O(N) symmetric phase,

shown here, with a massive (m = m−) boson and fermion and an ordered phase (ϕ 6= 0)

with massless particles (both phases are shown in Fig. 9). At finite temperatures the

O(N) symmetry is restored (see Fig. 12) and a small mass ground state appears, the

heavy mass state decays into the small mass ground state as seen here.

But upon cooling the system in the small mass phase will roll into the ordered
phase (mϕ = m = 0, ϕ2 6= 0) at T = 0. The system will never roll back into the
symmetric phase (mϕ = m−, ϕ = 0).

8.2 The supersymmetric O(N) non-linear σ model at finite temperature

The supersymmetric non-linear σ model we consider here has already been
discussed at zero temperature in section 6.7 to which we refer for details.

The partition function of the O(N) supersymmetric non-linear σ model in d
dimensions is given by

Z =

∫
[dΦ][dL] e−S(Φ,L) (8.25)

with

S(Φ) =
1

2κ

∫
ddx d2θ D̄Φ ·DΦ + L(Φ2 −N) , (8.26)

where κ is a constant. The scalar superfield Φ(x, θ) is an N -component vector:

Φ(x, θ) = ϕ+ θ̄ψ + 1
2 θ̄θF , (8.27)



146

and the scalar superfield L(x, θ) is given by

L(x, θ) = M(x) + θ̄ℓ(x) + 1
2 θ̄θλ(x). (8.28)

After integrating out N − 1 superfield components of Φ, leaving out φ = Φ1, one
obtains

Z =

∫
[dφ][dL] e−SN (φ,L)

where

SN (φ, L) =
1

κ

∫
ddx d2θ

[
1
2D̄φ ·Dφ+ L

(
φ2 −N

)]
+
N − 1

2
Str ln(−D̄D + 2L).

(8.29)
Varying the action SN (φ, L) by varying the superfields φ and L, one obtains
Eq. (6.63) and the generalization of Eq. (6.65):

2Lφ− D̄Dφ = 0 , (8.30a)

N

κ
− φ2

N
= tr∆(k, θ, θ). (8.30b)

The first equation is equivalent to F = MTϕ and λϕ + FMT = 0 while the
second equation can be compared with Eq. (8.5c), and thus leads to

(for N ≫ 1 and ψ = 0)

1

κ
− ϕ2

N
=

∫
ddk

(2π)d
1

ωϕ(k)

(
1

2
+

1

eωϕ(k)/T −1

)
, (8.31a)

−2Fϕ

N
= 2MT

∫
ddk

(2π)d

{
1

2ωϕ(k)

(
1

2
+

1

eωϕ(k)/T −1

)

− 1

2ωψ(k)

(
1

2
− 1

eωψ(k)/T +1

)}
(8.31b)

with ωϕ(k) =
√
m2
T + k2 and ωψ(k) =

√
M2
T + k2.

Dimension d = 3. As it has been discussed already, the d = 3 finite tempera-
ture theory is analogous from the point of phase transitions to a two-dimensional
theory. Therefore the O(N) symmetry remains unbroken and ϕ = 0. We thus
write the two gap equations only in this limit

1

κc
− 1

κ
=

T

2π
ln
(
2 sinh(mT /2T )

)
(8.32a)

0 =
TMT

2π

[
ln
(
2 sinh(mT /2T )

)
− ln

(
2 cosh(MT/2T )

)]
. (8.32b)
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The calculation of the energy density to leading order for N → ∞ of the non-
linear σ model at finite temperature follows the similar steps of the (Φ2)2 field
theory. The free energy at finite temperature is given by

F = TSN/V2 , (8.33)

where SN is given by Eq. (8.29) at constant fields and V2 is the two dimensional
volume. The expression has been calculated in section 6.7 but here the supertrace
term in Eq. (8.29) has to be replaced by the finite temperature form as it appears
in Eq. (8.14). The free energy then is given by

1

N
F = 1

2
(M2

T −m2
T )

(
1

κ
− 1

κc

)
− 1

12π

(
m3
T − |MT |3

)

+ T

∫
d2k

(2π)2
{
ln[1 − e−βωϕ ] − ln[1 + e−βωψ ]

}
. (8.34)

The free energy in Eq. (8.34) can be compared with Eq. (6.68) which gives the
ground state energy F at T = 0.

In section 6.7 we have verified that after using the zero temperature limit of
Eq. (8.32a) the energy densities of the (Φ2)2 theory and the non-linear σ model
become identical, up to a possible rescaling of the field. It is now clear that the
same mechanism works here. Using Eq. (8.32a) one indeed finds the expression
(8.15) (for ϕ = 0):

1

N
F =

1

24π
(mT − |MT |)2(mT + 2|MT |) +

T

4π
(m2

T −M2
T ) ln(1 − e−mT /T )

+ T

∫
d2k

(2π)2
{ln(1 − e−βωϕ) − ln(1 + e−βωψ)}. (8.35)

Solutions. The derivative of F with respect to |MT | at mT fixed is

∂F
∂|MT |

=
|MT |T

2π

[
ln
(
2 cosh(MT/2T )

)
− ln

(
2 sinh(mT /2T )

)]
.

It is convenient to introduce the notation

X(κ, T ) = exp

[
2π

T

(
1

κc
− 1

κ

)]
.

Then the behaviour of F depends on the position of X with respect to 2:

X = 2 ⇔ T =
2π

ln 2

(
1

κc
− 1

κ

)
,
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an equation that has a solution only for κ > κc.
For X < 2, the derivative vanishes at MT = 0 and is positive for all |MT | > 0.

Instead for X > 2, the derivative vanishes both at MT = 0 and

|MT | = 2T ln
[

1
2 (X +

√
X2 − 4)

]
, (8.36)

which are the two solutions of Eq. (8.32a). The minimum of F is located at the
second value (8.36).

We find therefore an interesting non-analytic behaviour:

{
MT = 0 for X < 2,
MT = 2T ln

[
1
2 (X +

√
X2 − 4)

]
for X > 2 .

Eq. (8.32a) then yields directly the boson thermal mass

mT = 2T ln
[

1
2 (X +

√
X2 + 4)

]
.

For κ < κc and T → 0, we find the asymptotic behaviour

mT ∼ TX(κ, T ),

which is exponentially small, and MT = 0.
For κ > κc and T → 0, both mT and MT converge toward the finite T = 0

limit with exponentially small corrections.
In the opposite high temperature limit T ≫ |1/κ− 1/κc|, we find that mT is

asymptotically proportional to T :

mT ∼ 2T ln
(
(1 +

√
5)/2

)
,

while MT = 0.
It is not clear whether such a result can survive 1/N corrections.

Dimension d = 2. In generic dimensions 2 ≤ d ≤ 3 a phase transition is
not even possible at finite temperature and ϕ = 0 (in two dimensions it is even
impossible at zero temperature). The gap equations take the form

1

κ
= Ωd(mT ) + T d−2fd(m

2
T /T

2), (8.37)

0 = MT

[
Ωd(|MT |) − T d−2gd(M

2
T/T

2) − Ωd(m) − T d−2fd(m
2
T /T

2)
]
, (8.38)

where fd and gd are defined in Eqs. (7.20) and (7.58) respectively.
For d = 2 it is then convenient to introduce the physical mass m solution of

1

κ
= Ω2(m).
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The equations can then be rewritten as

Ω2(m) = Ω2(mT ) + f2(m
2
T /T

2) (8.39)

and either MT = 0 or

Ω2(|MT |) − g2(M
2
T/T

2) − Ω2(mT ) − f2(m
2
T /T

2) = 0 . (8.40)

The first equation, which determines mT , is identical to the Eq. (7.42) already
obtained for the usual non-linear σ model. At low temperature mT = m up to
exponentially small corrections. At high temperature

T

mT
∼ 1

π
ln(mT /m) ∼ 1

π
ln(T/m),

a consequence of the domination of the zero mode and the UV asymptotic free-
dom of the non-linear σ-model.

Combining both gap equations we find

Ω2(|MT |) − g2(M
2
T /T

2) = Ω2(m),

which is identical to Eq. (7.62).
The analysis of section 7.8 for d = 2 has shown that for T large the equation

has no solution and thus MT = 0, but it has a solution for T small. The situation
therefore is similar to what has been encountered in three dimensions. Again an
analysis of LL propagator and 1/N corrections is required to understand whether
this result survives beyond the large N limit.
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9 Weakly interacting Bose gas and large N techniques

As it is well known a free Bose gas undergoes at a low but finite temperature
a transition called Bose–Einstein condensation. The condensed low temperature
phase is characterized by a macroscopic occupation of the one-particle ground
state.

The effect of a weak repulsive two-body interaction on the transition tem-
perature of a dilute Bose gas at fixed density has been controversial for a long
time [170-176]. In ref. [177] it has first been argued theoretically that the tran-
sition temperature Tc increases linearly with the strength of the interaction,
parametrized in terms of the scattering length a. However, the coefficient cannot
be obtained from perturbation theory. A simple self-consistent approximation
was thus used to derive an explicit estimate.

A better understanding of the physics of the weakly interacting Bose gas came
from the recognition that the universal properties of the system under study, like
the helium superfluid transition, can be described by a particular example of the
general N vector model, for N =2 [178]. Renormalization group (RG) arguments
then allowed to prove the existence, besides the universal IR behaviour common
with the superfluid transition, of a universal large momentum (UV) behaviour
peculiar to systems with a very weak two-body interaction. The long wavelength
properties of the weakly interacting Bose gas can be described by the three-
dimensional, super-renormalizable, euclidean (φ2)2 field theory. A more direct
and general RG derivation of the linear behaviour of the shift of the critical
temperature and the universality of the coefficient followed.

However, the calculation of the coefficient remained a non-perturbative prob-
lem. A possible method to calculate the temperature shift is to generalize the
problem to arbitrary N . This generalization makes new tools available; in par-
ticular, the coefficient of ∆Tc/Tc can be calculated by carrying out an expansion
in 1/N . The leading contribution to ∆Tc/Tc already requires a 1/N calculation
[178], as we show explicitly below. The result happens to be independent of N ,
for non-trivial reasons. The calculation involves subtle technical points, which
are most easily dealt with by dimensional regularization. More recently, a 1/N2

calculation has been performed that yields the 1/N correction to ∆Tc/Tc [179].
The relative correction for N = 2 is about 26%, a correction which is smaller
than what is typically found in the calculation of critical exponents.

9.1 Quantum field theory and Bose–Einstein condensation

We consider a system of identical non-relativistic bosons of mass m, at temper-
ature T = 1/β close to the critical temperature Tc. When the two-body potential
V2 is short-range and one is interested only in long wavelength phenomena, one
can approximate the potential by a δ-function pseudo-potential,

V2(x− y) = Gδ(d)(x− y),
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regularized at short distance because such a potential is singular for d > 1.
The partition function

Z(β, µ) = tr e−β(H−µN),

whereH is the hamiltonian in Fock space, N the particle number operator (which
commutes with H), and µ the chemical potential, can then be expressed as a
functional integral

Z =

∫
[dϕdϕ̄] exp[−S(ϕ, ϕ̄)], (9.1)

where S(ϕ, ϕ̄) is a non-relativistic local action:

S(ϕ, ϕ̄) =

∫ β

0

dt

∫
ddx

[
ϕ̄(x, t)

(
− ∂

∂t
− ~

2

2m
∇2 − µ

)
ϕ(x, t)

+
G

2

(
ϕ̄(x, t)ϕ(x, t)

)2
]
, (9.2)

and the fields satisfy periodic boundary conditions in the euclidean time direc-
tion,

ϕ(x, β = 1/T ) = ϕ(x, 0) ϕ̄(x, β = 1/T ) = ϕ̄(x, 0).

The strength G of the interaction must be positive, corresponding to a repulsive
interaction, for the boson system to be stable.

It is customary to parametrize the strength G of the pair potential in terms
of the scattering length a. In three dimensions a = mG/4π~

2. Furthermore, we
assume that a≪ λ, where

λ = ~

√
2π/mkBT

is the thermal wavelength. (In the following we set kB = ~ = 1, and write simply
λ2 = 2π/mT .)

Note that, unlike what would happen for a fluid, in a very dilute system even
though the pair-potential is weak, the N -body potentials, N > 2, are even much
smaller and can thus be totally neglected.

To compute the effects of the interactions on the transition temperature, we
write the equation of state, the relation between particle number density, tem-
perature and chemical potential. The particle number density can be expressed
as a sum of the single particle Green’s function over Matsubara frequencies
ων = 2πνT :

n =
T

Ω

∂ lnZ
∂µ

= 〈ϕ̄(x, t)ϕ(x, t)〉 = T

∫
ddk

(2π)d

∑

ν∈Z

G̃(2)(ων , k) (9.3)

(Ω is the space volume). Above the transition, the single particle Green’s function
can be parametrized as

[
G̃(2)(ω, k)

]−1

= −iω − µ+
k2

2m
+ Σ(ω, k). (9.4)
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The Bose–Einstein condensation temperature is determined by the point where
[G̃(2)(0, 0)]−1 = 0, that is where Σ(0, 0) = µ. At this point,

[
G̃(2)(ω, k)

]−1

= −iω +
k2

2m
− [Σ(ω, k)− Σ(0, 0)] . (9.5)

At (Tc, µc) the Fourier transform of the two-point correlation function at zero
frequency diverges at zero momentum, and so does the correlation length.

In the absence of interactions,

∑

ν∈Z

G̃(2)(k, ων) =
β

eβ(k2/2m−µ) −1
,

µ = 0 at the transition, and

n = ζ(d/2)/λdc , (9.6)

where

λ2
c = 2π/mT 0

c ,

and T 0
c is the condensation temperature of the ideal gas.

In the presence of weak interactions, the temperature of the Bose–Einstein
condensation becomes the critical temperature of the interacting model, and is
shifted by the interactions. From the theory of critical phenomena we know that
the variation of the critical temperature in systems with dimension d below four
depends primarily on contributions from the small momenta or large distance
(which we refer to as the infrared, or IR) region. This property, which we later
verify explicitly for d = 3, simplifies the problem, since to leading order the IR
properties are only sensitive to the ων = 0 component.

It follows from the relations (9.5,9.6) that at leading order in the dilute limit,
where only the ων = 0 Matsubara frequency contributes, the shift in the transi-
tion temperature at fixed density, ∆Tc = Tc − T 0

c , can be related to the change
∆n in the density at fixed Tc by [177]

∆Tc
Tc

= −2

d

∆n

n
, (9.7)

where

∆n =
4π

λ2
Nd

∫ ∞

0

dk kd−1

(
1

k2 + M(k)
− 1

k2

)
,

Nd is the usual loop factor (2.14b) (N3 = 1/2π2), and

M(k) ≡ 2m [Σ(k, 0) − Σ(0, 0)] .
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Restricting the fields ϕ and ϕ̄ to their zero Matsubara frequency components,
corresponds to take a classical field limit. Equivalently, the time dependence of
the fields ϕ(x, t), ϕ̄(x, t) in (9.2) can be neglected. It is then convenient to rescale
the field ϕ in order to introduce the field theory normalizations used elsewhere
in this review, and to parametrize it in terms of two real fields φ1, φ2:

ϕ(t, x) ∼
√
mT

(
φ1(x) + iφ2(x)

)
.

The partition function then reads

Z =

∫
[dφ(x)] exp [−S(φ)] , (9.8)

where now S(φ) = H/T is given by

Sφ) =

∫ {
1

2
[∂µφ(x)]

2
+

1

2
rφ2(x) +

u

4!

[
φ2(x)

]2
}

ddx , (9.9)

with r = −2mµ, and for d = 3:

u = 96π2 a

λ2
= 12m2TG. (9.10)

where G is the strength of the pair potential in expression (9.2). In Eq. (9.9)
we have kept the dimension d of the spatial integration arbitrary in order to use
dimensional regularization later. The two-point correlation function G̃(2)(p) is
related to the two-point vertex function Γ̃(2)(p) of the classical statistical field
theory by

G̃(2)(ω = 0, p) =
2mT

Γ̃(2)(p)
.

The model described by the euclidean action (9.9) reduces to the ordinary O(2)
symmetric (φ2)2 field theory, which indeed describes the universal properties of
the superfluid Helium transition. As it stands this field theory suffers from more
UV divergences than the original theory, the higher frequency modes providing
a large momentum cutoff ∼

√
mT ∼ 1/λ. This cutoff may be restored when

needed, for instance, by replacing the propagator by the regularized propagator:

2mT

k2
→ 1

ek2/2mT − 1
.

In fact, as we show later, since the shift of the critical temperature is dominated
by long distance properties it is independent of the precise cutoff procedure, that
is universal.

A second effect of the non-zero frequency modes is to renormalize the effective
coefficients of the euclidean action. This problem can be explored by returning to
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the functional integral representation (9.2) of the complete quantum theory and
integrating over the non-zero modes perturbatively. The corrections generated
are of higher order in a and can thus be neglected.

Because the interactions are weak, one may imagine calculating the change in
the transition temperature by perturbation theory. However, the perturbative
expansion for a critical theory does not exist for any fixed dimension d < 4; IR
divergences prevent a straightforward calculation. If one introduces an infrared
cutoff kc to regulate the momentum integrals, one finds that perturbation theory
breaks down when kc ∼ a/λ2, all terms being then of the same order of magni-
tude. To discuss this problem in more detail, we now generalize the model to N
component fields with an O(N) symmetric hamiltonian.

9.2 The N -vector model. Renormalization group

We consider the O(N) symmetric generalization (2.26) of the model corre-
sponding to the euclidean action (9.9):

S(φ) =

∫ {
1

2
[∂µφ(x)]

2
+

1

2
rφ2(x) +

1

4!

u

N

[
φ2(x)

]2
}

ddx , (9.11)

where the field φ(x) now hasN components (note the change in the normalization
of the interaction strength u 7→ u/N). The advantage of this generalization is
that it provides us with a tool, the large N expansion, which allows calculating
directly at the critical point.

The goal is to obtain the leading order non-trivial contribution at criticality
(in the massless theory) to

n = 2mT
N∑

i=1

〈
φ2
i

〉
≡ 2mT N ρ

with

ρ =

∫
ddk

(2π)d
1

Γ̃(2)(k)
. (9.12)

Here, δij/Γ̃
(2)(k) is the connected two-point correlation function.

We first recover, by a simple renormalization group analysis, the result of [177]
that the change in ρ due to the interaction is linear in the coupling constant.
We introduce a large momentum cutoff Λ ∝

√
mT ∼ 1/λ, and the dimensionless

coupling constant

g = Λd−4 u

N
∝
(a
λ

)d−2

. (9.13)

At Tc the inverse two-point function in momentum space satisfies the renormal-
ization group equation [2]

(
Λ
∂

∂Λ
+ β(g)

∂

∂g
− η(g)

)
Γ̃(2)(p,Λ, g) = 0 .
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This equation combined with dimensional analysis implies that the two-point
function has the general form

Γ̃(2)(p,Λ, g) = p2Z(g)F
(
p/Λ(g)

)
. (9.14)

On dimensional grounds Λ(g) is proportional to Λ, with

β(g)
∂ lnZ(g)

∂g
= η(g), (9.15)

β(g)
∂ lnΛ(g)

∂g
= −1 . (9.16)

Since

β(g) = −(4 − d)g + (N + 8)g2/48π2 + O(g3),

β(g) is of order g for small g in d < 4; similarly

η(g) = (N + 2)g2/(72(8π2)2) + O(g3).

Therefore,

Z(g) = exp

∫ g

0

η(g′)

β(g′)
dg′ = 1 + O(g2).

Thus to leading order Z(g) =1. The function Λ(g) is then obtained by integrating
Eq. (9.16):

Λ(g) = g1/(4−d)Λ exp

[
−
∫ g

0

dg′
(

1

β(g′)
+

1

(4 − d)g′

)]
.

In the generic situation (like in a fluid) g = O(1) , the scale Λ(g) is indistin-
guishable from the cut-off scale Λ. Universal behaviour exists only for momenta
|p| ≪ Λ where

Γ̃(2)(p) ∝ p2−η for p≪ Λ(g) = O(Λ). (9.17)

However, for g ≪ 1 one finds

Λ(g) ∼ g1/(4−d)Λ ≪ Λ .

There exists therefore an intermediate scale Λ−1(g) between the IR and the mi-
croscopic scales. The scale Λ(g) corresponds to a crossover separating a universal
long-distance regime governed by the non-trivial zero g∗ of the β-function, from
a universal short distance regime governed by the gaussian fixed point g = 0,
where

Γ̃(2)(p) ∝ p2 Λ(g) ≪ p≪ Λ .
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In a generic situation g is of order unity and the universal large momentum
region is absent.

Since g is equal to a/λ (see Eq. (9.13)) which is ≪ 1, this condition is satis-
fied in the present situation. Moreover, unlike what is seen in ordinary critical
phenomena, no (φ2)3 term is here present, because this would correspond to
three-body interactions, which for such dilute systems are even smaller.

In the language of the running or effective coupling constant, the situation can
be described as follows: because the initial coupling constant at the microscopic
scale is very close to the (unstable) gaussian fixed point value, it first moves
very slowly away from the fixed point. For a dilatation λ such that g(λ) all
irrelevant couplings are already negligible, justifying the existence of a universal
small distance, large momentum regime, whose physics here is the physics of the
Bose–Einstein condensation. Then, very rapidly, g(λ) moves toward the IR fixed
point g∗, where the universal IR behaviour of the superfluid transition is seen.

We now show that with this condition, ∆Tc ∝ Λ(g). First, from the g = 0
limit we infer that F (∞) = 1 (see Eq. (9.14).) The function F (p) behaves for
large p as

F (p) = 1 +O(p2d−8),

up to ln p factors, as can be verified directly from perturbation theory (g = 0
is the UV fixed point). Therefore, the first correction to the density (9.12) is
convergent at large momentum and independent of the cutoff procedure, that is
universal,

δρ =

∫
ddp

(2π)d
1

p2

(
1

F (p/Λ(g))
− 1

)
.

Similarly, the IR scaling result (Eq. (9.17)) implies that this integral is IR con-
vergent. Setting p = Λ(g)k, we then find the general form

δρ = [Λ(g)]d−2

∫
ddk

(2π)d
1

k2

(
1

F (k)
− 1

)
, (9.18)

the g dependence is entirely contained in Λ(g). For g small we conclude

δρ

ρ
∝ [Λ(g)/Λ]d−2 ∝ g(d−2)/(4−d).

In the physical dimension 3 we recover

δρ

ρ
∝ g ∝ an1/3 ,

in agreement with [177]. It is important to note that both the perturbative large
momentum region and the non-perturbative IR region contribute to the integral
in Eq. (9.18). Therefore, we cannot evaluate it from a perturbative calculation
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of the function F (p). However, as we now show, we can calculate δρ in the form
of an 1/N expansion.

Finally, the result for generic dimension d shows that the linear behaviour
found for d = 3, that could lead to believe that the result is in some way pertur-
bative, is just accidental.

9.3 The large N expansion at order 1/N

We now use the techniques of large N expansion explained in section 2, where
the large N limit is taken at Nu fixed. To leading order the critical two-point
function has simply its free field form. However, a non-trivial correction is gen-
erated at order 1/N ; one finds the inverse two-point function (2.77) [13,2],

Γ̃(2)(p) = p2+
2

N

∫
ddq

(2π)d
1

(6/u) +BΛ(q, 0)

(
1

(p+ q)2
− 1

q2

)
+O(1/N2), (9.19)

where BΛ(p, 0) is the one-loop function defined by Eq. (2.59):

BΛ(q, 0) =

∫ Λ ddk

(2π)d
1

k2(k + q)2
=
q→0

b(d)qd−4 − 6

Ng∗
Λd−4 + O(1/Λ2),

and the large N value of g∗ has been used. We recall (Eq. (2.60))

b(d) = − π

sin(πd/2)

Γ2(d/2)

Γ(d− 1)
Nd .

For d = 3 one finds b(3) = 1/8.
Note that in the large N limit, the chemical potential µ is proportional to

1/N .
In the large N limit, the β-function takes the simple form β(g) = (d− 4)g(1−

g/g∗). Therefore, the leading cutoff-dependent correction to BΛ(q, 0) combines
with 6/u to yield (6/u)(1 − g/g∗), as expected from renormalization group ar-
guments. This cut-off dependent correction, however, can be neglected because
g ≪ g∗.

We evaluate

δρ = − 2

N

∫
ddp

(2π)2d
1

p4

ddq

(6/u) + b(d)qd−4

(
1

(p+ q)2
− 1

q2

)
(9.20)

by keeping the dimension d generic and using dimensional regularization. The
integral over p is

∫
ddp

(2π)d
1

p4

1

(p+ q)2
=

1

(4π)d/2
Γ(3 − d/2)Γ(d/2 − 1)Γ(d/2 − 2)

Γ(d− 3)
qd−6 .

=
1

(4π)d/2
Γ(d/2 − 1)

Γ(d− 3)

π

sinπd/2
qd−6 .
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Note that the singularity at d = 3, which would apparently entail the vanishing
of the integral, is cancelled in the subsequent q integral, which reduces to

∫
ddq

(2π)d
qd−6

(6/u) + b(d)qd−4
=

Nd
4 − d

π

sin (π(d− 2)/(4 − d))

× b(2d−6)/(4−d)
(

6

u

)(2−d)/(4−d)
.

In the d = 3 limit the two integrations in Eq. (9.20) yield (1/32π2)(u/6). As
expected, δρ ∝ u:

δρ = −Ku/N , K =
1

96π2
,

or in terms of the original parameters (u/N) = 96π2a/λ2,

δρ = − a

λ2
. (9.21)

Using this result in Eq. (9.7), we finally obtain the change in the transition
temperature [178]:

∆Tc
Tc

=
8π

3ζ(3/2)

a

λ

=
8π

3ζ(3/2)4/3
an1/3 = 2.33 an1/3. (9.22)

Note that although the final result does not depend on N and, therefore,
replacing N by two is easy, the result is only valid for N large.

Conclusion. The properties of the weakly interacting Bose gas remain domi-
nated by the UV fixed point of the renormalization group equations up to very
large length scales; this is why we can still refer to the Bose–Einstein conden-
sation when discussing the phase transition of the dilute interacting Bose gas.
Renormalization group arguments also confirm directly that the shift of the tran-
sition temperature at fixed density is proportional to the dimensionless combi-
nation an1/3 for weak interactions. This result is non-perturbative, and the
proportionality coefficient cannot be obtained from perturbation theory. How-
ever, a non-perturbative method, the large N expansion, allows a systematic
calculation of this coefficient as a power series in 1/N , where eventually one has
to set N = 2.The explicit calculation of the leading order contribution has been
given in this section. The first correction is formally of order 1/N multiplied by
a function of the product aN which is fixed in the large N limit. Because the
final result in three dimensions is linear in a, the 1/N factor somewhat surpris-
ingly cancels, and the result is independent of N . As mentioned earlier the 1/N
correction has now been calculated [179], and yields a rather low 26% correction
for N = 2. Moreover, the value found agrees within a factor 2 with the most
recent numerical estimates [180–185].
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10 Multicritical points and double scaling limit

We use now the general formalism presented in section 2.1 to discuss various
additional issues concerning the general N -vector model with one scalar field, in
the large N limit [186]. One obvious application concerns multi-critical points.
Of particular interest are the subtleties involved in the stability of the phase
structure at critical dimensions. The example of the tricritical (φ2)3 theory will
illustrate explicitly, however, the limitations of the large N method.

Another issue involves the so-called double scaling limit. Statistical mechanical
properties of random surfaces as well as randomly branched polymers can be
analyzed within the framework of large N expansion. In the same manner in
which matrix models in their double scaling limit provide representations of
dynamically triangulated random surfaces summed on different topologies [187],
O(N) symmetric vector models represent discretized branched polymers in this
limit [188–193], where N → ∞ and the coupling constant g → gc in a correlated
manner. The surfaces in the case of matrix models, and the randomly branched
polymers in the case of vector models are classified by the different topologies
of their Feynman graphs and thus by powers of 1/N . Though matrix theories
attract most attention, a detailed understanding of these theories exists only for
dimensions d ≤ 1 [194]. On the other hand, in many cases, the O(N) vector
models can be successfully studied also in dimensions d > 1, and thus, provide
us with intuition for the search for a possible description of quantum field theory
in terms of extended objects in four dimensions, which is a long lasting problem
in elementary particle theory.

The phase structure of O(N) vector quantum field theories at N → ∞ is gen-
erally well understood, there are, however, certain cases where it is still unclear
which of the features survives at finite N , and to what extent. One such prob-
lem is the multicritical behaviour of O(N) models at critical dimensions. Here,
one finds that in the N → ∞ limit, there exists a non-trivial UV fixed point,
scale invariance is spontaneously broken, and the one parameter family of ground
states contains a massive vector and a massless bound state, a Goldstone boson–
dilaton. However, since it is unclear whether this structure is likely to survive
for finite N , one would like to know whether it is possible to construct a local
field theory of a massless dilaton via the double scaling limit, where all orders
in 1/N contribute. The double scaling limit is viewed as the limit at which the
attraction between the O(N) vector quanta reaches a value at g → gc, at which
a massless bound state is formed in the N → ∞ limit, while the mass of the
vector particle stays finite. In this limit, powers of 1/N are compensated by IR
singularities and thus all orders in 1/N contribute.

The special case of field theory in two dimension is discussed in section 10.1.
In higher dimensions a new phenomenon arises: the possibility of a spontaneous
breaking of the O(N) symmetry of the model, associated to the Goldstone phe-
nomenon. Before discussing a possible double scaling limit, the critical and
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multicritical points of the O(N) vector model are re-examined in section 10.2.
In particular, a certain sign ambiguity that appears in the expansion of the gap
equation is noted, and related to the existence of the IR fixed point in dimen-
sions 2 < d < 4 discussed in section 2.4. In section 10.3, the interesting physical
example of the tricritical point in three dimension is discussed. Some insight in
the problem is obtained there from variational calculations.

In section 10.4, we discuss the subtleties and conditions for the existence of an
O(N) singlet massless bound state along with a small mass O(N) vector particle
excitation. It is pointed out that the correct massless effective field theory is
obtained after the massive O(N) scalar is integrated out. Section 10.5 is devoted
to the double scaling limit with a particular emphasis on this limit in theories
at their critical dimensions.

10.1 The 2D O(N) symmetric field theory in the double scaling limit

We first re-examine and summarize the results for the O(N) symmetric field
theory with a potential NU(φ2/N), where φ is N -component field, in the large N
limit in two dimensions. Indeed, there are no phase transitions in two dimensions
and we therefore discuss this case separately. The action is

S(φ) = N

∫
d2x

{
1
2 [∂µφ(x)]

2
+ U

(
φ2/N

)}
, (10.1)

where an implicit cut-off Λ is always assumed below. Whenever the explicit
dependence in the cut-off will be relevant, we shall assume a Pauli–Villars’s type
regularization replacing the propagator by a regularized form (2.11).

As in section 2.1, one introduces two fields ρ(x) and λ(x) and uses the identity
(2.81). The large N action obtained by integrating over the field φ is then

SN = N

∫
d2x

[
U(ρ) − 1

2λρ
]
+ 1

2N tr ln(−∇2 + λ). (10.2)

The integral is evaluated for N large by the steepest descent method. The saddle
point value λ is the φ-field mass squared, and thus we set in general λ = m2.
Since in two dimensions there is no phase transition, 〈φ〉 = 0, the three saddle
point equations (2.10) reduce to two:

U ′(ρs) = 1
2
m2 , (10.3a)

ρs = Ω2(m) , (10.3b)

where the function Ωd(m) is defined by Eq. (2.12).
For m≪ Λ, one finds

Ω2(m) =
1

2π
ln(Λ/m) +

1

4π
ln(8πK) +O(m2/Λ2),
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where K is a regularization dependent constant.
As was discussed in the case of quantum mechanics in ref. [186], a critical

point is characterized by the vanishing at zero momentum of the determinant
of second derivatives of the action at the saddle point. The mass-matrix has
then a zero eigenvalue which, in field theory, corresponds to the appearance of a
new massless excitation other than φ (this implies also that the forces between
φ quanta are attractive, a serious problem in the case of bosons).

In order to obtain the effective action for this scalar massless mode, we must
integrate over one of the fields. In the field theory case the resulting effective
action can no longer be written in a local form. In order to discuss the order of
the critical point we only need, however, the action for space independent fields,
and thus, for example, we can eliminate λ using the λ saddle point equation.
The action density E(ρ) (Eq. (2.9)) can then be written as

1

N
E(ρ) = U(ρ) − 1

2

∫ λ(ρ)

dλ′ λ′
∂

∂λ′
Ωd(

√
λ′), (10.4)

where at leading order for Λ large

λ(ρ) = 8πKΛ2 e−4πρ .

The expression (10.4) is valid for any d and will be used also in section 10.5.
Here, it reduces to

1

N
E(ρ) = U(ρ) +KΛ2 e−4πρ = U(ρ) + 1

8π
m2 e−4π(ρ−ρs) .

A multicritical point is defined by the condition

E(ρ)− E(ρs) = O ((ρ− ρs)
n) . (10.5)

This implies the conditions

U (k)(ρs) = 1
2 (−4π)k−1m2 for 1 ≤ k ≤ n− 1 .

Note that the coefficients U (k)(ρs) are the coupling constants renormalized at
leading order for N large. If U(ρ) is a polynomial of degree n − 1 (the mini-
mal polynomial model), the multicritical condition in Eq. (10.5) determines the
critical values of renormalized coupling constants as well as ρs.

When the fields are space-dependent it is, instead, simpler to eliminate ρ
because the corresponding field equation

U ′(ρ(x)
)

= 1
2λ(x) (10.6)
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is local. This equation can be solved by expanding ρ(x)− ρs in a power series in
λ(x) −m2:

ρ(x) − ρs =
1

2U ′′(ρs)

(
λ(x) −m2

)
+O

(
(λ−m2)2

)
. (10.7)

The resulting action for the field λ(x) remains non-local but because, as we shall
see, adding powers of λ as well as adding derivatives make terms less relevant,
only the few first terms of a local expansion of the effective action are important.

If in the local expansion of the determinant we keep only the two first terms,
we obtain an action containing at leading order a kinetic term proportional to
(∂µλ)2 and the interaction (λ(x) −m2)n:

SN (λ) ∼ N

∫
d2x

[
1

96πm4
(∂µλ)2 + 1

n!
Sn
(
λ(x) −m2)n

]
,

where the neglected terms are of order (λ−m2)n+1, λ∂4λ, and λ2∂2λ and

Sn =
1

N
E (n)(ρs)[2U

′′(ρs)]
−n =

1

N
E (n)(ρs)(−4πm2)−n.

Moreover, we note that, together with the cut-off Λ, m now also acts as a cut-off
in the local expansion.

To eliminate the N dependence in the action we have, as in the example of
quantum mechanics [186], to rescale both the field λ−m2 and space:

λ(x) −m2 =
√

48πm2N−1/2ϕ(x) , x 7→ N (n−2)/4x . (10.8)

We obtain

SN (ϕ) ∼
∫

d2x
[
1
2 (∂µϕ)2 + 1

n!gnϕ
n
]
.

In the minimal model, where the polynomial U(ρ) has exactly degree n− 1, we
find gn = 6(48π)(n−2)/2m2.

As anticipated, we observe that derivatives and powers of ϕ are affected by
negative powers of N , justifying a local expansion. However, we also note that
the cut-offs (Λ or the mass m) are now also multiplied by N (n−2)/4. Therefore,
the large N limit becomes also a large cut-off limit.

Double scaling limit. The existence of a double scaling limit relies on the
existence of IR singularities due to the massless or small mass bound state which
can compensate the 1/N factors appearing in the large N perturbation theory.
We refer the reader to the examples in ref. [186] of a simple integral (d = 0) and
a quantum mechanical (d = 1) example of the double scaling limit.

We now add to the action relevant perturbations

δkU = vk(ρ(x) − ρs)
k, 1 ≤ k ≤ n− 2 ,
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proportional to
∫

d2x(λ−m2)k:

δkSN (λ) = NSk

∫
d2x
(
λ(x) −m2

)k
,

where the coefficients Sk are functions of the coefficients vk. After the rescaling
of Eq. (10.8), one finds

δkSN (ϕ) = 1
k!gkN

(n−k)/2
∫

d2xϕk(x) 1 ≤ k ≤ n− 2 .

However, unlike quantum mechanics [186], it is not sufficient to scale the coeffi-
cients gk with the power N (k−n)/2 in order to obtain a finite scaling limit. Indeed,
perturbation theory is affected by UV divergences, and we have just noticed that
the cut-off diverges with N . In two dimensions the nature of divergences is very
simple: it is entirely due to the self-contractions of the interaction terms and
only one divergent integral appears

〈
ϕ2(x)

〉
=

1

4π2

∫
d2q

q2 + µ2
,

where µ is the small mass of the bound state, required as an IR cut-off to define
perturbatively the double scaling limit. We can then extract the N dependence:

〈
ϕ2(x)

〉
=

1

8π
(n− 2) lnN +O(1).

Therefore, the coefficients Sk have also to cancel these UV divergences, and thus
have a logarithmic dependence in N superposed to the natural power obtained
from power counting arguments. In general, for any potential, (Eq. (A3.4))

V (ϕ) =: V (ϕ) : +

[
∑

k=1

1

2kk!

〈
ϕ2
〉k
(
∂

∂ϕ

)2k
]

: V (ϕ) : , (10.9)

where : V (ϕ) : is the potential from which self-contractions have been subtracted
(it has been normal-ordered). For example, for n = 3

ϕ3(x) =: ϕ3(x) : +3
〈
ϕ2
〉
ϕ(x),

and thus the double scaling limit is obtained with

Ng1 +
1

16π
lnNg3 held fixed as N → ∞ .

For the example n = 4 ( ϕ4(x) =: ϕ4(x) : +6
〈
ϕ2
〉
ϕ(x)2 − 3

〈
ϕ2
〉2

) one finds
that the double scaling limit is obtained when

g1N
3/2 and Ng2 +

g4
8π

lnN are held fixed as N → ∞.
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10.2 The O(N) symmetric model in higher dimensions: phase transitions

In higher dimensions, a phase transition associated with the spontaneous break-
ing of the O(N) symmetry is possible. In a first part we thus study the O(N)
symmetric NU(φ2/N) field theory, in the large N limit in order to explore the
possible phase transitions and identify the corresponding multicritical points.

The action is

S(φ) =

∫
ddx

{
1
2 [∂µφ(x)]

2
+NU

(
φ2/N

)}
, (10.10)

where an implicit cut-off Λ is again assumed.
Following the strategy of section 2.1, to which we refer for detail, we again

introduce two auxiliary fields λ(x), ρ(x) = φ2(x)/N , integrate over N − 1 com-
ponents of φ, and obtain the large N action

SN = N

∫
ddx

[
1
2 (∂µσ)

2
+ U(ρ) + 1

2λ
(
σ2/N − ρ

)]
+ 1

2 (N − 1) tr ln(−∇2 + λ),

(10.11)
with σ(x) ≡ φ1(x).

The saddle point equations: the O(N) critical point. The large N saddle point
equations are given by Eqs. (2.10):

m2σ = 0 , (10.12a)

U ′(ρ) = 1
2m

2 , (10.12b)

σ2/N = ρ− Ωd(m) . (10.12c)

In the ordered phase σ 6= 0 and thus m vanishes. Eq. (10.12c) has a solution
only for ρ > ρc,

ρc =
1

(2π)d

∫ Λ ddk

k2
⇒ σ =

√
ρ− ρc .

Eq. (10.12b) which reduces to U ′(ρ) = 0 then yields the critical temperature.
Setting

U(ρ) = V (ρ) + 1
2
rρ,

one finds
rc = −2V ′(ρc).

In order to find the magnetization critical exponent β, we need the relation
between the r and ρ near the critical point.

In the disordered phase, σ = 0, Eq. (10.12c) relates ρ to the φ-field mass m.
For m≪ Λ, ρ approaches ρc, and the relation becomes (Eq. (2.13))

ρ− ρc = −K(d)md−2 + a(d)m2Λd−4 +O
(
m4Λd−6, mdΛ−2

)
. (10.13)
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The constant K(d) is universal (Eq. (2.14a)). The constant a(d), which also
appears in Eq. (2.13), on the other hand, depends on the cut-off procedure
(Eq. (2.15)).

For 2 < d < 4, (the situation we assume below except when stated otherwise)
the universal non-analytic part in md−2 dominates.

For d = 4, Eq. (10.13) becomes

ρ− ρc = 1
8π2m

2 (lnm/Λ + const.) ,

and for d > 4 the analytic contribution dominates and

ρ− ρc ∼ a(d)m2Λd−4.

Critical point. In a generic situation V ′′(ρc) = U ′′(ρc) does not vanish, a
situation we have examined in section 2.2. We find in the low temperature phase

t = r − rc ∼ −2U ′′(ρc)(ρ− ρc) ⇒ β = 1
2
. (10.14)

This is the case of an ordinary critical point. Stability implies U ′′(ρc) > 0 so
that t < 0.

At high temperature, in the disordered phase, the φ-field mass m is given by
2V ′(ρ) + r = m2 and thus, using (10.13), at leading order

t ∼ 2U ′′(ρc)K(d)md−2.

Of course, the simplest realization of this situation is to take U(ρ) quadratic,
and we recover the (φ2)2 field theory.

Multicritical points. A new situation arises if we can adjust the parameters
of the potential in such a way that U ′′(ρc) = 0. This can be achieved only if
the potential U is at least cubic. We then expect a tricritical behaviour [200].
Higher critical points can be obtained when more derivatives vanish. We shall
examine the general case though, from the point of view of real phase transitions,
higher order critical points are not especially interesting. Indeed, for continuous
symmetries phase transitions occur only for d > 2 and quasi-gaussian behaviour
is then obtained for all dimensions d ≥ 3. The analysis will, however, be useful
in the study of double scaling limit.

Assuming that the first non-vanishing derivative is U (n)(ρc), we expand further
Eq. (10.12b). In the ordered low temperature phase, we now find

t = − 2

(n− 1)!
U (n)(ρc)(ρ− ρc)

n−1, ⇒ σ ∝ (−t)β , β =
1

2(n− 1)
, (10.15)

which is the magnetic exponent obtained in the mean field approximation for
such a multicritical point. We have in addition the condition U (n)(ρc) > 0.
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In the high temperature phase, instead,

m2 = t+ (−1)n−1 2

(n− 1)!
U (n)(ρc)K

n−1(d)m(n−1)(d−2). (10.16)

For d > 2n/(n− 1), for m small the equation reduces to m2 = t, which yields a
simple gaussian behaviour, as expected above the upper-critical dimension.

For d < 2n/(n− 1), we find a peculiar phenomenon, the term in the r.h.s. is
always dominant, but depending on the parity of n the equation has solutions
for t > 0 or t < 0. For n even, t is positive and we find

m ∝ tν , ν =
1

(n− 1)(d− 2)
, (10.17)

which is a non gaussian behaviour below the critical dimension. However, for n
odd (this includes the tricritical point), t must be negative, in such a way that
we have now two competing solutions at low temperature. We have to find out
which one is stable. We verify below that only the ordered phase is stable, so
that the correlation length of the φ-field in the high temperature phase remains
always finite. Although these dimensions do not correspond to physical situations
because d < 3, the result is peculiar and inconsistent with the ε-expansion.

For d = 2n/(n− 1), we find a gaussian behaviour without logarithmic correc-
tions, provided the condition

U (n)(ρc) < Ωc , Ωc = 1
2 (n− 1)! [K(2n/(n− 1))]

1−n
, K(3) = 1/(4π),

(10.18)
is met. In particular, we will see that the special point

U (n)(ρc) = Ωc (10.19)

has several peculiarities.
We examine, in section 10.3, in more detail, the most interesting example: the

tricritical point.

Discussion. In the tree approximation, the dominant configuration is given
by the minimum of the function U(ρ) ∝ ρn. For n odd, the function is not
bounded from below, but ρ = 0 is the minimum because by definition ρ ≥ 0.
Here, however, we are in the situation where U(ρ) ∼ (ρ−ρc)n with ρc is positive.
Thus, this extremum of the potential is likely to be unstable for n odd. To check
the global stability requires further work. This difficulty shed immediately some
doubts about the possibility of studying such multicritical points by the large N
method.

Another point to notice concerns renormalization group: the n = 2 example is
peculiar in the sense that the large N limit exhibits a non-trivial IR fixed point.
For higher values of n, no coupling renormalization arises in the large N limit
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and only the gaussian fixed point is found. We are in a situation quite similar to
usual perturbation theory, the β function can only be calculated perturbatively
in 1/N and below the upper-critical dimension the IR fixed point is outside the
1/N perturbative regime.

Local stability and the mass matrix. The matrix of the general second partial
derivatives of the action (10.11) is

N



p2 +m2 0 σ

0 U ′′(ρ) −1
2

σ −1
2

−1
2
BΛ(p,m)


 , (10.20)

where BΛ(p,m) is defined in (2.56).
We are in position to study the local stability of the critical points. Since

the integration contour for λ = m2 should be parallel to the imaginary axis, a
necessary condition for stability is that the determinant remains negative.

The disordered phase. Then σ = 0 and thus we have only to study the 2 × 2
matrix M of the ρ,m2 subspace. Its determinant must remain negative, which
implies

detM < 0 ⇔ 2U ′′(ρ)BΛ(p,m) + 1 > 0 . (10.21)

For Pauli–Villars’s type regularization, the function BΛ(p,m) is decreasing so
that this condition is implied by the condition at zero momentum

detM < 0 ⇐ 2U ′′(ρ)BΛ(0, m) + 1 > 0 .

For m small, we use Eq. (2.58) and at leading order the condition becomes

K(d)(d− 2)md−4U ′′(ρ) + 1 > 0 .

This condition is always satisfied by a normal critical point since U ′′(ρc) > 0.
For a multicritical point, and taking into account Eq. (10.13), one finds

(−1)n
d− 2

(n− 2)!
Kn−1(d)mn(d−2)−dU (n)(ρc) + 1 > 0 . (10.22)

We obtain a result consistent with our previous analysis. For n even it is al-
ways satisfied; for n odd, it is always satisfied above the critical dimension and
never below. At the upper-critical dimension we find a condition on the value of
U (n)(ρc), which we recognize to be identical to condition (10.18) because then
2/(n− 1) = d− 2.

The ordered phase. Now m2 = 0 and the determinant ∆ of the complete
matrix is

−∆ > 0 ⇔ 2U ′′(ρ)BΛ(p, 0)p2 + p2 + 4U ′′(ρ)σ2 > 0 . (10.23)

We recognize a sum of positive quantities, and the condition is always satisfied.
Therefore, in the case where there is a competition with a disordered saddle
point, only the ordered one can be stable.
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10.3 The tricritical point: variational analysis

The most interesting physical example is the tricritical point in three dimen-
sions. Some insight in the problem can be obtained from the variational calcu-
lations of section 2.8. Eq. (2.87) becomes

ρ− ρc =
σ2

N
− m

4π
.

The variational action density for large N then reads

Evar./N ∼
N→∞

−m3

12π
+ U(ρ) − 1

2m
2(ρ− ρc) ,

The polynomial of minimal degree near a tricritical point can be parametrized
as

U(ρ) =
1

3!
U ′′′(ρc)(ρ− ρc)

3 +
1

2
t(ρ− ρc).

In the disordered phase, after elimination of ρ−ρc, the variational action density
becomes

Evar./N ∼
N→∞

m3

24π
(1 − U ′′′(ρc)/Ωc) −

1

8π
mt .

For U ′′′(ρc)/Ωc > 1, the action is unbounded from below and, in the absence of
other interactions, m is of the order of the cut-off, independently of the value
of t, in such that way that the transition has disappeared. For U ′′′(ρc)/Ωc < 1,
instead, and t > 0, one finds a minimum such that

m2 = (1 − U ′′′(ρc)/Ωc)
−1/2

t1/2,

in agreement with Eq. (10.16). For t < 0 the minimum corresponds to m = 0.
It is also easy to understand from the same arguments what happens for general

d. The variational action density reads (Eq. (10.13))

Evar./N ∼
N→∞

− 1

3!
U ′′′(ρc)K

3(d)m3(d−2) +
d− 2

2d
K(d)md − 1

2
K(d)tmd−2.

In the formal situation d < 3 and for t = 0, the negative term proportional to
m3(d−2) dominates for m small. The minimum is obtained for

m2(3−d) = K2(d)U ′′′(ρc),

that is for a mass of the order of the cut-off. Of course, when m is of the order
of the cut-off, several expressions based on a small m expansion are no longer
valid. For t > 0, Eq. (10.16) now has a different interpretation: it has a solution
because m again is of the order of the cut-off and m2 is larger than m2(d−2).
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Therefore, no particle propagates in the high temperature phase. For t < 0,
by contrast, the term in tmd−2 dominates for m small and Evar. first increases.
The solution of Eq. (10.16) yields a small value for m, but it corresponds to a
maximum. Thus, for all values of t ≪ Λ2, the contribution proportional to t
is negligible at the minimum of the action density and m remains of the order
of the cut-off. This situation is clearly pathological and invalidates the large N
expansion.

By contrast for d > 3, the term proportional to U ′′′(ρc) is negligible, the
minimum is given by Eq. (10.16), and the quasi-gaussian (or mean-field) theory
applies.

In the ordered phase, for d = 3,

Evar./N ∼
N→∞

1

3!
U ′′′(ρc)

σ6

N3
+
t

2

σ2

N
.

For t > 0, the minimum corresponds to σ = 0. For t < 0, the minimum is given
by

σ2/N = [−t/U ′′′(ρc)]
1/2.

Therefore, in contrast of what is seen in d < 3, the variational analysis confirms
for U ′′′(ρc)/Ωc < 1 a non-pathological situation.

Dimension three: the end-point U ′′′(ρc) = Ωc. In the disordered phase the
action density reduces to one term. It is interesting to add the first correction
for m small

Evar./N ∼
N→∞

− 1

8π
mt+

a(3)

4

m4

Λ
.

The results now depend on the sign of a(3). A comment concerning the non-
universal constant a(d), given in (2.15) , is here in order because, while its
absolute value is irrelevant, its sign plays a role in the discussion of multicritical
points. The relevance of this sign to the RG properties of the large N limit of the
simple (φ2)2 field theories has already mentioned (section 2.4). For the simplest
Pauli–Villars’s type regularization, D(k2) is an increasing function and thus a(d)
is finite and positive in dimensions 2 < d < 4, but this clearly is not a universal
feature.

If a(3) is positive, for t > 0 the action density has a minimum at a non-trivial
value of m:

m ∼
(

tΛ

8πa(3)

)1/3

.

For t small, m is small, justifying the analysis, but has a different scaling be-
haviour, ν = 1/3, a property one would expect from an IR unstable fixed point.
For t < 0, the minimum occurs at m = 0, as one expects for a phase transition.

If a(3) is negative, the action density, in this small m approximation, is not
bounded from below and the situation is pathological.
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The variational analysis has clarified some peculiarities of the large N limit.
However, it does not allow to investigate whether the results survive at N finite.
This is here specially relevant because, for example, the point U ′′′(ρc) = Ωc
is at the boundary of a pathological region in parameter space, and its peculiar
properties are expected to be especially sensitive to 1/N corrections. To calculate
them, one has to return to the steespest descent method.

10.4 The scalar bound state

In this section, we study the limit of stability in the disordered phase (σ = 0).
This is a problem which only arises when n is odd, the first case being provided
by the tricritical point.

The mass-matrix has then a zero eigenvalue, which corresponds to the appear-
ance of a new massless excitation other than φ. Let us denote by M the ρ,m2

2 × 2 submatrix. Then,

detM = 0 ⇔ 2U ′′(ρ)BΛ(0, m) + 1 = 0 .

In the two-space the corresponding eigenvector has components ( 1
2 , U

′′(ρ)).

The small mass region. In the small m limit, the equation can be rewritten in
terms of the constant K(d) defined in (2.13) as

(d− 2)K(d)md−4U ′′(ρ) + 1 = 0 . (10.24)

Eq. (10.24) tells us that U ′′(ρ) must be small. We are thus close to a multicritical
point. Using the result of the stability analysis, we obtain

(−1)n−1 d− 2

(n− 2)!
Kn−1(d)mn(d−2)−dU (n)(ρc) = 1 . (10.25)

We immediately notice that this equation has solutions only for n(d−2) = d, that
is at the critical dimension. The compatibility then fixes the value of U (n)(ρc).
We find again the point (10.19), U (n)(ρc) = Ωc. If we take into account the
leading correction to the small m behaviour we find, instead,

U (n)(ρc)Ω
−1
c − 1 ∼ (2n− 3)

a(d)

K(d)

(m
Λ

)4−d
. (10.26)

This means that when a(d) > 0, there exists a small region U (n)(ρc) > Ωc where
the vector field is massive with a small mass m and the bound-state massless.
The value Ωc is a fixed point value.

The scalar field at small mass. We now extend the analysis to a situation where
the scalar field has a small but non-vanishing mass M and m is still small. The
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goal is in particular to explore the neighbourhood of the special point (10.19).
Then, the vanishing of the determinant of M implies

1 + 2U ′′(ρ)BΛ(iM,m) = 0 . (10.27)

Because M and m are small, this equation still implies that ρ is close to a point
ρc where U ′′(ρ) vanishes. Since reality imposes M < 2m, it is easy to verify that
this equation has also solutions for only the critical dimension. Then,

U (n)(ρc)f(m/M) = Ωc , (10.28)

where we have set

f(z) =

∫ 1

0

dx
[
1 + (x2 − 1)/(4z2)

]d/2−2
, 1

2
< z . (10.29)

In dimension three, it reduces to

f(z) = z ln

(
2z + 1

2z − 1

)
.

f(z) is a decreasing function which diverges for z = 1
2

because d ≤ 3. Thus,

we find solutions in the whole region 0 < U (n)(ρc) < Ωc, that is, when the
multicritical point is locally stable.

Evaluating the propagator near the pole, we find the matrix

∆ =
2

G2

[
N

dBΛ(p,m)

dp2

∣∣∣∣
p2=−M2

]−1
1

p2 +M2

(
1 G
G G2

)
, (10.30)

where we have set

G =
2(−K)n−2E (n)

N(n− 2)!
m4−d .

For m/M fixed, the residue goes to zero with m as md−2 because the derivative
of B is of the order of md−6. Thus the bound state decouples on the multicritical
line.

10.5 Stability and double scaling limit

In order to discuss more thoroughly the stability issue and the double scaling
limit, we now construct the effective action for the scalar bound state. We
consider first only the massless case. We need the action only in the IR limit,
and in this limit we can integrate out the vector field and the second massive
eigenmode.
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Integration over the massive modes. As we have already explained in section
10.1, we can integrate over one of the fields, the second being fixed, and we need
the result only at leading order. Therefore, we replace in the functional integral

eZ =

∫
[dρdλ] exp

[
−1

2N tr ln(−∇2 + λ) +N

∫
ddx

(
−U(ρ) + 1

2ρλ
)]

(10.31)

one of the fields by the solution of the field equation. It is useful to discuss the
effective potential of the massless mode first. This requires calculating the action
only for constant fields. It is then simpler to eliminate λ. We assume in this
section that m is small (the vector propagates). For λ≪ Λ, the λ-equation reads
(d < 4)

ρ− ρc = −K(d)λ(d−2)/2. (10.32)

It follows that the resulting action density E(ρ), obtained from Eq. (10.4), is

1

N
E(ρ) = U(ρ) +

d− 2

2d(K(d))2/(d−2)
(ρc − ρ)d/(d−2). (10.33)

In the sense of the double scaling limit, the criticality conditions are

E(ρ) = O
(
(ρ− ρs)

n
)
.

It follows

U (k)(ρs) = −K
1−k(d)

2

Γ
(
k − d/(d− 2)

)

Γ
(
−2/(d− 2)

) md−k(d−2) , 1 ≤ k ≤ n− 1 .

For the potential U of minimal degree, we find

1

N
E(ρ) ∼ K1−n(d)

2n!

Γ
(
n− d/(d− 2)

)

Γ
(
−2/(d− 2)

) md−n(d−2)(ρ− ρs)
n.

The double scaling limit. We recall here that quite generally one verifies that a
non-trivial double scaling limit may exist only if the resulting field theory of the
massless mode is super-renormalizable, that is below its upper-critical dimension
d = 2n/(n−2), because perturbation theory has to be IR divergent. Equivalently,
to eliminate N from the critical theory, one has to rescale

ρ− ρs ∝ N−2θϕ , x 7→ xN (n−2)θ with 1/θ = 2n− d(n− 2),

where θ has to be positive.
We now specialize to dimension three, since d < 3 has already been examined,

and the expressions above are valid only for d < 4. The normal critical point
(n = 3), which leads to a ϕ3 field theory, and can be obtained for a quadratic
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potential U(ρ) (the (φ2)2 field theory) has been discussed in section 2.3. We
thus concentrate on the next critical point n = 4 where the minimal potential
has degree 3.

The d = 3 tricritical point. The action density then becomes

1

N
E(ρ) = U(ρ) + 8π2

3
(ρc − ρ)3. (10.34)

If the potential U(ρ) has degree larger than 3, we obtain after a local expansion
and a rescaling of fields,

ρ− ρs = − 1

32π2ρc
(λ−m2) ∝ ϕ/N , x 7→ Nx , (10.35)

a simple super-renormalizable ϕ4(x) field theory. If we insist, on the other hand,
that the initial theory should be renormalizable, then we remain with only one
candidate, the renormalizable (φ2)3 field theory, also relevant for the tricritical
phase transition with O(N) symmetry breaking. Inspection of E(ρ) immediately
shows a remarkable feature: because the term added to U(ρ) is itself a polynomial
of degree 3, the critical conditions lead to an action density E(ϕ) that vanishes
identically. This result reflects the property that the two saddle point equations
(∂S/∂ρ = 0, ∂S/∂λ = 0 in Eqs. (10.12)) are proportional and thus have a
continuous one-parameter family of solutions. This results in a flat effective
potential for ϕ(x). The effective action for ϕ depends only on the derivatives of
ϕ, like in the O(2) non-linear σ model.

We conclude that no non-trivial double scaling limit can be obtained in this
way. In 3 dimensions with a (φ2)3 interaction, we can generate at most a normal
critical point n = 3, but then a simple (φ2)2 field theory suffices.

Remark. The problem of the sign of a(d) discussed in section 10.2 has an
interesting appearance in d = 3 in the small m2 region. If one keeps the extra
term proportional to a(d) in Eq. (10.33), one finds

1

N
E(ρ) = U(ρ) +

8π2

3
(ρc − ρ)3 +

a(3)

Λ
4π2(ρc − ρ)4.

Using now Eq. (10.32) and, as mentioned in section 10.4, the fact that in the
small m2 region the potential is proportional to (ρ − ρc)

3, we can solve for m2.
Since m2 > 0, the appearance of a phase with small mass depends on the sign of
a(d). Clearly, this shows a non-commutativity of the limits of m2/Λ2 → 0 and
N → ∞. The small m2 phase can be reached by a special tuning and cannot be
reached with an improper sign of a(d). Calculated in this way, m2 can be made
proportional to the deviation of the coefficient of ρ3 in U(ρ) from its critical
value 16π2.
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A few concluding remarks. In this section, we studied of several subtleties in
the phase structure of O(N) vector models around multicritical points of odd
and even orders. One of the main topics is the understanding of the multicriti-
cal behaviour of these models at their critical dimensions and the effective field
theory of the O(N)-singlet bound state obtained in the N → ∞, g → gc corre-
lated limit. It was pointed out that the integration over massive O(N) singlet
modes is essential in order to extract the correct effective field theory of the
small mass scalar excitation. After performing this integration, it has been es-
tablished here that the double scaling limit of (φ2)K vector model in its critical
dimension d = 2K/(K − 1) results in a theory of a free massless O(N) singlet
bound state. This fact is a consequence of the existence of flat directions at
the scale invariant multicritical point in the effective action. In contrast to the
case d < 2K/(K − 1) where IR singularities compensate powers of 1/N in the
double scaling limit, at d = 2K/(K − 1) there is no such compensation and only
a non-interacting effective field theory of the massless bound state is left.

Another interesting issue in this study is the ambiguity of the sign of a(d).
The coefficient of m2Λd−4 denoted by a(d) in the expansion of the gap equation
in Eqs. (10.12c) and (10.13) seems to have a surprisingly important role in the
approach to the continuum limit (Λ2 ≫ m2). The existence of an IR fixed
point at g ∼ O(N−1), as seen in the β function for the unrenormalized coupling
constant (section 2.4), depends on the sign of a(d). Moreover, the existence of
a phase with a small mass m for the O(N) vector quanta and a massless O(N)
scalar depends also on the sign of a(d). It may very well be that the importance
of the sign of a(d) is a mere reflection of the limited coupling constant space used
to described the model.
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[67] S. Hikami , E. Brézin, J. Phys. A 12, 759-770 (1979) [reprinted in Currents

Physics - Sources and Comments, CPSC 7, Le Guillou J.C., Zinn-Justin J.

eds. (North-Holland, 1990)].

[68] H.J. de Vega, Phys. Lett. 98B (1981) 280; J. Avan and H.J. de Vega, Phys.

Rev. D29 (1984) 2891; ibidem 2904 [all reprinted in Currents Physics -

Sources and Comments, CPSC 7, Le Guillou J.C., Zinn-Justin J. eds. (North-

Holland, 1990)].
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Appendices

A1 Spontaneous breaking of scale invariance, non-trivial fixed points

The subject of scale invariance breaking has a long history in particle physics.

Under very general conditions, a d-dimensional field theory that is scale invariant,

is also invariant under the transformations of the conformal group SO(d+ 1, 1)

(for d > 2). The scale and conformal current, Sµ and Kµν are then constructed

[205] from the “improved” energy momentum tensor T̃µν . The divergences of

these currents are proportional to the trace of the energy momentum tensor T̃µµ .

They are:

Sµ = xλT̃
µλ and Kµν = x2T̃µν − 2xµxλT̃ νλ . (A1.1)

There are two reasonably well understood mechanisms for breaking these sym-

metries in a theory which is scale and conformal invariant at tree level (see, for

example, Ref. [206]):

(a) Spontaneous breaking of scale invariance of the Nambu–Jona-Lasinio type

encountered in the BCS theory of superconductivity.

(b) Explicit breaking of scale invariance, which is expressed at the quantum

level by the anomaly in the trace of the energy momentum tensor, as the result

of radiative corrections.

In conventional quantum field theories the two mechanisms occur simultane-

ously and the spontaneous breaking of scale symmetry is not normally accom-

panied by the appearance of a massless Nambu–Goldstone boson. Thus, for

example, we do not find a massless dilaton in QCD. An interesting possibility

exists, however, in case of theories with an hierarchy of scales in which a light

dilaton will appear as a pseudo-Goldstone boson associated with the spontaneous

breaking of scale symmetry.

Finite theories like N = 2 and N = 4 supersymmetric Yang–Mills theories

are especially interesting. In these theories there is no trace anomaly and thus

mechanism b mentioned above does not apply; but the alternative dynamical

generation of mass scales in these cases is unclear. Mechanisms a and b and

related physical issues can be also analyzed in solvable large N vector theo-

ries, O(N) symmetric scalar, and supersymmetric theories. In particular, we

will mention in this appendix the case of spontaneous breaking of scale invari-

ance, unaccompanied by explicit breaking (namely, a without b). This will be
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demonstrated in the leading large N analysis of the euclidean action of an O(N)

symmetric quantum field theory in three dimensions.

We will recall first a few general points on scale invariance. The scale current

is conserved at tree level for a scale invariant potential

V (φ) = gφn

if the trace of the improved energy momentum tensor vanishes, namely

∂µS
µ = T̃ νν = 0 (A1.2)

where, in general,

T̃µν =
2√−g

δ

δgµν
S(φ). (A1.3)

Here, S(φ) is the action on a Riemannian manifold:

S(φ) =

∫ √−gddx 1
2{gαβ(x)∇αφ(x)∇βφ(x) −m2φ2(x) − ξR(x)φ2(x)}, (A1.4)

g = det{gαβ}, ∇α is the covariant derivative (which reduces to ∂α for the scalar

φ) and R(x) is the curvature scalar (trace of the Ricci curvature tensor). Varying

with respect to hµν near flat space gµν = ηµν + hµν , one then obtains from

Eq. (A1.3):

T̃µν = ∂µφ∂νφ− ηµν
(

1
2(∂φ)2 − V (φ)

)
+ ξ(ηµν∂2 − ∂µ∂ν)φ2. (A1.5)

Using the equation of motion, the trace is given by

∂µS
µ = T̃ νν

= (∂φ)2 [1 − d/2 + 2ξ(d− 1)] + φ∂2φ [−d/n + 2ξ(d− 1)] . (A1.6)

So, in d dimensions

ξ =
1

4

(
d− 2

d− 1

)
and n =

2d

d− 2
. (A1.7)

(ξ is independent of the potential, e.g. ξ = 1
6

in d = 4 [205] ).

Following the variational method described in section 2.8, one defines the on-

shell single particle state of momentum ~p and mass m to be used as a variational

parameter as |Ψ~p〉 = a†(~p)|0〉 where we normalize by

[a(~p1), a
†(~p2)] = (2π)d−12ωδd−1(~p1 − ~p2).
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The energy is ω = (~p 2 +m2)1/2 and the field operators are

φ(t, ~x) =

∫
dd−1k

(2π)d−12ω
{eikx a†(~k) + e−ikx a(~k)}. (A1.8)

One finds from Eq.(A1.5)

〈~p2| T̃µν |~p1〉 = pµ2p
ν
1 + pµ1p

ν
2 − ηµνp1 · p2 − 2ξ(q2ηµν − qµqν) + ηµν 〈~p2|V (φ) |~p1〉

(A1.9)

where qµ = pµ2 − pµ1 .

As an illustration, we will discuss the d = 3, O(N) symmetric model with the

Euclidean action

S(φ) =

∫
d3x

[
1
2 (∂µφ)

2
+ V (φ)

]
(A1.10)

and the potential

V (φ) =
µ0

2

2
φ2 +

λ0

4N
(φ2)

2
+

η0
6N2

(φ2)
3
. (A1.11)

Following section 2.8, the variational ground state energy density can be calcu-

lated from

Evar./N →
N→∞

1

2(2π)d

∫
ddk ln[(k2 +m2)/k2] − 1

2m
2Ω3(m) + U(

〈
φ2(x)/N

〉
0
)

=

∫ m

0

sdsΩ3(s) − 1
2
m2Ω3(m) + U

(
Ω3(m) +

σ2

N

)
. (A1.12)

The only divergence (see Eqs. (2.12,2.85)) occurs in

〈
φ2/N

〉
0

= Ω3(m)+
σ2

N
=

∫ Λ d3k

(2π)
3

1

k2 +m2
+
σ2

N
= Ω3(0)−|m|

4π
+
σ2

N
, (A1.13)

and the only renormalization needed in order to obtain a finite ground state

energy density E(m2, σ2) is

µ2 = µ0
2 + λ0Ω3(0) + η0(Ω3(0))2, λ = λ0 + 2η0Ω3(0) , η = η0 . (A1.14)

The ground state energy density is then given, at leading order for N → ∞, by

1

N
E(m2, σ2) =

m3

24π
+
µ2

2

(
σ2

N
− |m|

4π

)
+
λ

4

(
σ2

N
− |m|

4π

)2

+
η

6

(
σ2

N
− |m|

4π

)3

. (A1.15)
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In what follows, we discuss the region of parameter space where the renormal-

ized dimensional parameters are set to zero (µ2 = 0, λ = 0). We show that the

non-trivial critical end-point (µ2 = 0, λ = 0, η = ηc = (4π)2) can govern the

continuum limit of the theory. At this point the mass m of the quanta created by

φ(x), as found from the gap equation, is non zero though all dimensional param-

eters are set to zero. The appearance of a propagating mass m is associated with

spontaneous breakdown of scale invariance. This is shown by the appearance of

a massless bound state as η → ηc and the vanishing of the trace of the energy

momentum tensor.

Explicit calculation. The term ηµν〈~p2|V (φ)|~p1〉 in Eq. (A1.9) contributes to

〈~p2|T̃µν |~p1〉 at the tree level a term

µ2
0 +

λ0

N

〈
φ2
〉
0

+
η0
N2

〈
φ2
〉2
0

= µ2 + λ

(
σ2

N
− |m|

4π

)
+ η

(
σ2

N
− |m|

4π

)2

. (A1.16)

Using the gap equation, the contribution to 〈~p2|T̃µν |~p1〉 in Eq. (A1.16) is given,

simply, by ηµνm2. In the leading order in an 1/N calculation of 〈~p2|T̃µν |~p1〉, one

encounters an effective four-point vertex:

λ̄

N
≡ λ0

N
+ 2

η

N2

〈
φ2
〉
0

=
λ

N
− η

|m|
2πN

. (A1.17)

Summing all bubble graphs, one finds (using the Euclidean action in Eq. (A1.10))
〈
~p2|T̃µν |~p1

〉
= pµ2p

ν
1 + pµ1p

ν
2 − ηµνp1 · p2 − ηµνm2

−
[
1
4 (q2ηµν − qµqν) + λ̄Iµν(q)

]( 1

1 + λ̄B(q)

)
, (A1.18)

where

B(q) =
1

(2π)3

∫
d3k

(k2 +m2) [(q + k)
2

+m2]

=
1

8π

∫ 1

0

dα
1√

α(1 − α)q2 +m2
=

1

4πq
arctan

(
q

2|m|

)
, (A1.19)

and

Iµν(q) =

∫
d3k

(2π)3
(q + k)µkν + kµ(q + k)ν − ηµν(q + k) · k − ηµνm2

(k2 +m2) [(q + k)
2

+m2]

=
qµqν − q2ηµν

4π

∫ 1

0

dα
α(α− 1)√

m2 + α(α− 1)q2
. (A1.20)
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As mentioned above, we are interested in the theory when all dimensional, renor-

malized parameters are set to zero and the dimensionless η at its critical value:

µ = λ = 0 and η = 16π2.

The first line in Eq. (A1.18) contributes 1
2
q2 − 2m2 to the trace of the energy

momentum tensor. As a result of spontaneous breaking of scale invariance, we

will find that the term in the second line in Eq. (A1.18) contributes −1
2
q2 +2m2

and ensures a traceless energy momentum tensor and a conserved scale current.

Indeed, one notices that the factor (1+λ̄B(q))−1 is exactly the term that appears

in a four-point function of the φ field. Thus, the appearance of a massless bound

state in this amplitude is directly associated with the vanishing of the trace of

Tµν as expected.

In Eq. (A1.18), the induced effective coupling (λ̄ in Eq. (A1.17)) is

λ̄ = −8π|m|

and thus 1 + λ̄B(q) = 0 at q2 = 0. A massless φ − φ bound state is created at

this effective binding strength. Eq. (A1.18) can be written as

〈
~p2|T̃µν |~p1

〉
= pµ2p

ν
1 + pµ1p

ν
2 − ηµνp1 · p2 − ηµνm2 +

1

4
(qµqν − q2ηµν)

×
[
1 − 8m

∫ 1

0

dα
α(1 − α)√

m2 + α(1 − α)q2

][
1 −m

∫ 1

0

dα
1√

m2 + α(1 − α)q2

]−1

.

(A1.21)

Indeed, due to the following simple identity

1

4

[
1 − 8m

∫ 1

0

dα
α(1 − α)√

m2 + α(1 − α)q2

]

=

(
1

4
− m2

q2

)(
1 −m

∫ 1

0

dα
1√

m2 + α(1 − α)q2

)
, (A1.22)

as clearly seen now in Eq. (A1.21), the term in the trace of 〈~p2|T̃µν |~p1〉 at tree

level is exactly canceled by the induced quantum correction term due to the

bound state massless Goldstone boson–dilaton pole. that appears at η = ηc

when µ2 = λ = 0.

More can be seen on Eq. (A1.15): Clearly, at µ2 = λ = 0 one finds E(m2, σ2) →
−∞ as m → ∞ unless 0 < η < ηc = (4π)2. One also notices that it is the
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large negative renormalization of ~φ2 that makes the energy unbounded from

below. In the regularized theory positivity of ~φ2 is maintained, but the instability

at Λ → ∞ is now reflected in the solution of the gap equation. In general,

m = Λf(η0) where f(η0) is a function of the only (unrenormalized) dimensionless

coupling constant in the theory. Thus, m→ ∞ as Λ → ∞ unless the theory has

an UV fixed point exhibited here by a zero of f(η0) at some η = ηc. In this case,

as seen in Eq. (A1.15), the ground state energy density E(m2, σ2) is flat, namely,

is m independent after Λ → ∞ has been removed. A cutoff independent, finite

physical mass can appear in the ground state spectrum. Namely,

m = Λf(η0) → finite value as Λ → ∞ since η0(Λ) → ηc
− as Λ → ∞ .

(A1.23)

One finds

m = Λf(η0) = Λ
π

2

(
1 −

√
ηc
η0

)
. (A1.24)

This gives (from ∂m/∂Λ = 0) a β(η0) function with a UV fixed point at η0 = ηc.

The bare coupling constant is then solved and one finds

η0(Λ) = ηc +
µ̃

Λ
and thus m =

π

4ηc
µ̃ , (A1.25)

where µ̃ is a new normalization scale. The above is just the manifestation of

dimensional transmutation at the non-trivial UV fixed point.

Summary : Two facts should be noted now: (a) In the massive phase described

above, scale invariance has been broken only spontaneously. As seen from η0 =

η, there is no explicit breaking of scale invariance (at µ2 = λ = 0), and the

perturbative β(η) function vanishes in the large N limit. Indeed, one finds that

the trace of the energy momentum tensor stays zero. A massless dilaton —

the Goldstone boson associated with this breaking — appears in the ground

state spectrum as a reflection of the Goldstone realization of scale symmetry.

E(m2, σ2) is m independent. (b) The normal ordering of φ6 induces a new

λ̄φ4 interaction, where λ̄ = λ − η0[
m
2π ]. This new interaction guarantees the

appearance of the dilaton pole in the physical amplitudes as η0 → ηc .

Finally, higher orders in 1/N introduce an explicit breaking of scale invariance

and probably destabilize the finite N scalar theory in Eq. (A1.10).
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A2 One-loop diagrams

We present some technical details concerning one-loop calculations relevant to

the gap equation at leading order.

A2.1 The regularized one-loop diagrams

We expand here for m≪ Λ the regularized one-loop diagram (2.12)

Ωd(m) =

∫
ddk

(2π)d
∆̃Λ(k) =

1

(2π)d

∫
ddk

m2 + k2D(k2/Λ2)
= Λd−2ωd(m/Λ).

(A2.1)

The function D(z), D(0) = 1, is strictly positive for z > 0, analytic in the

neighbourhood of the real positive semi-axis, and increasing faster than z(d−2)/2

for z → +∞.

To extract the coefficients in the expansion we use the Mellin transform and

dimensional continuation (see section 2.5). We define

M(s) =

∫ ∞

0

dz z−1−s 1

(2π)d

∫
ddk

z + k2D(k2)
.

If the k integral has a contribution of the form zα in a small z expansion, the

Mellin transform has a pole at s = α and the coefficient can be identified.

We change variables z 7→ zk2D(k2) and obtain

M(s) =

∫ ∞

0

dz
z−1−s

1 + z

∫
ddk

(2π)d
(
k2D(k2)

)−1−s

= − π

sin(πs)

∫
ddk

(2π)d
(
k2D(k2)

)−1−s
.

M(s) =

∫ ∞

0

dz
z−1−s

1 + z

∫
ddk

(2π)d
(
k2D(k2)

)−1−s
= − π

sin(πs)
Id(s)

with

Id(s) =

∫
ddk

(2π)d
(
k2D(k2)

)−1−s
= Nd

∫ ∞

0

dk kd−3−2s
(
D(k2)

)−1−s
.

We find two series, the first corresponding to the zeros of the sine function with

s non-negative integer (the poles with s < 0 corresponding to the singularities

in the large z behaviour)

M(s) ∼
s→n

(−1)nId(n)
1

n− s
.
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Note that the analytic continuation of In(d) for low dimensions is obtained by

subtracting to D−1−n the first terms of its Taylor series at k = 0.

The second corresponds to the divergence at k = 0 of the k integral I(s). The

residues are obtained by integrating near k = 0 and expanding D(k2) in powers

of k2

Id(s) ∼ Nd

∫ 1

0

dk kd−3−2s
(
D(k2)

)−1−s

∼ Nd
d− 2 − 2s

− (1 + d/2)D′(0)
Nd

d− 2s
+ · · · .

In general the poles are at s = 1
2(d−2)+n with n non-negative integer. Therefore

the small z expansion of ωd(
√
z) has the general form

ωd(
√
z) =

∑

n=0

αn(d)z
(d−2)/2+n + βn(d)z

n.

Parametrization. We parametrize the expansion for z → 0 and d > 2 as

ωd(z) = ωd(0) −K(d)zd−2 + a(d)z2 +O
(
zd, z4

)
. (A2.2)

The first contribution is proportional to ρc (equation (2.20))

ωd(0) =
1

(2π)d

∫
ddk

k2D(k2)
. (A2.3)

The constant K(d) is independent of the cut-off procedure because it involves

only the leading behaviour of the integrand for k → 0 and thus D(0) = 1:

Nd =
2

(4π)d/2Γ(d/2)
(A2.4a)

K(d) = − π

2 sin(πd/2)
Nd = − 1

(4π)d/2
Γ(1 − d/2) , (A2.4b)

where we have introduced the usual loop factor Nd.

The constant a(d), which characterizes the leading correction in equation

(2.13), depends explicitly on the regularization, i.e. the way large momenta are

cut,

a(d) =





− 1

(2π)d

∫
ddk

k4

1

D2(k2)
for d > 4

1

(2π)d

∫
ddk

k4

(
1 − 1

D2(k2)

)
for d < 4

. (A2.5)

For d = 4 the integrals diverge at k = ∞. For ε = 4 − d→ 0

a(d) ∼
ε=4−d→0

1/(8π2ε). (A2.6)

A logarithmic contribution then appears in the expansion (A2.2):

ωd(z) − ωd(0) ∼ 1

8π2
z2 ln z . (A2.7)
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A2.2 Finite temperature

Let us add a few remarks concerning the calculation of Feynman diagrams.

General methods explained in the framework of finite size scaling can also be

used here, involving Jacobi’s elliptic functions. However, more specific techniques

are also available in finite temperature quantum field theory. The idea is the

following: in the mixed (d− 1)-momentum, time representation the propagator

is the two-point function ∆(t, p) of the harmonic oscillator with frequency ω(p) =√
p2 +m2 and time interval β = 1/T :

1

p2 + ω2 +m2
7→ ∆(t, p) =

1

2ω(p)

cosh [(β/2 − |t|)ω(p)]

sinh
(
βω(p)/2

) .

Summing over all frequencies is equivalent to set t = 0. For the simple one-loop

diagram one finds

1

2π

∫
dω

ω2 + p2 +m2
7→ 1

2ω(p)

cosh
(
βω(p)/2)

)

sinh
(
βω(p)/2

) ,

This expression can be written in a way that separates quantum and thermal

contributions:

1

2ω(p) tanh(βω(p)/2)
=

1

2ω(p)
+

1

ω(p)(eβω(p) −1)
,

where the first term is the zero-temperature result, and the second term, which

involves the relativistic Bose statistical factor, decreases exponentially at large

momentum.

Finally in the example of fermions or gauge theories we can use a more general

identity that can be proven by replacing the sum by a contour integral,

∑

n

x

(n+ ν)2 + x2
= π

sinh(2πx)

cosh(2πx)− cos(2πν)
, (A2.8)

and thus after integration,

ln
(
cosh(2πx)−cos(2πν)

)
−ln 2 = lim

N→∞

N∑

n=−N

[
ln
(
(n+ ν)2 + x2

)
− 2 ln(n+ 1/2)

]
.

(A2.9)
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A2.3 Γ, ψ, ζ functions: a few useful identities

Two useful identities on the Γ function are

√
π Γ(2z) = 22z−1Γ(z)Γ(z + 1/2) , Γ(z)Γ(1 − z) sin(πz) = π . (A2.10)

They translate into a relations for the ψ(z) function, ψ(z) = Γ′(z)/Γ(z)

2ψ(2z) = 2 ln 2+ψ(z)+ψ(z+1/2), ψ(z)−ψ(1−z)+π/ tan(πz) = 0 (A2.11)

where ζ(s) is the standard Riemann ζ-function

ζ(s) =
∑

n≥1

1

ns
. (A2.12)

It is also useful to remember the reflection formula

ζ(s)Γ(s/2) = πs−1/2Γ
(
(1 − s)/2

)
ζ(1 − s), (A2.13)

which can be written in different forms using Γ-function relations. Moreover

∑

n=1

(−1)n

ns
= (21−s − 1)ζ(s), (A2.14)

Finally

ζ(1 + ε) =
1

ε
− ψ(1) +O(ε), (A2.15)

ζ(ε) = −1
2(2π)ε +O(ε2). (A2.16)

A3 Gaussian measure and normal product

We assume that we are given some gaussian measure exp[−1
2

∑
ij xiAijxj ] for a

finite or infinite number of random variables xi. In the following applications the

index i will describe a parameter that can be either discrete (e.g. group theoretic

index) or continuous (e.g. space-time). We denote the expectation values

〈xii . . . xiℓ〉 = N (A)

∫
dxxii . . . xiℓ exp[−1

2

∑

ij

xiAijxj ],

where the normalization N (A) is such that 〈1〉 = 1. We denote by ∆ the inverse

of the symmetrix (or operator) A and, therefore,

∆ij = 〈xixj〉 .
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We now define the normal ordering of a formal power series in the variables xi as

a linear map, with the following property: If V (x) is a homogeneous polynomial

of degree n, the normal-ordered polynomial : V (x) : is a polynomial of degree n

such that

V (x)− : V (x) := O(|x|n−2),

and

〈: V (x) : xi1xi2 . . . xiℓ〉 = 0 ∀ℓ < n .

The normal ordering amounts to subtract from V (x) all terms corresponding to

self-contractions in the sense of Wick’s theorem.

We now establish an explicit expression for the normal order of any formal

power series in the variables xi. First, we consider an exponential exp [
∑
i hixi]

and we generate expectation values by a generating function exp [
∑

i gixi]. We,

therefore, calculate

Z(g, h) = N (A)

∫
dx exp


−1

2

∑

ij

xiAijxj +
∑

i

(gi + hi)xi




= exp


1

2

∑

ij

(gi + hi)∆ij(gj + hj)


 .

(A3.1)

The suppression of the self-contractions is now easy; we divide by the value for

g = 0. Indeed, then the remaining dependence in h, in the exponential, is linear

in g. A non vanishing result can only be obtained by differentiating at least

as many times with respect to g as to h before taking the g = h = 0 limit.

Therefore,

: eh·x : = e−h·∆h/2 eh·x .

We now write any function as a Laplace transform

V (x) =

∫
dh Ṽ (h) eh·x

and use the linearity of the normal order operation to get

: V (x) := exp


−1

2

∑

ij

∆ij
∂

∂xi

∂

∂xj


V (x). (A3.2)

Note that analogous expressions can be derived by the same method for complex

or grassmannian gaussian measures.
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We now discuss a few applications.

Local polynomials in field theory. In the exemple of a gaussian functional

measure over a field ϕ, ∆ is the propagator. If the field theory is invariant under

space translations the propagator is of the form ∆(x−y). If V is a local function

of a field of the form V [ϕ(x)], the normal order takes the form

: V (ϕ) := exp

[
−1

2

〈
ϕ2(0)

〉( ∂

∂ϕ

)2
]
V (ϕ), (A3.3)

justifying equation (10.9).

By acting with ∂/∂ϕ on both sides of the equation, we infer

∂

∂ϕ
: V (ϕ) :=:

∂

∂ϕ
V (ϕ) : .

Namely, Eq. (A3.3) implies that the normal ordering commutes with differenti-

ation. Therefore, the relation (A3.3) can be inverted as

V (ϕ) =: exp

[
1

2

〈
ϕ2(0)

〉( ∂

∂ϕ

)2
]
V (ϕ) : . (A3.4)

O(N) invariant theories. With an O(N) invariant gaussian measure and N

component field ϕ the two-point function takes the form

∆ij(x) = δij∆(x) =
δij
N

〈ϕ(x) · ϕ(0)〉 .

The normal ordered polynomial is then given by

: V (ϕ) := exp

[
− 1

2N

〈
ϕ2(0)

〉∑

i

(
∂

∂ϕi

)2
]
V (ϕ). (A3.5)

In case of an O(N) invariant local function of the form U [ϕ2(x)/N ],

∑

i

(
∂

∂ϕi

)2

U(ϕ2/N) = 2U ′(ϕ2/N) +
4

N2
ϕ2U ′′(ϕ2/N),

and, thus, setting ϕ2/N = ρ:

: U(ρ) := exp

{
− 1

2N

〈
ϕ2(0)

〉
[
2
∂

∂ρ
+

4ρ

N

(
∂

∂ρ

)2
]}

U(ρ).
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The exponential of a first order derivative is a translation operator. Moreover,〈
ϕ2(0)

〉
/N = 〈ρ〉. Therefore, the normal-ordered polynomial can be rewritten

: U(ρ) := exp

[
− 2

N
〈ρ〉 ρ

(
∂

∂ρ

)2
]
U
(
ρ− 〈ρ〉

)
. (A3.6)

In this way the normal ordered expression can be expanded in powers of 1/N .

At leading order for N → ∞:

: U(ρ) : ∼
N→∞

U
(
ρ− 〈ρ〉

)
. (A3.7)

This relation, when written in the form : U(ρ+〈ρ〉) : ∼U
(
ρ) immediately implies

the result (2.86).


