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## 1 Introduction

Thermographic Non-Destructive Testing methods for the evaluation of materials and structures are of great interest. They are attractive because of rapid-scanning capabilities available today, Balageas et al [1]. The principle of photothermal methods are well known. The heat flux is applied on the sample by a laser pulse. Then, by means of a Infra-Red camera, one makes a full time record of the whole surface temperature field. There are very rich informations saved in the surface time history $\theta(\mathbf{x}, t)$, which can be used for the reconstruction of unknown thermal conduction coefficient $\eta(\mathbf{x})$, defects, cracks etc. . For example, the temperature response of an homogeneous body subjected to a pulse heating $Q$ is $\theta(t)=Q / e \sqrt{t}$, where $e=(\eta \rho c)^{1 / 2}$ is the effusivity. The slope $-1 / 2$ of the response in the $\log -\log$ scale means the absence of defects. All perturbations of the straight line are indications of non-homogeneous conduction of heat. Qualitative and quantitative evaluations of defects or inhomogeneities from the knowledge of the surface temperature field belongs to the class of mathematically ill-posed problems.

The numerical solution of thermal inverse problems gives rise to a growing interest in the recent literature, see e.g. [2], [3], [7], [15]. Other different physical contexts share the same mathematical basic structure, notably electric conductivity inverse problems, [6], [8], [9], [10].

Generally, solutions to inverse problems are based on two steps. Firstly, objective functions may be derived for the optimized fitting between experimental and theoretical data. Secondly, one makes use of regularization methods for solving the ill-posed problems.

The paper by H.G. Natke [18] is devoted specifically to the second step, which is also dealt with e.g. in [13], [16], [17], [21], [22]. [23]. The present paper will concentrate on the first problem, which consists of deriving the so-called observation equation. We shall make a review of some mathematical methods for establishing the non-linear relation, which links the thermal coefficient $\eta$ to the surface temperature field, in transient as well as in stationary problems. In particular, we shall discuss problem of determining the optimal correction $\delta \eta$ of the model, in a sensitivity approach of the inverse problem.

## 2 The inverse heat conduction problem

Consider the heat conduction equations with inhomogeneous thermal conduction coefficient $k(\mathbf{x})$ in a three-dimensional solid $\Omega$ of external boundary $S(S \neq \partial \Omega$ in case of a void defect $)$.

$$
\begin{align*}
\frac{\partial \theta}{\partial t}-\operatorname{div}(k(\mathbf{x}) \nabla \theta) & =0 & & \mathbf{x} \in \Omega  \tag{1}\\
\theta(\mathbf{x}, t \leq 0) & =0 & & \text { (initial conditions) } \tag{2}
\end{align*}
$$

with boundary conditions to be specified.
The direct problem is stated as follows : given the thermal coefficient $k(\mathbf{x})$ such that $k>0$ and the boundary condition

$$
\begin{equation*}
k\left(\mathbf{x}^{0}\right) \frac{\partial \theta}{\partial n}=f\left(\mathbf{x}^{0}, t\right) \quad\left(\mathbf{x}^{0} \in \partial \Omega, t \geq 0\right) \tag{3}
\end{equation*}
$$

find the temperature field $\theta(x, t)$ inside the solid. We shall use the following notations:

- $\theta(\mathbf{x}, t)$ : the temperature field satisfying the heat equation (1) with unknown coefficient $k(\mathbf{x})$
- $u^{\eta}(\mathbf{x}, t)$ : the temperature field satifying the heat equation (1) with a given coefficient $\eta(\mathbf{x})$.

We consider the inverse problem of determining the unknown heat conduction coefficient $k(\mathbf{x})$, from boundary data which consist of the heat flux (3) and the surface temperature $\theta(x, t)$. We suppose also that the heat conduction coefficient $k(\mathbf{x})>0$ is known on the surface $\partial \Omega$ of the solid. Then the simplest formulation of the inverse problem is the minimization of a least-squares best-fit objective function $J(\eta)=J\left(u^{\eta}, \eta\right)$, where:

$$
\begin{equation*}
J(u, \eta)=\frac{1}{2} \int_{0}^{T} \int_{S}\{u(\mathbf{x}, t)-\theta(\mathbf{x}, t)\}^{2} d S_{\mathbf{x}} d t \tag{4}
\end{equation*}
$$

which is a functional of the difference between the surface temperature of the model $u^{\eta}$ and the experimental data $\left.\theta\right|_{S}$

Another related inverse problem is the identification of a defect of known thermal characteristics but unknown location and shape.

First, two methods leading to integral equations on the coefficient perturbation $\delta \eta=k(\mathbf{x})-$ $\eta(\mathbf{x})$ are discussed (sections 3 and 4). They allow discussion of uniqueness and stability with respect to the temperature data, as well as linearization methods in the case of small perturbation $\delta \eta(\mathbf{x})$.

Then we consider (section 5) the derivation of the gradient of data-fit functionals using the calculus of variations. This is very useful for many practical applications, since the actual numerical solution of the inverse problem involves a nonlinear optimization problem, which, after discretization, is best solved using conjugate gradient, BFGS or similar algorithms. All these algorithms make use of gradient information, and its computation using finite difference approaches is less efficient and less accurate than using an analytical derivation. Application to the shape identification problem is also discussed in section 6.

## 3 The Fréchet derivative method

Without loss of generality, and for simplicity reason, we consider in this section the particular geometry of a half space which is representative of most experiments in thermal inspections of materials. We shall then use the following additional notations:

- $S: \mathbf{x}^{0} \mid \mathbf{x}_{3}^{0}=0$
- $\Omega: \mathbf{x} \mid \mathbf{x}_{3}<0$
- $V^{\eta}$ : the fundamental solution of the heat equation with coefficient $\eta(\mathbf{x})$.

In order to apply the sensitivity method, one needs the calculation of the functional derivative $D_{\eta} J$ of the objective function, or the functional derivative $D_{\eta} u$ of the surface value $u^{\eta}\left(\mathbf{x}^{0}, t\right)$ with respect to $\eta$. The last derivative may be interpreted as the linear map $D_{\eta} u: \delta \eta \rightarrow \delta u$, or the Fréchet derivative defined by

$$
\begin{equation*}
u^{\eta+\delta \eta}\left(\mathbf{x}^{0}, t\right)-u^{\eta}\left(\mathbf{x}^{0}, t\right)=D_{\eta} u^{\eta}\left(\mathbf{x}^{0}, t\right) \delta \eta+O\left(\delta \eta^{2}\right) \tag{5}
\end{equation*}
$$

To determine explicitly the Fréchet derivative $D_{\eta} u$, let us consider the fundamental impulse heat flux solution $V^{\eta}$ with coefficient $\eta(\mathbf{x})$, associated to a given point $\mathbf{x}^{0} \in S$, which solves:

$$
\begin{array}{rl}
\frac{\partial V}{\partial t}-\operatorname{div}(\eta(\mathbf{x}) \nabla V)=0 & \mathbf{x} \in \Omega \\
V(\mathbf{x}, t \leq 0)=0 & \text { (initial conditions) } \\
k\left(\mathbf{x}^{0}\right) \frac{\partial V}{\partial n}\left(\mathbf{x}^{0}, t\right)=\delta\left(y^{0}-x^{0}\right) \delta(t) & \mathbf{x}^{0} \in S, t \geq 0 \\
V \rightarrow 0 \text { as }\|\mathbf{x}\| \rightarrow+\infty & \tag{9}
\end{array}
$$

This solution is identical to the solution of the instantaneous point heat source located at $\mathbf{x}^{0}$ in an infinite 3D solid, which can be found in textbooks (e.g. Carslaw and Jaeger [5]).

The model solution $u^{\eta}(\mathbf{x}, t)$ satisfies the heat equation with the same boundary condition (3), with $k\left(\mathbf{x}^{0}\right)=\eta\left(\mathbf{x}^{0}\right)$ :

$$
\begin{array}{rl}
\frac{\partial u}{\partial t}-\operatorname{div}(\eta(\mathbf{x}) \nabla u)=0 & \mathbf{x} \in \Omega \\
u(\mathbf{x}, t \leq 0)=0 & \text { (initial conditions) } \\
k\left(\mathbf{x}^{0}\right) \frac{\partial u}{\partial n}\left(\mathbf{x}^{0}, t\right)=f\left(\mathbf{x}^{0}, t\right) & \mathbf{x}^{0} \in S, t \geq 0 \tag{12}
\end{array}
$$

The field $u^{\eta+\delta \eta}(\mathbf{x}, t)$ satisfies eqns. (10)-(12) with coefficient $\eta+\delta \eta$, and the same boundary conditions (12). Therefore, $R^{\eta}(\mathbf{x}, t ; \delta \eta)=u^{\eta+\delta \eta}(\mathbf{x}, t)-u^{\eta}(\mathbf{x}, t)$ satisfies the equations

$$
\begin{array}{rl}
\frac{\partial R}{\partial t}-\operatorname{div}(\eta(\mathbf{x}) \nabla R)-\operatorname{div}(\delta \eta(\mathbf{x}) \nabla u)=0 & \mathbf{x} \in \Omega \\
R(\mathbf{x}, t \leq 0)=0 & \text { (initial conditions) } \\
k\left(\mathbf{x}^{0}\right) \frac{\partial R}{\partial n}\left(\mathbf{x}^{0}, t\right)=0 & \mathbf{x}^{0} \in S, t \geq 0 \\
R \rightarrow 0 \text { as }\|\mathbf{x}\| \rightarrow+\infty & \tag{16}
\end{array}
$$

Taking the time convolution of (13) with the fundamental solution $V^{\eta}$, and observing that $\delta \eta \equiv 0$ on $S$, we obtain the formula

$$
\begin{equation*}
\delta u\left(\mathbf{x}^{0}, t ; \eta\right) \equiv D_{\eta} u \delta \eta=-\frac{1}{k\left(\mathbf{x}^{0}\right)} \int_{\Omega} \delta \eta(\mathbf{x}) \nabla u^{\eta}(\mathbf{x}, t) * \nabla V^{\eta}\left(\mathbf{x}, t ; x^{0}\right) d V_{\mathbf{x}} \tag{17}
\end{equation*}
$$

where (*) denotes the time convolution of scalar product. Eq. (17) gives the modification of the surface temperature at point $\mathbf{x}^{0}$, at time $t$, from perturbation $\delta \eta(x)$. It confirms the "golden rule" according to which the determination of unknown $\delta \eta(\mathbf{x})$ defined in a 3D subset of $\Omega$ requires data $\delta u$ defined also on a 3D subspace, here $S \times[0, T]$.

Eq. (17) provides a linear relation of the form $A \delta \eta=\delta u$, which can be used for determining $\delta \eta$ which makes the best fit between data $\delta u$ and the prediction $A \delta \eta$. However the linear system $A \delta \eta-\delta u=0$ is a Fredholm integral equation of first kind. Hence it belongs to the class of ill-posed problems [22], and cannot be used directly in the inverse problem. Instead of solving exactly this equation, one can determine the steepest direction $\delta \eta$ for minimizing the function $J$. Since

$$
\begin{equation*}
\delta J=-\int_{0}^{T} \int_{S} \int_{\Omega} \frac{1}{k(y)}\left(u^{\eta}(y, t)-\theta(y, t)\right) \nabla u^{\eta}(\mathbf{x}, t) * \nabla V^{\eta}(\mathbf{x}, t ; y) \delta \eta(\mathbf{x}) d t d S_{\mathbf{y}} d V_{\mathbf{x}} \tag{18}
\end{equation*}
$$

One can see from (18) that $\delta J=(\beta, \delta \eta)$ is a linear functional of $\delta \eta$. Therefore, for all perturbation of the same norm, the perturbation $\delta \eta$ corresponding to the maximum variation of $\delta J$ is proportional to $\beta$. Consequently

$$
\begin{equation*}
\delta \eta(\mathbf{x})=\lambda \int_{0}^{T} \int_{S} \frac{1}{k(y)}\left(u^{\eta}(y, t)-\theta(y, t)\right) \nabla u^{\eta}(\mathbf{x}, t) * \nabla V^{\eta}(\mathbf{x}, t ; y) \delta \eta(\mathbf{x}) d t d S_{\mathbf{y}} \tag{19}
\end{equation*}
$$

This result allows to calculate explicitly the steepest gradient of the objective function.

## 4 The adjoint fields method

For simplicity reason, we study the inverse problem for identifying the heat coefficient $\eta(\mathbf{x})=$ $1+h(\mathbf{x})$, with $h\left(\mathbf{x}^{0}\right)=0$ on the surface $S$ of the solid. The perturbation $h(\mathbf{x})$ represents physically the damaged zone in the solid. Generally, damage by microcraking may change the heat coefficient, but neither the density $\rho$ nor the specific heat $c$. Normalizing constants and variables, we assume that the unperturbed heat coefficient is equal to unity.

Let us consider a family $(\lambda)$ of experiments on the actual solid, with the unknown coefficient $k(\mathbf{x})=1+h(\mathbf{x})$, and the heat flux $f_{\lambda}\left(\mathbf{x}^{0}, t\right)$. The response solution to the boundary condition is denoted by $\theta_{\lambda}(\mathbf{x}, t)$, which satisfies the following equations

$$
\begin{array}{rl}
\frac{\partial}{\partial t} \theta_{\lambda}(\mathbf{x}, t)-\operatorname{div}\left(k(\mathbf{x}) \nabla \theta_{\lambda}(\mathbf{x}, t)\right)=0 & x \in \Omega \\
\theta_{\lambda}(\mathbf{x}, t)(\mathbf{x}, t \leq 0)=0 & \text { (initial condition) } \\
\frac{\partial}{\partial n} \theta_{\lambda}\left(\mathbf{x}^{0}, t\right)(\mathbf{x}, t)=f_{\lambda}\left(\mathbf{x}^{0}, t\right) & \mathbf{x}^{0} \in S, t \geq 0 \tag{22}
\end{array}
$$

where $h\left(\mathbf{x}^{0}\right)=0$ (i.e. $k\left(\mathbf{x}^{0}\right)=1$ ) on $S$ has been taken into account. The inverse problem under consideration is to determine $h(\mathbf{x})$ from surface measurements of $f_{\lambda}\left(\mathbf{x}^{0}, t\right)$ and $\theta_{\lambda}\left(\mathbf{x}^{0}, t\right)$, during the time interval $[0, T]$. Here, we have much more data than necessary, so that the inverse problem is overdetermined.

Let us introduce two auxiliary fields $\phi_{\lambda}$ and $\psi_{\mu}$. The first field, for each $\lambda$, is solution of the unperturbed problem with the unit heat coefficient and the same surface data (22).

$$
\begin{array}{rl}
\frac{\partial}{\partial t} \phi_{\lambda}(\mathbf{x}, t)-\operatorname{div}\left(\nabla \phi_{\lambda}(\mathbf{x}, t)\right)=0 & x \in \Omega \\
\phi_{\lambda}(\mathbf{x}, t)(\mathbf{x}, t \leq 0)=0 & \text { (initial condition) } \\
\frac{\partial}{\partial n} \phi_{\lambda}\left(\mathbf{x}^{0}, t\right)(\mathbf{x}, t)=f_{\lambda}\left(\mathbf{x}^{0}, t\right) & \mathbf{x}^{0} \in S, t \geq 0 \tag{25}
\end{array}
$$

The second field depending on another family of parameter $(\mu)$ is solution of the adjoint problem

$$
\begin{array}{rl}
-\frac{\partial}{\partial t} \psi_{\mu}(\mathbf{x}, t)-\operatorname{div}\left(\nabla \psi_{\mu}(\mathbf{x}, t)\right)=0 & x \in \Omega \\
\psi_{\mu}(\mathbf{x}, t \geq T)=0 & \text { (final condition) } \\
\frac{\partial}{\partial n} \psi_{\mu}\left(\mathbf{x}^{0}, t\right)=g_{\mu}\left(\mathbf{x}^{0}, t\right) & \mathbf{x}^{0} \in S, t \leq T \tag{28}
\end{array}
$$

The unperturbed direct problems (23)-(25) and the unperturbed adjoint problems (26)-(28) are well-posed problems, which can be solved by the finite element method. We assume that the auxiliary fields are known for all $\lambda$ and $\mu$. Multiplying (20) by $\psi_{\mu}$ and (26) by $\theta_{\lambda}$, then combining the results, yields

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \operatorname{div}\left\{\theta_{\lambda} \nabla \psi_{\mu}-\psi_{\mu} \nabla \theta_{\lambda}\right\} d V_{\mathbf{x}} d t-\int_{0}^{T} \int_{\Omega} \psi_{\mu} \operatorname{div}\left\{h \nabla \theta_{\lambda}\right\} d V_{\mathbf{x}} d t=0 \tag{29}
\end{equation*}
$$

Upon suitable application of the divergence formula and taking into account the boundary conditions (22), (28), eq. (29) can be arranged in the following form

$$
\begin{equation*}
\int_{\Omega} h(\mathbf{x}) K^{N L}(\mathbf{x} ; \lambda, \mu, T) d V_{\mathbf{x}}=B(\lambda, \mu, T) \tag{30}
\end{equation*}
$$

where

$$
\begin{align*}
K^{N L}(\mathbf{x} ; \lambda, \mu, T) & =\int_{0}^{T} \nabla \psi_{\mu} \cdot \nabla \theta_{\lambda} d t  \tag{31}\\
B(\lambda, \mu, T) & =\int_{0}^{T} \int_{S}\left(\theta_{\lambda} g_{\mu}-\psi_{\mu} f_{\lambda}\right) d t d S_{\mathbf{x}} \tag{32}
\end{align*}
$$

The integrand in the right-hand side of (32) is a known surface quantity. But a look at (31) shows that the kernel $K^{N L}$ depends on the unknown field $\theta_{\lambda}$, hence eq. (31) is non-linear with respect to $h(\mathbf{x})$ (the superscript NL means non-linear kernel).

An alternative expression of (32) may be derived as follows:

$$
\begin{align*}
\int_{0}^{T} \int_{S} \psi_{\mu} f_{\lambda} d S_{\mathbf{x}} d t & =\int_{0}^{T} \int_{S} \psi_{\mu} \frac{\partial}{\partial n} \phi_{\lambda} d S_{\mathbf{x}} d t \\
& =\int_{0}^{T} \int_{\Omega} \operatorname{div} \psi_{\mu} \nabla \phi_{\lambda} d V_{\mathbf{x}} d t \\
& =\int_{0}^{T} \int_{\Omega}\left\{\phi \frac{\partial}{\partial t} \psi_{\mu}+\nabla \phi_{\lambda} \cdot \nabla \psi_{\mu}\right\} d V_{\mathbf{x}} d t \\
& =\int_{0}^{T} \int_{S} \phi_{\lambda} \frac{\partial}{\partial n} \psi_{\mu} d S_{\mathbf{x}} d t+\int_{0}^{T} \int_{\Omega} \frac{\partial}{\partial t} \psi_{\mu} \phi_{\lambda} d V_{\mathbf{x}} d t \\
& =\int_{0}^{T} \int_{S} \phi_{\lambda} \frac{\partial}{\partial n} \psi_{\mu} d S_{\mathbf{x}} d t  \tag{33}\\
B(\lambda, \mu, T) & =\int_{0}^{T} \int_{S}\left(\theta_{\lambda}-\phi_{\lambda}\right) g_{\mu} d t d S_{\mathbf{x}} \tag{34}
\end{align*}
$$

In particular, application of (34) to the special case $\psi_{\mu}(\mathbf{x}, t)=V\left(\mathbf{x}, T-t ; x_{\mu}\right)\left(\right.$ with $\left.x_{\mu}\right) \in S$, $t \in[0, T])$ gives:

$$
\begin{equation*}
B(\lambda, \mu, T)=\theta_{\lambda}(\mathbf{x}, t)-\phi_{\lambda}(\mathbf{x}, t) \tag{35}
\end{equation*}
$$

Then, (34) and (37) provide a generalization of the Frechet derivative (17) for perturbations $h(\mathbf{x})$ of arbitrary amplitude:

$$
\begin{equation*}
\theta_{\lambda}(\mathrm{x}, t)-\phi_{\lambda}(\mathrm{x}, t)=\int_{\Omega} h(\mathbf{x}) \int_{0}^{T} \nabla \psi_{\mu} \cdot \nabla \theta_{\lambda} d t d V_{\mathbf{x}} \tag{36}
\end{equation*}
$$

The adjoint method is also interesting when the perturbation $\boldsymbol{h}(\mathbf{x})$ is small enough to allow the linearization process $\theta=\phi+O(h)$, or $\theta \sim \phi$. Substituting $\theta_{\lambda}$ by $\phi_{\lambda}$ in the kernel (31) yields the linear equation for $h(\mathbf{x})$ :

$$
\begin{equation*}
\int_{\Omega} h(\mathbf{x}) K(\mathbf{x} ; \lambda, \mu, T) d V_{\mathbf{x}}=B(\lambda, \mu, T) \tag{37}
\end{equation*}
$$

where $B$ is still given by (32) and $K$ is a known kernel:

$$
\begin{equation*}
K(\mathbf{x} ; \lambda, \mu, T)=\int_{0}^{T} \nabla \psi_{\mu} \cdot \nabla \phi_{\lambda} d t \tag{38}
\end{equation*}
$$

Equations (37), (38) is nothing but the generalization to transient heat problem of the method suggested by Calderon (see [6], [10]) for stationary problem. Furthermore, eq. (36) then becomes identical to (17) (apart from notation differences).

## 5 Variational formulation of the inverse conductivity problem

Let us reformulate the model problem (10)-(12) in the weak form. Set the following definitions and notations

$$
\begin{align*}
\mathcal{V} & =\left\{v \in H^{1}(\Omega), v(\mathbf{x}, 0)=0(\mathbf{x} \in \Omega), v\left(\mathbf{x}^{0}, t\right)=0\left(\mathbf{x}^{0} \in S, t \geq 0\right)\right\}  \tag{39}\\
u^{\prime} & =\frac{\partial u}{\partial t}  \tag{40}\\
\langle w, v\rangle_{\Omega} & =\int_{\Omega} w(\mathbf{x}) v(\mathbf{x}) d V_{\mathbf{x}}  \tag{41}\\
\langle f, v\rangle_{S} & =\int_{S} f(\mathbf{x}) v(\mathbf{x}) d S_{\mathbf{x}}  \tag{42}\\
a_{\Omega}^{\eta}(u, v) & =\int_{\Omega} \eta(\mathbf{x}) \nabla u \cdot \nabla v d V_{\mathbf{x}} \tag{43}
\end{align*}
$$

Then the model problem with coefficient $\boldsymbol{\eta}$ is the solution of the variational problem ('state equation')

$$
\begin{equation*}
\int_{0}^{T}\left\langle u^{\prime}, v\right\rangle_{\Omega} d t+\int_{0}^{T} a_{\Omega}^{\eta}(u, v) d t=\int_{0}^{T}\langle f, v\rangle_{S} d t \quad \forall v \in \mathcal{V} \tag{44}
\end{equation*}
$$

The optimization problem $\left(\min _{\eta} J(\eta)\right)$ with respect to $\eta$ belongs to the optimal control theory for partial derivative equations, cf. Lions [14]. It consists of minimizing $J(u ; \eta)$ with the constraints on $u$ which satisfies the variational equation (44). The classical approaches to this minimization problem, with constraints, make use of the Lagrange multiplier $\psi(\mathbf{x}, t)$ and the Lagrangian $\mathcal{L}$

$$
\begin{equation*}
\mathcal{L}(u ; \eta, \psi)=J(u ; \eta)+\int_{0}^{T}\left\{\left\langle u^{\prime}, \psi\right\rangle_{\Omega}+a_{\Omega}^{\eta}(u, v)-\langle f, \psi\rangle_{S}\right\} d t \tag{45}
\end{equation*}
$$

It is clear that $\mathcal{L} \equiv J$ when (44) is satisfied. The optimal solution $u$ minimizing $J$ with the constraints (44) is the stationary point of $\mathcal{L}$. One observes that the stationarity condition $\delta \mathcal{L}=0$ under fixed $u$ and $\eta$, and arbitrary $\delta \psi$ yields the variational equation ((44)) with $v \equiv \delta \psi$.

Consider now the variation of $\mathcal{L}$ due to $\delta u$ and $\delta \eta$ :

$$
\begin{align*}
\delta \mathcal{L} & =\frac{\partial \mathcal{L}}{\partial u} \delta u+\frac{\partial \mathcal{L}}{\partial \eta} \delta \eta  \tag{46}\\
\frac{\partial \mathcal{L}}{\partial u} \delta u & =\int_{0}^{T}\left\{\langle u-\theta, \delta u\rangle_{S}+\left\langle\delta u^{\prime}, \psi\right\rangle_{\Omega}+a_{\Omega}^{\eta}(\delta u, \psi)\right\} d t  \tag{47}\\
\frac{\partial \mathcal{L}}{\partial \eta} \delta \eta & =\int_{0}^{T} a_{\Omega}^{\delta \eta}(u, \psi) d t . \tag{48}
\end{align*}
$$

We now restrict the choice of $\psi$ in such a way that $\delta \mathcal{L}=0$ for $\delta \eta \equiv 0$, that is, we put:

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial u} \delta u=0 \quad \forall \delta u \in \mathcal{V} \tag{49}
\end{equation*}
$$

By integrating the time integral by parts in (47), we obtain

$$
\begin{equation*}
\int_{0}^{T}\left\{\langle u-\theta, \delta u\rangle_{S}+a_{\Omega}^{\eta}(\delta u, \psi)-\left\langle\delta u, \psi^{\prime}\right\rangle_{\Omega}\right\} d t+\left.\left\langle\delta u, \psi^{\prime}\right\rangle_{\Omega}\right|_{0} ^{T}=0 \quad \forall \delta u \in \mathcal{V} \tag{50}
\end{equation*}
$$

Since $\delta u(\mathbf{x}, 0)=0$, one arrives at the adjoint backward heat equation for the lagrangian multiplier $\psi(\mathbf{x}, t)$

$$
\begin{array}{rl}
-\frac{\partial \psi}{\partial t}-\operatorname{div}(\eta(\mathbf{x}) \nabla \psi)=0 & x \in \Omega \\
\psi(\mathbf{x}, t \geq T)=0 & (\text { final condition }) \\
k\left(\mathbf{x}^{0}\right) \frac{\partial \psi}{\partial n}\left(\mathbf{x}^{0}, t\right)=\left(u^{\eta}-\theta\right)\left(\mathbf{x}^{0}, t\right) & \mathbf{x}^{0} \in S, t \leq T \tag{53}
\end{array}
$$

where $u^{\eta}$ is the solution of the state equation (44). This system corresponds to the back diffusion equation, with the final condition (52) and boundary condition (53), which is a well-posed problem. Its variational formulation reads:

$$
\begin{equation*}
\int_{0}^{T}-\left\langle\psi^{\prime}, w\right\rangle_{\Omega} d t+\int_{0}^{T} a_{\Omega}^{\eta}(\psi, w) d t=\int_{0}^{T}\left\langle u^{\eta}-\theta, w\right\rangle_{S} d t \quad \forall w \in \mathcal{V}^{\prime} \tag{54}
\end{equation*}
$$

where $\mathcal{V}^{\prime}$ is a test function space similar to $\mathcal{V}$ but with a final condition $w(\mathbf{x}, T)=0, \forall w \in \mathcal{V}^{\prime}$.
Finally, this particular choice $\psi^{\eta}(\mathbf{x}, t)$ for the Lagrange multiplier $\psi(\mathbf{x}, t)$ yields the following formula

$$
\begin{equation*}
\delta J(\eta)=\delta \mathcal{L}\left(u^{\eta} ; \psi^{\eta}, \eta\right)=\int_{0}^{T} a_{\Omega}^{\delta \eta}\left(u^{\eta}, \psi^{\eta}\right) d t \tag{55}
\end{equation*}
$$

Comparison with formula (18) shows that $\psi$ is related to the mismatch ( $u^{\eta}-\theta$ ) of surface data by the fundamental solution $V$. Although formulae (55) and (18) are different in their presentation, they represent esentially the same result.

## Some remarks about the result (55)

Equation (55) expresses analytically the gradient of $J(\eta)$ with respect to $\eta(\mathbf{x})$. It is therefore a very valuable tool for usual nonlinear optimization strategies, since:

1. It is an exact expression (provided the state and adjoint equations are solved exactly).
2. The whole gradient of $J$ is computed using only one adjoint equation per objective function considered, whereas a direct differentiation (either analytical or numerical) would require to set up as many auxiliary boundary/initial value problems as the number of design variables describing the conductivity field $k(\mathbf{x})$.
3. The adjoint variational equation (54) involves the same bilinear forms $\langle\cdot, \cdot\rangle_{\Omega}$ and $a_{\Omega}^{\eta}(\cdot, \cdot)$ than the state equation. In a finite element discretization approach, it means that the corresponding matrices are assembled only once. The numerical setting up of the adjoint equation needs only the building of a new right-hand side.

## 6 Variational formulation of the defect shape inverse problem

Let us consider the case where the physical nature of the defect is known (e.g. cavity, inclusion of a known material...). For simplicity of presentation, the present discussion is restricted to volumic defects, although other types may be considered (e.g. interface defects). Accordingly we put $\Omega=\Omega_{1} \cup \Omega_{2}$, where $\Omega_{1}$ and $\Omega_{2}$ (the defect) have known thermal conductivities $k_{1}(\mathbf{x})$ and $k_{2}(\mathbf{x})$ respectively. We consider a variant of the variational approach of section 5 above, in which the unknown is the defect boundary $\Gamma=\partial \Omega_{2}$ instead of $k(\mathbf{x})$. Accordingly, the least-squares functional (4) is considered as a function of $\Gamma: J \equiv J(\Gamma)$.

As in the previous section, the minimization of $J(\Gamma)$ is constrained: $u$ must solve

$$
\begin{array}{rl}
\frac{\partial u}{\partial t}-\operatorname{div}\left(\eta_{i}(\mathbf{x}) \nabla u\right)=0 & \mathbf{x} \in \Omega_{i}, i=1,2 \\
u(\mathbf{x}, t \leq 0)=0 & \text { (initial condition) } \\
k\left(\mathbf{x}^{0}\right) \frac{\partial u}{\partial n}\left(\mathbf{x}^{0}, t\right)=f\left(\mathbf{x}^{0}, t\right) & \mathbf{x}^{0} \in S, t \leq T \\
\llbracket u \rrbracket(\mathbf{x}, t)=\llbracket \eta \frac{\partial u}{\partial n} \rrbracket(\mathbf{x}, t)=0 & \mathbf{x} \in \Gamma \text { (continuity accross } \Gamma) \tag{59}
\end{array}
$$

where $\llbracket \cdot \rrbracket(\mathbf{x})=(\cdot)_{2}(\mathbf{x})-(\cdot)_{1}(\mathbf{x})(\mathbf{x} \in \Gamma)$ denotes the jump accross $\Gamma$. The lagrangian $\mathcal{L}$ for the problem under consideration accordingly reads:

$$
\begin{equation*}
\mathcal{L}(u ; \psi, \Gamma)=J(u ; \Gamma)+\int_{0}^{T}\left\{\left\langle u^{\prime}, \psi\right\rangle_{\Omega}+a_{\Omega}^{\eta_{1}}(u, v)-\langle f, \psi\rangle_{s}\right\} d t \quad \psi \in \mathcal{V} \tag{60}
\end{equation*}
$$

where $\mathcal{V}$ is defined by (40) (in particular, each $\psi \in \mathcal{V}$ is continuous accross $\Gamma$ ).
The derivative of $\mathcal{L}(u ; \psi, \Gamma)$ with respect to $\Gamma$, necessary for the minimization of $J(\Gamma)$ using standard algorithms, is provided by the shape differentiation approach [19]. Let $\Gamma$ denote the current location of the unknown boundary during the minimization process, and assume a further evolution of the surface described by means of a time-like parameter $\tau$ and a normal 'velocity' field $v_{n}$ :

$$
\begin{equation*}
\Gamma(\tau)=\Gamma+v_{n} \mathbf{n} \tau \tag{61}
\end{equation*}
$$

while the external boundary $S$ remains fixed $\left(v_{n}(\mathbf{x})=0 \forall \mathbf{x} \in S\right)$. Then the derivative $\frac{d \mathcal{L}}{d r}$ of a functional $\mathcal{L}$ is a linear form of the field $v_{n}$. In what follows, all derivatives with respect to $\tau$ are implicitely taken for $\tau=0$.

Various formulas are given in the literature (see e.g. [19]) for the derivative of integrals with respect to variable volumes $\Omega$ or surfaces $\Gamma$, among which:

$$
\begin{align*}
\frac{d}{d \tau} \int_{\Omega} a(\mathbf{x}, \tau) d V_{\mathbf{x}} & =\int_{\Omega} \frac{\partial}{\partial \tau} a(\mathbf{x}, \tau) d V_{\mathbf{x}}+\int_{\partial \Omega} a(\mathbf{x}, \tau) v_{n}(\mathbf{x}) d S_{\mathbf{x}}  \tag{62}\\
\frac{d}{d \tau} \int_{\Gamma} a(\mathbf{x}, \tau) d S_{\mathbf{x}} & =\int_{\Gamma}\left\{\frac{\partial}{\partial \tau} a(\mathbf{x}, \tau)+\left(\frac{\partial}{\partial n} a(\mathbf{x}, \tau)-2 K(\mathbf{x}) a(\mathbf{x}, \tau)\right) v_{n}(\mathbf{x})\right\} d S_{\mathbf{x}} \tag{63}
\end{align*}
$$

where $K(\mathbf{x})$ denotes the mean curvature at $\mathbf{x} \in \Gamma$. Equation (63) holds only for a closed smooth surface, while in equation (62) $v_{n}$ refers to the unit normal $\mathbf{n}$ directed towards the exterior of $\Omega$. Application of formulas (62)-(63) above gives:

$$
\begin{align*}
\frac{d}{d \tau} \mathcal{L} & =\frac{\partial \mathcal{L}}{\partial u} \frac{\partial u}{\partial \tau}+\frac{\partial \mathcal{L}}{\partial \Gamma} v_{n}  \tag{64}\\
\frac{\partial \mathcal{L}}{\partial u} \frac{\partial u}{\partial \tau} & =\int_{0}^{T}\left\{\left\langle u-\theta, \frac{\partial u}{\partial \tau}\right\rangle_{S}+\left\langle\frac{\partial u^{\prime}}{\partial \tau}, \psi\right\rangle_{\Omega}+a_{\Omega_{1}}^{\eta_{1}}\left(\frac{\partial u}{\partial \tau}, \psi\right)+a_{\Omega_{2}}^{\eta_{2}}\left(\frac{\partial u}{\partial \tau}, \psi\right)\right\} d t  \tag{65}\\
\frac{\partial \mathcal{L}}{\partial \Gamma} v_{n} & =\int_{0}^{T}\left\langle\left[u^{\prime} \psi+\eta \nabla u \cdot \nabla \psi\right], v_{n}\right\rangle_{\Gamma} d t \tag{66}
\end{align*}
$$

where the condition $v_{n} \equiv 0$ on $S$ has been taken into account.
Now the choice of $\psi$ is restricted in such a way that $\frac{d}{d \tau} \mathcal{L}=0$ for $v_{n} \equiv 0$, that is, we put:

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial u} \frac{\partial u}{\partial \tau}=0 \quad \forall \frac{\partial u}{\partial \tau} \in \mathcal{V} \tag{67}
\end{equation*}
$$

By integrating the time integral by parts in (65), (67) and (65) give:

$$
\begin{equation*}
\left(\forall \frac{\partial u}{\partial \tau} \in \mathcal{V}\right) \int_{0}^{T}\left\{\left\langle u-\theta, \frac{\partial u}{\partial \tau}\right\rangle_{s}+a_{\Omega_{1}}^{\eta_{1}}\left(\frac{\partial u}{\partial \tau}, \psi\right)+a_{\Omega_{2}}^{\eta_{2}}\left(\frac{\partial u}{\partial \tau}, \psi\right)-\left\langle\frac{\partial u}{\partial \tau}, \psi^{\prime}\right\rangle_{\Omega}\right\} d t+\left.\left\langle\frac{\partial u}{\partial \tau}, \psi^{\prime}\right\rangle_{\Omega}\right|_{0} ^{T}=0 \tag{68}
\end{equation*}
$$

The statement of the (backward) adjoint problem readily follows:

$$
\begin{array}{rl}
-\frac{\partial \psi}{\partial t}-\operatorname{div}\left(\eta_{i}(\mathbf{x}) \nabla \psi\right)=0 & \mathbf{x} \in \Omega_{i}, i=1,2 \\
\psi(\mathbf{x}, t \geq T)=0 & (\text { final condition }) \\
k\left(\mathbf{x}^{0}\right) \frac{\partial \psi}{\partial n}\left(\mathbf{x}^{0}, t\right)=\left(u_{\Gamma}-\theta\right)\left(\mathbf{x}^{0}, t\right) & \mathbf{x}^{0} \in S, t \leq T \\
\llbracket \psi \rrbracket(\mathbf{x}, t)=\llbracket \eta \frac{\partial \psi}{\partial n} \rrbracket(\mathbf{x}, t)=0 & \mathbf{x} \in \Gamma(\text { continuity accross } \Gamma) \tag{72}
\end{array}
$$

Finally, the jump conditions (59) on $\Gamma$ imply that

$$
\begin{equation*}
\llbracket u_{\Gamma}^{\prime} \psi+\eta \nabla u_{\Gamma} \cdot \nabla \psi \rrbracket=\eta_{1} \frac{\partial u_{\Gamma}}{\partial n} \mathrm{I} \frac{\partial \psi}{\partial n} \mathrm{I} \tag{73}
\end{equation*}
$$

and, as a result, the derivative $\frac{d}{d \tau} J(\Gamma)$ is given by:

$$
\begin{equation*}
\frac{d}{d \tau} J(\Gamma)=\frac{d}{d \tau} \mathcal{L}\left(u_{\Gamma} ; \Gamma, \psi_{\Gamma}\right)=\int_{0}^{T}\left\langle\eta_{1} \frac{\partial u_{\Gamma}}{\partial n} \mathrm{I} \frac{\partial \psi}{\partial n} \mathrm{]}, v_{n}\right\rangle_{\Gamma} d t \tag{74}
\end{equation*}
$$

## Some remarks about the result (74)

1. Expression (74) gives at once the whole gradient of $J(\Gamma)$, and (linearly) depends upon the design variables which describe the current surface $\Gamma$ through the normal 'velocity' $v_{n}$.
2. Contrarily to the result (55) of the previous section, the derivative of $J(\Gamma)$ is expressed using only boundary integrals, as is always the case in shape differentiation approach [19].
3. It is worth noticing that, in the case of piecewise constant material properties (i.e. $\eta_{i}(\mathbf{x}) \equiv \eta_{i}$, $i=1,2)$, the temperature field $u^{\eta}(\mathbf{x}, t)$ and the adjoint field $\psi^{\eta}(\mathbf{x}, t)$ may be conveniently solved using boundary integral equations (BIE). This, combined to the 'boundary only' character of (74), allows a 'boundary only' treatment of the shape identification problem. The BIE formulation is well-known (see [4] among many references) and will not be repeated here.

## 7 Use of the constitutive equation error

The so-called 'constitutive equation error' $E$ is a special type of objective function which has been considered e.g. in [11] for electric conductivity inverse problems or in [20] for elastic FEM model updating. For thermal problems, let us assume that the boundary condition (3) holds and that the temperature field of the solid with defect $\delta \eta$ is measured on the entire domain $\Omega: u^{\eta+\delta \eta}=U$ on $\Omega$. The following functional $J(u, q ; \eta)$ is introduced:

$$
\begin{align*}
J(u, q ; \eta) & =\frac{1}{2} \int_{0}^{T}\left\{\int_{\Omega} \frac{1}{\eta}(q-\eta \nabla u) \cdot(q-\eta \nabla u) d V_{\mathbf{x}}+\frac{\gamma}{2} \int_{\Omega} \eta \nabla(u-U) \cdot \nabla(u-U) d V_{\mathbf{x}}\right\} d t \\
& =\frac{1}{2}\left\langle\frac{1}{\eta}(q-\eta \nabla u), q-\eta \nabla u\right\rangle_{\Omega}+\frac{\gamma}{2} a_{\Omega}^{\eta}(u-U, u-U) \tag{75}
\end{align*}
$$

where $u, q$ denote 'admissible' temperature and heat flux fields respectively: $u \in \mathcal{V}$ and $q \in \mathcal{B}$, with

$$
\begin{equation*}
\mathcal{B}=\left\{q \mid \operatorname{div}(\eta q)-u^{\prime}=0, q \cdot n(\mathbf{x})=f(\mathbf{x}), \mathbf{x} \in S\right\} \tag{76}
\end{equation*}
$$

and $\gamma$ is an adjustable weighing constant, which expresses the expected degree of accuracy of the measured field $U$. Let $u_{\Omega}, q_{\Omega}$ and $J(\eta)$ be defined as:

$$
\begin{align*}
J(\eta) & =\min _{u \in \mathcal{V}, q \in \mathcal{B}} J(u, q ; \eta) \\
\left(u_{\Omega}, q_{\Omega}\right) & =\operatorname{Arg} \min J(u, q ; \eta) \tag{77}
\end{align*}
$$

Then the constitutive equation error $E(\eta)$ is defined as:

$$
\begin{equation*}
E(\eta)=\frac{1}{2} \int_{0}^{T}\left\{\left\langle\frac{1}{\eta}\left(q_{\Omega}-\eta \nabla u_{\Omega}\right), q_{\Omega}-\eta \nabla u_{\Omega}\right\rangle_{\Omega}\right\} d t \tag{78}
\end{equation*}
$$

Let us examine how $E(\eta)$, together with the gradient of $J$ with respect to $\eta$ are computed in practice. Due to the constraint $q \in \mathcal{B}$, the following lagrangian $\mathcal{L}$, with multiplier field $w(x, t)$, is introduced:

$$
\begin{array}{r}
\mathcal{L}(u, q, w ; \eta)=J(u, q ; \eta)+\int_{0}^{T}\left\{\left\langle u^{\prime}, w\right\rangle_{\Omega}+b_{\Omega}(q, w)-\langle f, w\rangle_{S}\right\} d t \\
b_{\Omega}(q, w)=\int_{\Omega} q \cdot \nabla w d V_{\mathbf{x}} \tag{80}
\end{array}
$$

Its variation is given by:

$$
\begin{align*}
\delta \mathcal{L} & =\frac{\partial \mathcal{L}}{\partial q} \delta q+\frac{\partial \mathcal{L}}{\partial u} \delta u+\frac{\partial \mathcal{L}}{\partial \eta} \delta \eta  \tag{81}\\
\frac{\partial \mathcal{L}}{\partial q} \delta q & =\int_{0}^{T}\left\{b_{\Omega}(\delta q, w)+\left\langle\frac{1}{\eta}(\delta q, q-\eta \nabla u\rangle_{\Omega}\right\} d t\right.  \tag{82}\\
\frac{\partial \mathcal{L}}{\partial u} \delta u & =\int_{0}^{T}\left\{\gamma a_{\Omega}^{\eta}(u-U, u-U)+\left\langle\delta u^{\prime}, w\right\rangle_{\Omega}-b_{\Omega}(q-\eta \nabla u, \delta u)\right\} d t  \tag{83}\\
\frac{\partial \mathcal{L}}{\partial \eta} \delta \eta & \left.=\int_{0}^{T}\left\langle\delta \eta\left(\nabla u-\frac{q}{\eta}\right), \nabla u-\frac{q}{\eta}\right\rangle_{\Omega} a_{\Omega}^{\delta \eta}\left(\nabla u-\frac{q}{\eta}, \nabla u+\frac{q}{\eta}\right)\right) d t \tag{84}
\end{align*}
$$

First, $J(\eta)=\mathcal{L}\left(u_{\Omega}, q_{\Omega}, w_{\Omega} ; \eta\right)$, where $\left(u_{\Omega}, q_{\Omega}, w_{\Omega}\right)$ solve

$$
\begin{array}{ll}
\forall \delta q \in \mathcal{B}, \forall T>0 & \frac{\partial \mathcal{L}}{\partial q} \delta q=0 \\
\forall \delta u \in \mathcal{V}, \forall T>0 & \frac{\partial \mathcal{L}}{\partial u} \delta u=0 \tag{86}
\end{array}
$$

and the constraint (76). This leads to the following equations:

$$
\begin{equation*}
q=\eta \nabla(u-w) \tag{87}
\end{equation*}
$$

and

$$
\begin{aligned}
\forall \delta u \in \mathcal{V} & \gamma a_{\Omega}^{\eta}(u-U, \delta u)-\left\langle\delta u^{\prime}, w\right\rangle_{\Omega}+b_{\Omega}(\eta \nabla w, \delta u) \\
\forall v \in \mathcal{V} & \left\langle u^{\prime}, v\right\rangle_{\Omega}+a_{\Omega}^{\eta}(u, v)-\langle f, w\rangle_{S}=a_{\Omega}^{\eta}(w, v)
\end{aligned}
$$

The last two equations above can be rewritten as follows, putting $u=u^{\eta}+\Delta u, U=u^{\eta}+\Delta U$ with $u^{\eta}$ the solution of the unperturbed direct problem:

$$
\begin{aligned}
\forall \delta u \in \mathcal{V} & \gamma a_{\Omega}^{\eta}(\Delta u-\Delta U, \delta u)+\left\langle\delta u, w^{\prime}\right\rangle_{\Omega}+b_{\Omega}(\eta \nabla w, \delta u) \\
\forall v \in \mathcal{V} & \left\langle\Delta u^{\prime}, v\right\rangle_{\Omega}+a_{\Omega}^{\eta}(\Delta u, v)=a_{\Omega}^{\eta}(w, v)
\end{aligned}
$$

or, using 'stiffness' and 'mass' operators K, M (e.g. within the finite element method framework):

$$
\begin{align*}
\mathbf{K} w-\mathbf{M} w^{\prime} & =-\gamma \mathbf{K}(\Delta u-\Delta U)  \tag{88}\\
\mathbf{K} w & =\mathbf{K} \Delta u+\mathbf{M} \Delta u^{\prime} \tag{89}
\end{align*}
$$

Then $\Delta u$ is expressed in terms of $w$ in terms of $w$ using (89):

$$
\begin{equation*}
\Delta u=\Delta U-\frac{1}{\gamma}\left(w-\mathbf{K}^{-1} \mathbf{M} w^{\prime}\right) \tag{90}
\end{equation*}
$$

and the result is inserted in (88), giving:

$$
\begin{equation*}
\mathbf{K} w+\frac{1}{\gamma}\left(\mathbf{K} w-\mathbf{M} \mathbf{K}^{-1} \mathbf{M} w^{\prime \prime}\right)=\mathbf{K} \Delta U+\mathbf{M} \Delta U^{\prime} \tag{91}
\end{equation*}
$$

Now let us recall that $U=u^{\eta}+\Delta U=u^{\eta+\delta \eta}$ ( $u^{\eta}$ is the temperature field solution of the perturbed direct problem), so that the right-hand side of (91) becomes:

$$
\begin{equation*}
\mathbf{K} \Delta U+\mathbf{M} \Delta U^{\prime}=-\Delta \mathbf{K} U \tag{92}
\end{equation*}
$$

where $\Delta \mathbf{K}$ is the perturbation of $\mathbf{K}$ induced by the conductivity perturbation $\delta \eta$.
Let us now consider tha case $\gamma \gg 1$ in eqn. (91): the measured field $U$ is considered very accurate, and accordingly given a large weight in the functional (75). Then, from eqns. (91) and (92), one has for the solution $w_{\Omega}$ of the coupled equations (88), (89):

$$
\begin{equation*}
\mathbf{K} w_{\Omega}=-\Delta \mathbf{K} U+O\left(\frac{1}{\gamma}\right) \tag{93}
\end{equation*}
$$

which means that $K w_{\Omega}$, which is computed without actual knowledge of $\Delta \mathbf{K}$, takes nonzero values only at points (or on elements, in a FEM approach) where $\delta \eta$ is nonzero. This allows, at least in the rather idealized situation considered here where $U$ is known with great confidence over the entire $\Omega$, the geometrical localization of the defect. Similarly, one can see from (78), (87) and (93) that the value of the constitutive equation error is given by:

$$
\begin{align*}
E(\eta) & =\frac{1}{2} a_{\Omega}^{\eta}(w, w) \\
& =-\frac{1}{2} a_{\Omega}^{\delta \eta}(w, U)+O\left(\frac{1}{\gamma}\right) \tag{94}
\end{align*}
$$

Expression (94) is additive with respect to $\Omega$ and can then be split into a sum over a partition of $\Omega$ in subdomains (e.g. finite elements), which can be used to indicate which are the subdomains with nonzero $\delta \eta$.

Then, the subsequent minimization of $J(\eta)$ can be given a reduced size by inspecting the distribution of the density of $E(\eta)$ over $\Omega$ and deciding in advance where $\eta$ has to be corrected. As usual, it can be desirable to use an exact expression of the gradient of $J(\eta)$ with respect to $\eta$ :

$$
\begin{align*}
\delta J(\eta) & =\frac{\partial J}{\partial \eta} \delta \eta \\
& =\delta \mathcal{L}\left(u_{\Omega}, q_{\Omega}, w_{\Omega} ; \eta\right) \\
& =\frac{\partial \mathcal{L}}{\partial \eta} \delta \eta \\
\frac{\partial \mathcal{L}}{\partial \eta} \delta \eta & =\int_{0}^{T} a_{\Omega}^{\delta \eta}\left(w_{\Omega}, 2 u_{\Omega}-w_{\Omega}\right) d t . \tag{95}
\end{align*}
$$

## Comments about the above analysis

1. In this approach, the objective function to be minimized is $J(\eta)$, but the constitutive equation error $E(\eta)$, which contributes to $J$, is used in order to restrict the geometrical area over which a nonzero correction $\delta \eta$ is sought.
2. The error localization property of $E$ have been initially studied and applied in [20], [12] for elastic FEM model updating, allowing substantial reduction of the size of the inversion problem. To our best knowledge, it has not yet been applied to thermal inverse problems.
3. In more realistic situations where $U$ is only known over a subset of $\Omega$ and with small but not infinitesimal $1 / \gamma$, the localization property is expected to hold, though obviously in an approximate manner.
4. A similar kind of error functional has also been introduced by for transient thermal inverse problems, but with no attempt to geometrically localize the conductivity error.
5. Using (95), any conventional optimization algorithm using gradients can be used. As in other cases discussed in this paper, the computation of the variation $\delta J$ of the error functional $J(\eta)$ uses two temperature fields $u_{\Omega}, w_{\Omega}$. However, their computation is somewhat more complicated due to their coupling through eqns. (88)-(89).
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