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1. INTRODUCTION

Active fault tolerant control systems are feedback control systems that reconfigure the control law in real time based on the response from an automatic fault detection and identification (FDI) scheme. The dynamic behaviour of active fault tolerant control systems (AFTCS) is governed by stochastic differential equations (because the failures and failure detection occur randomly) and can be viewed as a general hybrid system (Srichander and Walker 1993). A major class of hybrid systems is jump linear systems (JLS). In JLS, a single jump process is used to describe the random variations affecting the system parameters. This process is represented by a finite state Markov chain and is called the plant regime mode. The theory of stability, optimal control and $\mathcal{H}_2/\mathcal{H}_\infty$ control, as well as important applications of such systems, can be found in several papers in the current literature, for instance in (Costa et al. 1999, de Farias et al. 2000, de Souza and Fragoso 1993, Ji and Chizeck 1990, Ji and Chizeck 1992).

To deal with AFTCS, another class of hybrid systems was defined, denoted as active fault tolerant control systems with Markovian parameters (AFTCSMP). In this class of hybrid systems, two random processes are defined: the first random process represents system components failures and the second random process represents the FDI process used to reconfigure the control law. This model was proposed by Srichander and Walker (Srichander and Walker 1993). Necessary and sufficient conditions for stochastic stability of AFTCSMP were developed for a single component failure (actuator failures). Such a formulation offers a convenient framework in the consideration of delays and errors...
in detecting and isolating the failures. On the other hand, bilinear systems (BLS) have been of great interest for the three last decades, since many real-world systems can be adequately approximated by a bilinear model. In this class of systems, some control signal $u(t)$ exerts its effect purely multiplicatively, but for a fixed $u(t)$, it exhibits a linear comportment. BLS may be intentionally designed to obtain better system response than is possible with a linear design, or they may be appropriate models for systems to be controlled (Elliott 1999). However, a literature search reveals that the issue of stabilization of continuous time Bilinear Active Fault Tolerant Control Systems with Markovian Parameters (BAFTCSMP) has not been fully investigated and remains important and challenging. This situation motivates the present study on the stochastic stabilization of BAFTCSMP.

In this paper, we are concerned with the problem of local exponential stochastic stabilization of continuous time BAFTCSMP subject to multiple failure processes: one for plant components and the other for actuators. The main reason for using two independent failure processes is that it allows the modelling of faults at different locations with independent failure characteristics (Mahmoud et al. 2003). The design technique is based on a differential inclusion of the bilinear term for a restricted domain of the state space. The above problematic is addressed under a convex programming approach. Indeed, conditions for local stochastic stability of the BAFTCSMP are derived and formulated through some matrix inequalities. The implicit problem being to maximize the region in which the closed-loop stability can be ensured, some convex optimization problems with LMI (linear matrix inequalities) relaxations schemes are stated.

This paper is organized as follows: section 2 describes the dynamical model of the system with appropriately defined random processes. A brief summary of basic stochastic terms, results and definitions are given in section 3. Section 4 derives the sufficient conditions for the local stochastic exponential stability in the mean square sense of the BAFTCSMP. A numerical example is presented in section 5 to illustrate the theoretical results. Finally, a conclusion is given in section 6.

2. DYNAMICAL MODEL

The system under normal operation ($\varphi$) can be described by:

$$\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + \sum_{i=1}^{m} N_i x(t)u_i(t) \\
y(t) &= C x(t)
\end{align*}$$

(1)

where $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times r}$, $C_2 \in \mathbb{R}^{r \times n}$, $x(t) \in \mathbb{R}^n$ is the system state, $u(t) \in \mathbb{R}^r$ is the system input and $y(t) \in \mathbb{R}^2$ is the system measured output.

It is important to note that a basic point to determine the appropriate dynamical model which describes the faulty system is the location of a fault and the nature of the faulty components. In this paper, we will consider that the system is subject to both plant components and actuator failures. The random changes affecting plant components are represented by a homogeneous Markov process $\xi(t)$ with the finite state space $Z = \{1, 2, \ldots, z\}$, and the random changes that occur in actuators are represented by another homogeneous Markov process $\eta(t)$ with the finite state space $S = \{1, 2, \ldots, s\}$. In practice, these random variations are not directly measurable but rather can only be monitored by an FDI scheme. Let $\psi(t)$ denote the state of the FDI process which monitors the states $\xi(t)$ and $\eta(t)$ of the random processes describing the failures. The process $\psi(t)$ is a finite state stochastic process whose random behaviour is conditioned on the failures processes states $\eta(t)$ and $\xi(t)$, therefore, the state space of the FDI process $\psi(t)$ contains the state spaces of the two failure processes. This state space is also finite and is denoted by $R = \{1, 2, \ldots, r\}$.

In AFTCS, the failure process $\eta(t)$ is the FDI process which monitors the states $\xi(t)$ and $\eta(t)$ of the random processes describing the failures. The process $\psi(t)$ is a finite state stochastic process whose random behaviour is conditioned on the failures processes states $\eta(t)$ and $\xi(t)$, therefore, the state space of the FDI process $\psi(t)$ contains the state spaces of the two failure processes. This state space is also finite and is denoted by $R = \{1, 2, \ldots, r\}$.

The FDI and the Failure Processes: $\xi_t$, $\eta_k$ and $\psi_l$ being homogeneous Markov processes with finite state spaces, we can define the transition probability of the plant components failure process as:

$$p_{ij}(\Delta t) = \pi_{ij} \Delta t + o(\Delta t) \quad (i \neq j)$$

$$p_{ii}(\Delta t) = 1 - \sum_{i \neq j} \pi_{ij} \Delta t + o(\Delta t) \quad (i = j)$$

The transition probability of the actuator failure process is given by:

$$p_{kl}(\Delta t) = \nu_{kl} \Delta t + o(\Delta t) \quad (k \neq l)$$

$$p_{kk}(\Delta t) = 1 - \sum_{k \neq l} \nu_{kl} \Delta t + o(\Delta t) \quad (k = l)$$

where $\pi_{ij}$ is the plant components failure rate, and $\nu_{kl}$ is the actuator failure rate. Given that $\xi_t = k$ and $\eta_k = l$, the conditional transition probability of the FDI process $\psi_l$ is:

$$p_{l\nu}(\Delta t) = \lambda_{l\nu} \Delta t + o(\Delta t) \quad (i \neq v)$$

$$p_{l\nu}(\Delta t) = 1 - \sum_{i \neq v} \lambda_{l\nu} \Delta t + o(\Delta t) \quad (i = v)$$

Here, $\lambda_{l\nu}$ represents the transition rate from $i$ to $v$ for the Markov process $\psi_l$ conditioned on $\xi_t = k$ and $\eta_k = l$. $\nu_k$ is the actuator failure rate, and $\lambda_{l\nu}$ is the actuator failure rate. Given that $\xi_t = k$ and $\eta_k = l$, the conditional transition probability of the FDI process $\psi_l$ is:

$$p_{l\nu}(\Delta t) = \lambda_{l\nu} \Delta t + o(\Delta t) \quad (i \neq v)$$

$$p_{l\nu}(\Delta t) = 1 - \sum_{i \neq v} \lambda_{l\nu} \Delta t + o(\Delta t) \quad (i = v)$$

Here, $\lambda_{l\nu}$ represents the transition rate from $i$ to $v$ for the Markov process $\psi_l$ conditioned on $\xi_t = k$ and $\eta_k = l$. $\nu_k$ is the actuator failure rate, and $\lambda_{l\nu}$ is the actuator failure rate. Given that $\xi_t = k$ and $\eta_k = l$, the conditional transition probability of the FDI process $\psi_l$ is:
3. DEFINITIONS

Under the assumption that the system $(\varphi)$ satisfies the global Lipschitz condition, the solution $x_t$ determines a family of unique continuous stochastic processes, one for each choice of the random variable $x_0$. The joint process $\{x_t, \xi_t, \eta_t, \psi_t\}$ is a Markov process.

For system (2), we have the following definitions:

**Definition 1 (Local stochastic Stability):** System (2) is said to be locally exponentially stable in the mean square sense if for any initial conditions $(x_0, \xi_0, \eta_0, \psi_0)$ there exists two numbers $a > 0$ and $b > 0$ and a subset $D_0$ in $\mathbb{R}^n$ such that when $x_0 \in D_0$, the following inequality holds: $\forall t \geq t_0$ for all solution of (2) with initial condition $x_0$:

$$\mathbb{E} \left[ ||x_t||^2 \right] \leq b ||x_0||^2 \exp[-a(t-t_0)]$$

(3)

**Definition 2 (Positive Invariance):** A subset $D_0$ in $\mathbb{R}^n$ is said to be positive invariant with respect to (w.r.t) the system (2), if, for any initial condition $x_0 \in D_0$, the trajectory $x(x_0, \xi_t, \eta_t, \psi_t, t) \in D_0$, $\forall t \geq 0$, and $\forall x_t \in D$, $\eta_t \in S$ and $\psi_t \in R$.

We conclude this section by recalling the following lemma which will be useful for the proof of our main results in the next sections.

**Lemma 1 (Reciprocal Projection Lemma) (Aplakian et al. 2001):** Let $P$ be any given positive-definite matrix. The following statements are equivalent:

1) $\Phi + S + ST < 0$;
2) the LMI problem

$$\begin{bmatrix} \Phi + P - (W + WT) & ST + WT \\ S + W & -P \end{bmatrix} < 0$$

is feasible with respect to $W$.

4. MAIN RESULTS

In this section, we will derive sufficient conditions for local exponential stability in the mean square sense of the system (2). The design technique is based on a differential inclusion of the bilinear term for a restricted domain of the state space.

4.1 Local Stochastic Stability

The problematic addressed in this section can be formulated as follows:

**Problem 1:** Find feedback gains $K(\psi_t) \in \mathbb{R}^{m \times n}$ and a region of stability (a set of initial conditions) $D_0$ such that the system (2) is locally exponentially stabilized in the mean square by $u_t = K(\psi_t)x_t$ for any initial condition $x_0$ belonging to $D_0$.

To solve problem 1, we have to determine a domain $D_0$ such that the closed loop system:

$$\begin{cases} j_1 = A(\xi_t)x_t + N(x_t, \xi_t, \eta_t)K(\psi_t)x_t \\ w_t = C_d x_t \\ N(x_t, \xi_t, \eta_t) = B(\eta_t) + N_1(x_t, \eta_t)x_t + \ldots + N_m(x_t, \eta_t)x_t \end{cases}$$

(4)

is locally exponentially stable in the mean square sense, $\forall x_0 \in D_0$. In order to determine both suitable stabilizing gains $K(\psi_t)$ and a domain of stability $D_0$, we can consider that the state is restricted to belong to a certain compact domain in $\mathbb{R}^n$, $\forall \xi_t \in Z, \eta_t \in S$ and $\psi_t \in R$, described by:

$$\Psi(x) = \left\{ x \in \mathbb{R}^n, \exists \xi_t, \eta_t \right\}$$

(5)

where $Q \in \mathbb{R}^{q \times n}$, $n \leq g$, rank $Q = n$, and $\kappa > 0$, $\forall i = 1, \ldots, g$. The positivity of vector $\kappa$ means that the origin belongs to the interior of $\Psi(x)$.

Furthermore, we suppose that $\Psi(x)$ is a compact set and therefore it satisfies:

$$\Psi(x) \subseteq \mathbb{R}^n, x = \sum_{j=1}^p \mu_j x_j, \sum_{j=1}^p \mu_j = 1, \mu_j \geq 0$$

(6)

or equivalently:

$$\Psi(x) \subseteq C_D \left\{ x_j, j = 1, \ldots, q \right\} \forall x_t \in D, \eta_t \in S, \psi_t \in R$$

(7)

**Remark 1:** In (7), the vectors $x_j \in \mathbb{R}^n$ are the vertices allowing to describe the convex hull containing the points of $\Psi(x)$.

Hence a way to exhibit solutions to problem 1 is to search both $K(\psi_t)$ and $D_0 \subseteq \Psi(x)$. An implicit problem is then to be able to maximize the size of the domain of stability $D_0$.

4.2 Differential Inclusion

The main idea to solve problem 1 is to express a local equivalent representation of the bilinear term of system (2) for $x_t \in \Psi(x)$. Indeed, from differential inclusion results (Molchanov and Pyatnisskii 1989), providing that $x_t \in \Psi(x)$, we get:

$$[A(\xi_t) + N(x_t, \xi_t, \eta_t)K(\psi_t)]v_t \in C_D \left\{ A_t(\xi_t, \eta_t, \psi_t), \ldots, A_q(\xi_t, \eta_t, \psi_t) \right\}$$

(8)

$$\forall \xi_t \in Z, \eta_t \in S, \psi_t \in R$$

where

$$A_j(\xi_t, \eta_t, \psi_t) = A(\xi_t) + B(\eta_t) + [N_1(x_t, \eta_t)X_1 + \ldots + N_m(x_t, \eta_t)X_m]K(\psi_t)$$

$$\forall j = 1, \ldots, q$$

Thus, if $x_t \in \Psi(x)$, then $\tilde{x}_t$ can be determined from the following polytopic model:

$$\tilde{x}_t = \sum_{j=1}^q \lambda_j(t)A_j(\xi_t, \eta_t, \psi_t)x_t$$

(9)

$$\forall \xi_t \in Z, \eta_t \in S, \psi_t \in R$$

with

$$\sum_{j=1}^q \lambda_j(t) = 1, \lambda_j(t) \geq 0$$

The solution of problem 1 consists in determining positive definite functions $V_1(x_t), V_2(x_t, \xi_t, \eta_t, \psi_t, t)$, gain matrices $K(\psi_t)$ and a set $D_0$ such that:

1) $V_1(x_t)$ and $V_2(x_t, \xi_t, \eta_t, \psi_t, t)$ satisfy the conditions to be a Lyapunov, and a stochastic Lyapunov functions (see (Strichander and Walker 1993)) for the definition of a stochastic Lyapunov function, respectively;
2) $V_1(x_t) = \frac{\partial V_1(x_t)}{\partial t} \leq 0, \forall x_t \in Z, \eta_t \in S, \psi_t \in R$ and $\forall x_0 \in D_0$;
3) $\beta_1|\tilde{x}_t|^2 \leq V_2(x_t, \xi_t, \eta_t, \psi_t, t) \leq \beta_2|\tilde{x}_t|^2$;
4) $\mathcal{L}V_2(x_t, \xi_t, \eta_t, \psi_t, t) \leq -\beta_3|\tilde{x}_t|^2, \forall \xi_t \in Z, \eta_t \in S, \psi_t \in R$, and $\forall x_0 \in D_0$, where $\beta_1, \beta_2, \beta_3$ are real positive constants;
where $\mathcal{L}$ is the weak infinitesimal operator of the joint Markov process $\{x_t, \xi_t, \eta_t, \psi_t\}$.

In order to simplify conditions (2), we want to use the description of the term $N(x_t, \xi_t, \eta_t)$ described in section (4.1). These can be stated by the following theorem.

Theorem 1: If there exist a Lyapunov function $V_1(x_t)$, a stochastic Lyapunov function $V_2(x_t, \xi_t, \eta_t, \psi_t, t)$, matrices $\mathcal{K}(\psi_t)$ and $Q$ of appropriate dimensions, vectors $X_{ij}, j = 1, \ldots, q$, a positive vector $\kappa$ and a positive scalar $\gamma$ satisfying

\[
\frac{\partial V_1}{\partial x} \mathcal{A}(\xi_t) + (B(\eta_t) + [N_1(\xi_t, \eta_t)X_j, \ldots, N_m(\xi_t, \eta_t)X_j])\mathcal{K}(\psi_t)x) \leq 0
\]

(11)

\[
\Phi(x) = \left\{ x \in \mathbb{R}^n, Qx \leq \kappa \right\} \subseteq C_0 \left\{ X_{ij}, j = 1, \ldots, q \right\}
\]

(12)

\[
\beta_1\|x\|^2 \leq V_2(x_t, \xi, \eta, \psi, t) \leq \beta_2\|x\|^2
\]

(13)

\[
\mathcal{L}V_2(x_t, \xi_t, \eta_t, \psi_t, t) \leq -\beta_3\|x\|^2
\]

(14)

\[
\mathcal{D}_0 = \left\{ x \in \mathbb{R}^n, \forall \xi_t \in S, \forall \psi_t \in R, \beta_1, \beta_2, \beta_3 \text{ are real positive constants, then the gains } (K_{\psi_t}) \text{ and the Lyapunov level set } D_0 \text{ are solutions of problem 1}. \right\}
\]

Proof: The existence of matrix $Q$, vectors $\kappa$ and $X_{ij}$ satisfying relation (12) means that the vertices $X_{ij}, j = 1, \ldots, q$, allows to describe the convex hull of the polyhedral set $\Phi(x)$. Condition (15) means that, for each $\xi_t \in Z, \eta_t \in S, \psi_t \in R$, the set $D_0$ defined from the definite positive function $V_2(x_t)$ and the positive scalar $\gamma$, is included in the polyhedral set $\Phi(x)$. Then, for all $x_t \in D_0, \forall t \geq 0$, there exist $\lambda_j(x_t) \geq 0, j = 1, \ldots, q$, with $\sum_{j=1}^{q} \lambda_j(x_t) = 1$, such that $\dot{x}_t$ can be computed by the polytopic model (10).

The satisfaction of the condition (11) means, by invoking convexity arguments, that

\[
\sum_{j=1}^{q} \lambda_j(x_t) \frac{\partial V_1}{\partial x} \mathcal{A}(\xi_t) + (B(\eta_t) + [N_1(\xi_t, \eta_t)X_j, \ldots, N_m(\xi_t, \eta_t)X_j])\mathcal{K}(\psi_t)x) \leq 0
\]

(16)

$\forall \xi_t \in Z, \eta_t \in S, \psi_t \in R$.

Hence, for each $\xi_t \in Z, \eta_t \in S, \psi_t \in R$, the time-derivative of $V_1(x_t)$ along the trajectories of system (10) is negative or equal to zero along the trajectories of system (10). Therefore, the condition (11) guarantees the positive invariance of domain $D_0$ w.r.t. system (10). Conditions (13) and (14) ensure the stochastic exponential stability in the mean square sense of the system (10) (Srichandar and Walker 1993).

Since model (10) allows to represent system (2) only in $\Phi(x)$, and by definition of $V_2(x_t, \xi_t, \eta_t, \psi_t, t)$, $V_1(x_t)$, and then the domain $D_0$, we can conclude that the system (2) is locally exponentially stable in the mean square sense $\forall \xi_t \in D_0$. Hence, the proof is complete.

Theorem 1 proposes a sufficient condition to solve the control design problem but such conditions appear not really constructive in order to exhibit suitable functions $V_1(x_t), V_2(x_t, \xi_t, \eta_t, \psi_t, t)$, matrices $\mathcal{K}(\psi_t)$ and $Q$, vectors $X_{ij}$ and $\kappa$. In order to develop available conditions numerically tractable, a first step consists in choosing:

1) quadratic functions:

\[V_2(x_t, \xi_t, \eta_t, \psi_t, t) = x_t^TP(\xi_t, \eta_t, \psi_t)x_t\]

(17)

\[V_1(x_t) = x_t^TS_{\xi_t}\]

(18)

where $P(\xi_t, \eta_t, \psi_t) = P(\xi_t, \eta_t, \psi_t) > 0$ and $S = ST^T > 0$.

2) a matrix $Q$ defining $\Phi(x)$ as $Q = \left[ \begin{array}{c} I_n \\
\gamma_0 \end{array} \right] \in \mathbb{R}^{2n \times n}$.

Lemma 2: (Mahout et al. 2002) The set $\Phi(x)$ defined by $Q = \left[ \begin{array}{c} I_n \\
\gamma_0 \end{array} \right] \in \mathbb{R}^{2n \times n}$ is such that:

- it admits $2^n$ vertices,
- these vertices are built from the ordered combinations formed from the components of the vector $\kappa$. We define this by:

\[X_t = \text{comb}(\kappa_i, i = 1, \ldots, 2^n)\]

Using such quadratic Lyapunov candidate functions $V_1(x_t), V_2(x_t, \xi_t, \eta_t, \psi_t, t)$ and such a matrix $Q$, the following proposition derived from theorem 1 can be first considered.

Proposition 1: If there exists matrices $W_{ij} = W_{ij}^T > 0, S = ST^T > 0, K_k,$ vectors $X_{ij}, l = 1, \ldots, 2^n,$ and $\kappa$, and a positive scalar $\gamma$ satisfying

\[A_T^T S + S A_T + K_T^T A_T S + S N_{ij} K_k \leq 0 \]

(19)

\[l = 1, \ldots, 2^n\]

\[W_{ij} A_T^T + A_{ij} W_{ij} + W_{ij} K_T^T A_T S_{ij} + S N_{ij} K_k \leq 0 \]

(20)

\[l = 1, \ldots, 2^n\]

\[S_{ij} N_{ij} S_{ij}^T \geq 0 \]

\[d = 1, \ldots, 2^n\]

\[X_{ij} = \text{comb}(\kappa_i, d = 1, \ldots, 2^n) \]

\[l = 1, \ldots, 2^n\]

\[\forall i, j, s, k \in R, \text{ where}\]

\[R_{ij}(W_{ij}) = \left[ \begin{array}{c} 1 \end{array} \right] W_{ij} \left[ \begin{array}{c} 1 \end{array} \right] \]

\[R_{ij}(W_{ij}) = \left[ \begin{array}{c} 1 \end{array} \right] W_{ij} \left[ \begin{array}{c} 1 \end{array} \right] \]

\[R_{ij}(W_{ij}) = \left[ \begin{array}{c} 1 \end{array} \right] W_{ij} \left[ \begin{array}{c} 1 \end{array} \right] \]

\[A_{ij} = A_T - 0.5 \sum_{k,d} \sum_{i,j} \sum_{d} \lambda_{ijl} \]

\[W_{ij} = P_{ij}^{-1}\]

then the gain matrices $K_k$ and the ellipsoidal Lyapunov level set $D_0$ solve the problem 1, where

\[D_0 = \left\{ x \in \mathbb{R}^n, xT S x \leq \gamma_0^{-1} \right\} \]

\[\forall i, j, s, k \in R\]

Proof: The proof follows from that of theorem 1 by
considering \( \Sigma_1(x_i) = x_i^T S x_i \) and \( \Sigma_2(x_i, i, j, k, t) = x_i^T W_{ij}^{-1} x \) with \( W_{ij} = W_{ij}^T > 0 \) and \( S = S^T > 0 \). The second step in the computation of numerically tractable solutions, uses proposition 1 and the reciprocal projection lemma to give more suitable sufficient conditions for the local stochastic stability of system (10). Such conditions are given by the following proposition:

**Proposition 2:** If there exist matrices \( X_{ijk} = X_{ijk}^T > 0, \chi = \chi^T > 0, K_k, \Pi_{ijk}, \sum_{ijk}, \) vectors \( x_i, l = 1, \ldots, n \) and a positive scalar \( \gamma \) satisfying

\[
\begin{bmatrix}
\mu_{ijk} - \sum_{ijk} \sum_{ijk} k_k & \Pi_{ijk} \chi_{ijk k} & \Pi_{ijk} \\
\* & -\mu_{ijk} - \sum_{ijk} k_k & \* \\
\* & \* & -\mu_{ijk} - \sum_{ijk} k_k
\end{bmatrix} < 0
\]

\( l = 1, \ldots, n \)

(24)

\[
\begin{bmatrix}
\mu_{ijk} - \sum_{ijk} \sum_{ijk} k_k & \Pi_{ijk} \chi_{ijk} & \Pi_{ijk} \\
\* & -\mu_{ijk} & \* \\
\* & \* & -\mu_{ijk}
\end{bmatrix} < 0
\]

(25)

\[
\begin{bmatrix}
\mu_{ijk} - \sum_{ijk} \sum_{ijk} k_k & \Omega_{ijk} & \Pi_{ijk} \sum_{ijk} k_k & \Pi_{ijk} \sum_{ijk} k_k & \Pi_{ijk} \sum_{ijk} k_k & \Pi_{ijk} \sum_{ijk} k_k \\
\* & -\mu_{ijk} & \sum_{ijk} k_k & \sum_{ijk} k_k & \sum_{ijk} k_k & \sum_{ijk} k_k
\end{bmatrix} < 0
\]

(26)

\( l = 1, \ldots, 2n \)

Define \( \chi_j = \text{comb}(\chi_i, j = 1, \ldots, 2n), l = 1, \ldots, 2n \)

\( \forall i \in Z, j \in S \) and \( k \in R \), where

\[
\begin{bmatrix}
\theta_{ijk} & \Lambda_{ijk} X_{ijk k} & \Pi_{ijk} \\
\* & -\theta_{ijk} & \* \\
\* & \* & -\theta_{ijk}
\end{bmatrix} \geq 0
\]

(27)

\( \forall i \in Z, j \in S \) and \( k \in R \).

**Proof:** The matrix inequality (18) (in proposition 1) can be written as follows:

\[
A_{ijk}^T P_{ijk} + P_{ijk} A_{ijk} + K_k N_{ijk}^T P_{ijk} + P_{ijk} N_{ijk} + K_k + \Delta_{ijk} < 0
\]

(20)

where

\[
\Delta_{ijk} = \sum_{h \in Z} \sum_{j \in S} \sum_{k \in R} \theta_{ijk} P_{ijk} + \sum_{l \in S} \sum_{j \in S} \sum_{k \in R} \theta_{ijk} P_{ijk}
\]

The use of the reciprocal projection lemma with

\[
\Psi = \left( \sum_{h \in Z} \sum_{j \in S} \sum_{k \in R} \theta_{ijk} P_{ijk} + \sum_{l \in S} \sum_{j \in S} \sum_{k \in R} \theta_{ijk} P_{ijk} \right), \text{ and}
\]

\[
S = A_{ijk}^T P_{ijk} + K_k N_{ijk}^T P_{ijk} \text{ yields}
\]

\[
\begin{bmatrix}
\Delta_{ijk} + Z_{ijk} - (\Theta_{ijk} + \Omega_{ijk}) & P_{ijk} & A_{ijk} + P_{ijk} N_{ijk} \sum_{ijk} k_k + \Omega_{ijk} \\
\* & -\Delta_{ijk} & \* \\
\* & \* & -\Delta_{ijk}
\end{bmatrix} < 0
\]

(30)

where \( Z_{ijk} \) is any given positive-definite matrix, \( \forall i \in Z, j \in S \) and \( k \in R \).

Let us define \( X_{ijk} = P_{ijk}^{-1} \) and \( \Pi_{ijk} = X_{ijk} \Omega_{ijk} \), then by the congruence transformation

\[
X_{ijk} \Delta_{ijk} \Pi_{ijk}
\]

and with a Schur complement operation with respect to the term

\[
X_{ijk} \Delta_{ijk} \Pi_{ijk}
\]

the inequality (38) in turn becomes

\[
X_{ijk} Z_{ijk} X_{ijk} - \Pi_{ijk} X_{ijk} - X_{ijk} \Pi_{ijk} \theta_{ijk} \sum_{ijk} k_k + \Omega_{ijk} < 0
\]

(31)

Since, according to lemma 1, \( Z_{ijk} \) can be any positive-definite matrix, we let \( Z_{ijk} = \mu_{ijk} I \) \( \forall i \in Z, j \in S \) and \( k \in R \). Then, using the Schur complement operation with respect to the term

\[
X_{ijk} Z_{ijk} X_{ijk} - \Pi_{ijk} X_{ijk} - X_{ijk} \Pi_{ijk}
\]

the inequality (39) can be further be written as

\[
-\mu_{ijk} \Pi_{ijk} \Pi_{ijk} \theta_{ijk} \sum_{ijk} k_k + \Omega_{ijk} < 0
\]

(32)

then, using the relation \( -\mu_{ijk} \Pi_{ijk} \Pi_{ijk} \theta_{ijk} \sum_{ijk} k_k + \Omega_{ijk} \) yields the matrix inequality (32). Hence the feasibility of this last inequality, with respect to \( \Pi_{ijk}, X_{ijk}, K_k \) and \( X_i \) is a sufficient condition to the feasibility problem of the matrix inequality (20), with respect to \( W_{ij} k_k \) and \( X_i \).

Using same arguments as above, we can prove that the feasibility of matrix inequalities (33) and (34), with respect to \( \sum_{ijk}, K_k, \chi, X_i, k, \) and \( \gamma \), implied the feasibility of matrix inequalities (19) and (21), respectively, with respect to the decision variables \( S, K_k, X_i, k \), and \( \gamma \). Hence, the proof is complete.

**Computational issues:** It is important to note that the decision variables to be found by applying proposition 2 are \( \Pi_{ijk}, \sum_{ijk}, X_{ijk} = X_{ijk}^T > 0, \chi = \chi^T > 0, K_k, X_i, l = 1, \ldots, n, k, \) and \( \gamma \). However, due to the presence of some terms involving products between some of these variables, inequalities (32)-(35) are nonlinear. This fact means that to solve constraints (32)-(35) as a feasibility problem is very hard or even impossible directly. A way to overcome this limitation consists in fixing, a priori, the value of some decision variables while searching the others. Moreover, since the implicit objective consists in enlarging the domain of stability \( D_0 \), some convex optimization problem with LMI constraints can be considered. This is illustrated by the following algorithm:

**Algorithm 1:**

1. **Step 0:** Initialize: fix \( \kappa, d = 1, \ldots, 2n \) and compute \( X_i, l = 1, \ldots, 2n \) from (22).

2. **Step 1:**
   - **Feasibility problem:** Let \( \gamma = 1 \). Compute \( X_{ijk} = X_{ijk}^T > 0, K_k, \Pi_{ijk}, \) and \( \sum_{ijk} k_k, \forall i \in Z, j \in S \) and \( k \in R \). Solutions to the LMI:

\[
(32), (33), (34)
\]

3. **Step 2:** (Maximization of the size of the compact domain \( \Phi(x) \)) Fix \( X_{ijk}, \chi, \Pi_{ijk}, \sum_{ijk} k_k \) and \( \gamma \) and compute \( \kappa_d, d = 1, \ldots, 2n \) (and therefore \( X_l, l = 1, \ldots, 2n \)) solutions to:

\[
\min \left\{ \sum_{i=1}^{2n} e_i \right\}
\]
s.t. (32), (33), (34), (35)

\[
\begin{bmatrix}
\epsilon_1 X_t^T I_n \\
X_t
\end{bmatrix} \geq 0, \quad t = 1, \ldots, 2^n
\]  

(33)

- **Step 3.** Go to step 1 until no significant change in the volume of the initial condition set \( \mathcal{D}_0 \) has occurred.

5. NUMERICAL EXAMPLE

To illustrate the theoretical results presented above, let us consider a system with one possible fault in the plant components, i.e. \( S = \{1, 2\} \). The failure process is assumed to have Markovian transition characteristics. The FDI process is also Markovian with two states \( R = \{1, 2\} \). The following numerical values are used:

\[
A = \begin{cases} 
A_1 = \begin{bmatrix} -1 & 1 \\ 0 & 0.5 \\ -0.5 & 1 \end{bmatrix}, & \text{Healthy} \\
A_2 = \begin{bmatrix} -0.5 & 0.5 \\ 0 & 1 \\ 1 & 0 \end{bmatrix}, & \text{Faulty} 
\end{cases} \\
N = \begin{cases} 
N_1 = \begin{bmatrix} 0.5 & 0.25 \\ 0.15 & 0.15 \end{bmatrix}, & \text{Healthy} \\
N_2 = \begin{bmatrix} 0.5 & 0.25 \\ 0.15 & 0.15 \end{bmatrix}, & \text{Faulty} 
\end{cases} \\
B = \begin{bmatrix} 1 \\ 0.25 \\ 1 \end{bmatrix}.
\]

Then, applying the algorithm 1, the LMI solutions yield the following parameters:

\[
K_1 = \begin{bmatrix} -0.0192 \\ 0.2639 \\ -0.5699 \\ 0.6272 \end{bmatrix}; \quad K_2 = \begin{bmatrix} -0.0188 \\ 0.2628 \\ -0.5695 \\ 0.6295 \end{bmatrix};
\]

\[
\kappa = \begin{bmatrix} 9.1926 \\ 3.9032 \\ 3.9032 \\ 3.9032 \end{bmatrix}; \quad \gamma = 0.1115.
\]

Thus, we can guarantee that for any initial condition taken in \( \mathcal{D}_0(x) \), defined from \( X \) and \( \gamma \) (see Figure 1), the system (10) is locally exponentially stable in the mean square sense.

6. CONCLUSION

In this paper, we have considered the problematic of local exponential stochastic stabilization of continuous time BAFTCSMP. The design technique was based on a differential inclusion of the bilinear term for a restricted domain of the state space. The above problematic was addressed under a convex programming approach. Indeed, condition for local stochastic stability of the BAFTCSMP were derived and formulated through some matrix inequalities. The implicit problem being to maximize the region in which the closed-loop stability can be ensured, some convex optimization problems with LMI relaxations schemes were also stated. A numerical example was also included to illustrate and validate our theoretical results.
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