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Abstract: In this paper, we address the robust static output feedback control problem
of continuous time active fault tolerant control system with Markovian parameters
(AFTCSMP) subject to structured parameter uncertainties, in noisy environnement.
We will first derive a necessary and sufficient condition for the robust internal
exponential stability in the mean square of the uncertain AFTCSMP in terms
of nonlinear matrix inequalities. Then, an LMI relaxation scheme is presented to
eliminate the nonlinearities, yielding a new easily tractable sufficient condition. Having
obtained this result, we can move on the control problem and write the robust output
feedback H∞ control problem of the uncertain continuous time AFTCSMP in terms
of an LMI optimization problem. The convex approach naturally leads to powerful
numerical algorithms to solve these problematic. A numerical example is presented
to illustrate the theoretical results.

Keywords: Active Fault Tolerant Control - Stochastic Hybrid systems - Markovian
jumping parameters - H∞ control - Output Feedback - Structured Uncertainties -
Wiener Process - Lyapunov stability - LMI.

1. INTRODUCTION

Many physical systems have variable structures sub-
ject to random changes, which may result from
abrupt phenomena such as component and intercon-
nection failures, parameters shifting, tracking, and
time required to mesure some of the variables at
different stages. Systems with this character may
be modeled as hybrid ones, i.e, the state space of
the systems contains both discret and continuous
states. Among this kind of systems, fault tolerant
control systems (FTCS) have been a subject of great
practical importance, which has attracted a lot of
interest for the last three decades (Zhang and Jiang
2003).

Active fault tolerant control systems (AFTCS) can
be viewed as stochastic hybrid systems (Srichander
and Walker 1993). A major class of stochastic hy-
brid systems is jump linear systems (JLS). In the
last two decades this class of systems has been ex-
tensively studied. Theoretical and practical achieve-
ments have been reported in the literature. Without
any intention of being exhaustive here, we mention
(Boukas 2005, Costa et al. 1999, de Farias et al.
2000, de Souza and Fragoso 1993, Ji and Chizeck
1990, Ji and Chizeck 1992). Other references dealing
with this class of systems can be found in the quoted
references.
To deal with AFTCS, another class of hybrid sys-
tems was defined, denoted as active fault toler-



ant control systems with Markovian parameters
(AFTCSMP). This model was proposed by Srichan-
der and Walker (Srichander and Walker 1993). Nec-
essary and sufficient conditions for stochastic stabil-
ity of AFTCSMP were developed for a single com-
ponent failure. The problem of stochastic stability
of AFTCSMP in the presence of noise, parameter
uncertainties, detection errors, detection delays and
actuator saturation limits has also been investigated
in (Mahmoud et al. 2001, Mahmoud et al. 2003).
Another issue related to the synthesis of fault tol-
erant control laws was also addressed by (Shi and
Boukas 1997, Shi et al. 2003). The problem of H∞

and robust H∞ control was treated in (Shi and
Boukas 1997, Shi et al. 2003) for both continuous
and discrete time AFTCSMP. The authors showed
that the state feedback control problem can be
solved in terms of the solutions of a set of coupled
Riccati inequalities. The dynamic output feedback
counterpart was treated by (Aberkane et al. 2005a)
in a convex programming framework. Indeed, the
authors provide an LMI characterization of dynam-
ical compensators that stochastically stabilize (ro-
bustly stabilize) the AFTCSMP and ensures H∞

(robust H∞) constraints. Furthermore, it is impor-
tant to note that in (Aberkane et al. 2005a, Mah-
moud et al. 2003, Shi and Boukas 1997, Shi et al.
2003), the authors make the assumption that the
controller must access both failures and FDI pro-
cesses. However, this assumption is too restrictive
to be applicable in practical FTC systems. In this
work the assumption on the availability of failures
processes, for the synthesis purposes, is stressed
which makes the problematic more challenging.
In this paper, we will consider the problem of static
output feedback robust H∞ control of an uncertain
AFTCSMP with Wiener process via convex analy-
sis. The first problematic we consider in this paper
is the output feedback stochastic stabilization of the
uncertain AFTCSMP. It is shown that the necessary
and sufficient conditions for the robust internal ex-
ponential stability in the mean square sense can be
written in terms of an nonlinear matrix inequality
feasibility problem. Then, an LMI relaxation scheme
is presented to eliminate the nonlinearities, yielding
to a new easily tractable sufficient condition. Having
obtained this result, we can move on the control
problem and write the output feedback robust H∞

control problem of continuous time AFTCSMP in
terms of an LMI optimization problem.
This paper is organized as follows: section 2 de-
scribes the dynamical model of the system with
appropriately defined random processes. A brief
summary of basic stochastic terms, results and def-
initions are given in section 3. Section 4 derives the
necessary and sufficient conditions for the stochastic
exponential stability in the mean square, and the
LMI characterization of the static output feedback
compensators. Sections 5 considers the robust H∞

control problem. Finally, a conclusion is given in
section 6.

2. DYNAMICAL MODEL

To describe the class of linear systems with Marko-
vian jumping parameters that we deal with in
this paper, let us fix a complete probability space
(Ω,F , P ). This class of systems owns a hybrid state
vector. The first component vector is continuous
and represents the system states, and the second
one is discrete and represents the failure processes
affecting the system. The dynamical model of the
AFTCSMP with Wiener Process, defined in the fun-
damental probability space (Ω,F , P ), is described
by the following differential equations:

ϕ :







dx(t)= [A(ξ(t))+∆A(ξ(t))]x(t)dt+ [B(η(t))+∆B(η(t))]u(y, ψ, t)dt

+E(ξ(t), η(t))w(t)dt+W(ξ(t), η(t))x(t)d̟(t)

y(t) = C2x(t) + D2(ξ(t), η(t))w(t)

z∞(t) = C1x(t) + D1(η(t))u(y(t), ψ(t), t)

(1)

where x(t) ∈ R
n is the system state,

u(y(t), ψ(t), t) ∈ R
r is the system input, y(t) ∈ R

q

is the system measured output, z∞(t) ∈ R
p is

the controlled output, w(t) ∈ R
m is the system

external disturbance, ξ(t), η(t) and ψ(t) are
separable and mesurable Markov processes with
finite state spaces Z = {1, 2, ..., z}, S = {1, 2, ..., s}
and R = {1, 2, ..., r}, respectively. ̟(t) is a
standard Wiener process that is assumed to be
independent of the Markov processes. ∆A(ξ(t)) and
∆B(η(t)) represent system parameter uncertainties.
The matrices A(ξ(t)), B(η(t)), E(ξ(t), η(t)),
D2(ξ(t), η(t)), D1(η(t)) and W(ξ(t), η(t)) are
properly dimensioned matrices which depend on
random parameters. The system disturbance w(t)
is assumed to belong to L2[0,∞) i.e.

‖ w ‖2=

{
∫

∞

0

w
T

(t)w(t)dt

}1/2

< ∞

This implies that the disturbance has finite energy.
In AFTCS, we consider that the control law is
only a function of the mesurable FDI process ψ(t).
Therefore, we introduce a static output feedback
compensator (ϕs) of the form:

ϕs :
{

u(t) = K(ψ(t))y(t) (2)

Applying the controller ϕs to the AFTCSMP ϕ, we
obtain the following closed loop system:







dx(t) = Ā(ξ(t), η(t), ψ(t))x(t)dt + Ē(ξ(t), η(t), ψ(t))w(t)dt

+W(ξ(t), η(t))x(t)d̟(t)

y(t) = C2x(t) + D2(ξ(t), η(t))w(t)

z∞(t) = C̄1(η(t), ψ(t))x(t) + D̄1(ξ(t), η(t), ψ(t))w(t)

(3)

where
[

Ā(ξ(t), η(t), ψ(t)) Ē(ξ(t), η(t), ψ(t))
C̄1(η(t), ψ(t)) D̄1(ξ(t), η(t), ψ(t))

]

=

[

A(ξ(t)) + ∆A(ξ(t)) E(ξ(t), η(t))
C1 0

]

+

[

B(η(t)) + ∆B(η(t))
D1(η(t))

]

K(ψ(t))
[

C2 D2(ξ(t), η(t))
]

The FDI and the Failure Processes: ξ(t), η(t)



and ψ(t) being homogeneous Markov processes with
finite state spaces, we can define the transition
probability of the plant components failure process
as (Mahmoud et al. 2003, Srichander and Walker
1993):

{

pij(∆t) = πij∆t + o(∆t) (i 6= j)

pii(∆t) = 1 −
∑

i 6=j

πij∆t + o(∆t) (i = j)

The transition probability of the actuator failure
process is given by:

{

pkl(∆t) = νkl∆t + o(∆t) (k 6= l)

pkk(∆t) = 1 −
∑

k 6=l

νkl∆t + o(∆t) (k = l)

where πij is the plant components failure rate, and
νkl is the actuator failure rate.
Given that ξ = k and η = l, the conditional
transition probability of the FDI process ψ(t) is:

{

p
kl
iv(∆t) = λ

kl
iv∆t + o(∆t) (i 6= v)

p
kl
ii (∆t) = 1 −

∑

i6=v

λ
kl
iv∆t + o(∆t) (i = v)

Here, λkl
iv represents the transition rate from i

to v for the Markov process ψ(t) conditioned on
ξ = k ∈ Z and η = l ∈ S.
The Model of Parameter Uncertainties: To
study the robust stabilization (and the robust H∞

control) of the uncertain AFTCSMP, we will assume
in this work that the admissible structured parame-
ter uncertainties have a norm bounded uncertainty
(NBU ) form. In this form, the admissible structured
parameter uncertainties are modelled as:

{

∆A(ξ(t)) = DA(ξ(t))FA(ξ(t))EA(ξ(t))

∆B(η(t)) = DB(η(t))FB(η(t))EB(η(t))
(4)

where DA(ξ(t)) ∈ R
n×px , FA(ξ(t)) ∈ R

px×qx ,

EA(ξ(t)) ∈ R
qx×n, DB(η(t)) ∈ R

n×pu , FB(η(t)) ∈
R

pu×qu and EB(η(t)) ∈ R
qu×m. DA(ξ(t)) ∈ R

n×px ,

DB(η(t)) ∈ R
n×pu , EA(ξ(t)) ∈ R

qx×n, EB(η(t)) ∈
R

qu×m are known constant matrices, FA(ξ(t)) ∈
R

px×qx and FB(η(t)) ∈ R
pu×qu are Lipschitz mea-

surable matrix functions satisfying the condition
{

F
T
A(ξ(t))FA(ξ(t)) ≤ Ipx

F
T
B(η(t))FB(η(t)) ≤ Ipu , ∀t ≥ 0

(5)

3. DEFINITIONS

Under the assumption that the system (ϕ) coupled
with (ϕs) satisfies the global Lipchitz condition, the
solution xt determines a family of unique continuous
stochastic processes, one for each choice of the
random variable x0. The joint process {xt, ξt, ηt, ψt}
is a Markov process.
Definition 1: System (3) is said to be

(i) robustly stochastically stable (RSS) if there ex-
ists a finite positive constant K(x0, ξ0, η0, ψ0)
such that the following holds for any initial
conditions (x0, ξ0, η0, ψ0) and for all admissible
uncertainties:

E

{
∫

∞

0

‖ xt ‖2
dt

}

≤ K(x0, ξ0, η0, ψ0) (6)

(ii) internally robustly exponentially stable in the
mean square sense if it is exponentially stable
in the mean square sense for wt = 0, i.e.
for any ξ0, η0, ψ0 and some γ(ξ0, η0, ψ0), there
exists two numbers a > 0 and b > 0 such
that when ‖x0‖ ≤ γ(ξ0, η0, ψ0), the following
inequality holds ∀t ≥ t0 for all solution of (3)
with initial condition x0 and for all admissible
uncertainties:

E
{

‖xt‖2
}

≤ b‖x0‖2
exp [−a(t − t0)] (7)

We conclude this section by recalling the following
lemma which will be useful for the proof of our main
results in the next sections.
Lemma 1 (Reciprocal Projection Lemma) (Apkar-
ian et al. 2001): Let P be any given positive-definite
matrix. The following statements are equivalent:

1) Ψ + S + ST < 0;
2) the LMI problem

[

Ψ + P − (W + W
T

) S
T

+ W
T

S + W −P

]

< 0

is feasible with respect to W .

4. ROBUST STOCHASTIC STABILIZATION

Before introducing the main results of this section,
let us first give the following preliminary results
which will be useful in the derivation of numerically
tractable conditions for robust stability of (3).
Theorem 1: The solution x = 0 of the system (ϕ)
coupled with (ϕs) is internally robustly exponentially
stable in the mean square for t ≥ t0 if there exists a
Lyapunov function ϑ(xt, ξt, ηt, ψt, t) such that

K1‖xt‖2 ≤ ϑ(xt, ξt, ηt, ψt, t) ≤ K2‖xt‖2
(8)

and
Lupϑ(xt, ξt, ηt, ψt, t) ≤ −K3‖xt‖2

(9)

for some positive constants K1, K2 and K3, where
Lup is the upper bound of L obtained for the maxi-
mal value of the uncertainties.
Theorem 2: If the solution x = 0 of the
system (ϕ) coupled with (ϕs) is internally ro-
bustly exponentially stable in the mean square,
then, for any given quadratic positive definite func-
tion W (xt, ξt, ηt, ψt, t) in the variables x which is
bounded and continuous ∀t ≥ t0, ∀ξt ∈ Z, ∀ηt ∈ S
and ∀ψt ∈ R, there exists a quadratic positive
definite function ϑ(xt, ξt, ηt, ψt, t) in xt that sat-
isfies the conditions to be a stochastic Lyapunov
function and is such that Lupϑ(xt, ξt, ηt, ψt, t) =
−W (xt, ξt, ηt, ψt, t).
Remark 1: The proofs of these theorems fol-
low the same arguments as in (Mahmoud et al.
2003, Srichander and Walker 1993) for their pro-
posed stochastic Lyapunov functions, so they are
not shown in this paper to avoid repetition.
The following proposition gives a necessary and
sufficient condition for internal robust exponential
stability for the system (3).
Proposition 1: A necessary and sufficient con-
dition for internal robust exponential stability in
the mean square of the system (3) is that there
exist symmetric positive-definite matrices Pijk and



positive scalars εAi
and εBj

, i ∈ Z, j ∈ S and k ∈ R
such that:

Λ̃
T
ijkPijk + PijkΛ̃ijk + WT

ijPijkWij + Θijk + εAi
PijkDAi

D
T
Ai

Pijk

+ εBj
PijkDBj

D
T
Bj

Pijk + ε
−1
Ai

E
T
Ai

EAi
+ ε

−1
Bj

C
T
2 KT

k E
T
Bj

EBj
KkC2 < 0

(10)

∀i ∈ Z, j ∈ S and k ∈ R, where

Θijk =

∑

h∈Z

h6=i

πihPhjk +

∑

l∈S

l6=j

νjlPilk +

∑

v∈R

v 6=k

λ
ij
kv

Pijv

and

Λ̃ijk = Ai + BjKkC2 − 0.5I(

∑

h∈Z

h 6=i

πih +

∑

l∈S

l 6=j

νjl +

∑

v∈R

v 6=k

λ
ij
kv

) (11)

Proof: The proof of this proposition is easily de-
duced from theorems 1 and 2. ¥
We are now able to present the following proposition
which gives a nonlinear matrix inequalities charac-
terization of compensators (ϕs) that internally ro-
bustly stabilize the closed-loop system in the mean
square sense.
Proposition 2 (Necessary and sufficient con-
dition): System (3) is internally robustly expo-
nentially stable in the mean square If and only if
there exist matrices Xijk = X T

ijk > 0, Kk, Ωijk and
positive scalars εAi and εBj satisfying the following
coupled matrix inequalities





ijkג Ãijk + BjKkC2 + Ωijk XijkWT
ij XijkE

T
Ai

⋆ −Zijk 0 0

⋆ ⋆ −Xijk 0

⋆ ⋆ ⋆ −εAi
I

⋆ ⋆ ⋆ ⋆

Rijk(Xijk)
0

0

0

−Sijk(Xijk)



 < 0 (12)

where

ijkג = XijkZijkXijk−ΩijkXijk−XijkΩ
T
ijk+εAi

DAi
D

T
Ai

+εBj
DBj

D
T
Bj

Zijk is any given positive-definite matrices and


















































































Rijk(Xijk) =
[

R1ijk(Xijk), R2ijk(Xijk), R3ijk(Xijk)
]

R1ijk(Xijk) =
[

αi1Xijk, ...αi(i−1)Xijk, αi(i+1)Xijk, ..., αizXijk

]

R2ijk(Xijk) =
[

βj1Xijk, ...βj(j−1)Xijk, βj(j+1)Xijk, ..., βjsXijk

]

R3ijk(Xijk) =
[

γk1Xijk, ...γk(k−1)Xijk, γk(k+1)Xijk, ..., γkrXijk

]

αil =
√

πil; βjl =
√

νjl; γkl =

√

λ
ij
kl

Sijk(Xijk) = −diag
[

S1ijk(Xijk), S2ijk(Xijk), S3ijk(Xijk)
]

S1ijk(Xijk) =
[

X1jk, ..., X(i−1)jk, X(i+1)jk, ..., Xzjk

]

S2ijk(Xijk) =
[

Xi1k, ..., Xi(j−1)k, Xi(j+1)k, ..., Xisk

]

S3ijk(Xijk) =
[

Xij1, ..., Xij(k−1), Xij(k+1), ..., Xijr

]

Ãijk = Ai − 0.5I(

∑

h∈Z

h6=i

πih +

∑

l∈S

l6=j

νjl +

∑

v∈R

v 6=k

λ
ij
kv

)

Zijk = Zijk + ε
−1
Bj

C
T
2 KT

k E
T
Bj

EBj
KkC2

Then, when (12) is feasible, the stabilizing output
feedback control law is given by

uk(t) = Kky(t)

Proof: Let us consider the matrix inequalities given
by (10). The use of the reciprocal projection lemma
with

Ψ = WT
ijPijkWij + Θijk + εAi

PijkDAi
D

T
Ai

Pijk + εBj
PijkDBj

D
T
Bj

Pijk

+ ε
−1
Ai

E
T
Ai

EAi
+ ε

−1
Bj

C
T
2 KT

k E
T
Bj

EBj
KkC2 (13)

and S = Λ̃T
ijkPijk yields

[

Ψijk + Zijk − (Ωijk + Ω
T
ijk) S

T
ijk + Ω

T
ijk

⋆ −Zijk

]

< 0 (14)

where Zijk is any given positive-definite matrix,
∀i ∈ Z, j ∈ S and k ∈ R.
Let us define Xijk = P−1

ijk and Ωijk = XijkΩijk, then
by the congruence transformation

[

Xijk 0

0 I

]

and with a Schur complement operation with re-
spect to the term

Xijk

(

WT
ijPijkWij + Θijk + ε

−1
Ai

E
T
Ai

EAi

)

Xijk

the inequality (14) in turn becomes




ijkג Ãijk + BjKkC2 + Ωijk XijkWT
ij XijkE

T
Ai

⋆ −Zijk 0 0

⋆ ⋆ −Xijk 0

⋆ ⋆ ⋆ −εAi
I

⋆ ⋆ ⋆ ⋆

Rijk(Xijk)
0

0

0

−Sijk(Xijk)



 < 0 (15)

Hence the proof is complete. ¥

Remark 2: The condition of proposition 2 is non-
linear in the unknown variables Xijk and Ωijk and
hence not easily tractable by convex optimization
techniques. However, the degree of freedom intro-
duced by the variables Zijk can be adequately used
to provide an easily tractable sufficient condition for
the stochastic stability in terms of an LMI feasibility
problem. This is illustrated by the following propo-
sition.
Proposition 3 (Sufficient condition): If there
exist matrices Xijk = X T

ijk > 0, Kk, Ωijk and
positive scalars εAi

and εBj
satisfying the following

LMI










̥ijk (µijkYijk − Ωijk) XijkWT
ij XijkE

T
Ai

Rijk(Xijk)

⋆ −µijkI 0 0 0

⋆ ⋆ −Xijk 0 0

⋆ ⋆ ⋆ −εAi
I 0

⋆ ⋆ ⋆ ⋆ −Sijk
⋆ ⋆ ⋆ ⋆ ⋆

⋆ ⋆ ⋆ ⋆ ⋆

Ãijk + BjKkC2 0

0 0

0 0

0 0

0 0

−µijkI C
T
2 KT

k E
T
Bj

⋆ −εBj
I











< 0 (16)

[

µijkI C
T
2 KT

k E
T
Bj

⋆ εBj
I

]

> 0 (17)

where

̥ijk = µijkI − Ωijk − Ω
T
ijk + εAi

DAi
D

T
Ai

+ εBj
DBj

D
T
Bj

and µijk are arbitrary positive scalars. These free
scalar parameters are introduced to reduce the con-
servatism of the sufficient condition for exponential
stochastic stability. Then the system (ϕ) coupled
with (ϕs) is internally robustly exponentially stable
in the mean square.
Proof: Since, according to proposition 2, Zijk can
be any positive-definite matrix, we let Zijk =

µijkI − ε−1
Bj

CT
2 KT

k ET
Bj

EBjKkC2, ∀i ∈ Z, j ∈ S and



k ∈ R. Then, using the Schur complement operation
with respect to the term

X ijkZijkX ijk − Ω
T
ijkX ijk − X ijkΩijk

the inequality (12) can be further be written as










kijk (µijkYijk − Ωijk) XijkWT
ij XijkE

T
Ai

Rijk(Xijk)

⋆ −µijkI 0 0 0

⋆ ⋆ −Xijk 0 0

⋆ ⋆ ⋆ −εAi
I 0

⋆ ⋆ ⋆ ⋆ −Sijk
⋆ ⋆ ⋆ ⋆ ⋆

⋆ ⋆ ⋆ ⋆ ⋆

Ãijk + BjKkC2 0

0 0

0 0

0 0

0 0

−µijkI C
T
2 KT

k E
T
Bj

⋆ −εBj
I











< 0 (18)

where
kijk = −µ

−1
ijk

ΩijkΩ
T
ijk + εAi

DAi
D

T
Ai

+ εBj
DBj

D
T
Bj

then, using the relation

−µ
−1
ijk

ΩijkΩ
T
ijk ≤ −Ωijk − Ωijk + µijkI

yields the matrix inequality (16). Hence the proof is
complete. ¥

5. ROBUST H∞ CONTROL

In this section, we are concerned with the LMI
characterization of compensators ϕs that robustly
stochastically stabilize the system (3) and guarantee
the following for all w ∈ L2[0,∞), and for all
admissible uncertainties:

‖ z∞ ‖E2
= E

{
∫

∞

0

z
T
∞tz∞tdt

}1/2

< µ

[

‖ w ‖2
2 +a(x0, ξ0, η0, ψ0)

]1/2

(19)

where µ > 0 is a prescribed level of disturbance
attenuation to be achieved and a(x0, ξ0, η0, ψ0) is
a constant that depends on the initial conditions
(x0, ξ0, η0, ψ0). To this end, we need the auxiliary
result given by the following proposition.
Proposition 4: If the system (3) is internally
robustly exponentially stable in the mean square
sense, then it is robustly stochastically stable.
Proof: The proof of this proposition follows the
same arguments as for the proof of proposition 5.1
in (Aberkane et al. 2005b). ¥

We are now able to state the sufficient condition
for robust stochastic stability and H∞ performance
for the certain AFTCSMP driven by a static output
feedback controller.
Proposition 5: If there exist symmetric positive-
definite matrices Pijk and positive scalars εAi

and
εBj , i ∈ Z, j ∈ S and k ∈ R such that

[

∆ijk + C̄
T
1jkC̄1jk C̄

T
1jkD̄1ijk + PijkĒijk

⋆ D̄
T
1ijkD̄1ijk − µ

2
I

]

= Φijk < 0 (20)

∀i ∈ Z, j ∈ S and k ∈ R.
then the system (3) is robustly stochastically stable
and satisfies

‖ z∞ ‖E2
<

[

µ
2 ‖ w ‖2

2 +x
T
0 P(ξ0, η0, ψ0)x0

]1/2
. (21)

for all admissible uncertainties.
Proof The proof of this proposition follows the
same arguments as for the proof of proposition 5.2
in (Aberkane et al. 2005b). ¥

The H∞ constraints (19) can be rephrased in LMI
form. This is illustrated by proposition 6, which
gives an LMI characterization of static output feed-
back compensators (ϕs) that robustly stochastically
stabilize the AFTCSMP and ensures (19).
Proposition 6: If there exist matrices Xijk =

X T
ijk > 0, Ωijk, Kk and positive scalars εAi

and εBj

such that the following LMIs are feasible












Υijk (µijkX ijk − Ωijk)

[

Rijk(Xijk)
0

] [

XijkE
T
Ai

0

]

⋆ −µijkI 0 0

⋆ ⋆ −Sijk(Xijk) 0

⋆ ⋆ ⋆ −εAi
I

⋆ ⋆ ⋆ ⋆

⋆ ⋆ ⋆ ⋆

⋆ ⋆ ⋆ ⋆

Θijk + Ωijk 0 0

0 0 0

0 0 0

0 0 0

−µijkI Π
T
ijk

[

C
T
2 KT

k E
T
Bj

0

]

⋆ −I 0

⋆ ⋆ −εBj
I













< 0 (22)





µijkI Π
T
ijk

[

C
T
2 KT

k E
T
Bj

0

]

⋆ I 0

⋆ ⋆ εBj
I



 > 0 (23)

where

Υijk = µijkI−Ωijk −Ω
T
ijk +

[

εAi
DAi

D
T
Ai

+ εBj
DBj

D
T
Bj

0

0 −µ
2

I

]



































Πijk =
[

C1 0

]

+ D1jKk

[

C2 D2jk

]

Θijk =

[

Ãijk Eij

0 0

]

+

[

Bj

0

]

Kk

[

C2 D2ij

]

Rijk(Xijk) =
[

Rijk(Xijk) XijkWij

]

Sijk(Xijk) =

[

Sijk(Xijk) 0

0 Xijk

]

X ijk =

[

Xijk 0

0 I

]

(24)

and µijk are positive scalars ∀i ∈ Z, j ∈ S and k ∈
R. Then the system (3) is robustly stochastically
stable and satisfies

‖ z∞ ‖E2
<

[

µ
2 ‖ w ‖2

2 +x
T
0 P(ξ0, η0, ψ0)x0

]1/2
. (25)

for all admissible uncertainties. Then, the corre-
sponding output feedback control law is given by

uk(t) = Kky(t)

Proof: The proof of this proposition follows the
same arguments as for the proof of proposition 3.¥
Remark 4 If the synthesis objective is to compute
the controller that ensure the robust stochastic sta-
bility and at the same time guarantee the minimum
disturbance rejection level, then this controller can
be obtained by solving the following optimization
problem:

Or :

{

min
δ>0, Yijk=YT

ijk
>0, Kk, Ωijk, εAi

, εBj

δ

s.t : (22), (23)

Where the LMIs in the constraints are obtained
by replacing µ2 by δ. This leads to the following
Corollary:
Corollary 1 Let δ > 0, Xijk = X T

ijk >

0, Kk, and Ωijk, εAi , εBj be the solution of the
optimization problem Or. Then, the controller (2)



robustly stochastically stabilizes the AFTCSMP we
are considering and moreover the closed loop system
satisfies the disturbance rejection of level

√
δ.

Numerical example: To illustrate the theoretical
results presented above, let us consider a system
with one possible fault in the plant components, i.e.
S = {1, 2}. The failure process is assumed to have
Markovian transition characteristics. The FDI pro-
cess is also Markovian with two states R = {1, 2}.
The following numerical values are used

A =















A1 =

[

0.9749 −0.3257 0.2333

−2.3779 −2.0122 0.6464

−1.0923 1.5677 −1.129

]

Healthy

A2 =

[

0.1970 0.7925 −1.1087

1.6969 0.6034 2.1442

0.7260 −0.0584 −1.3528

]

Faulty

; B =

[

1 1
0.25 4
0 0.5

]

;

E =















E1 =

[

1 0

0 0

1 1

]

E2 =

[

1 0

0 0

1 1

] ; W =















W1 =

[

0.1 0 0

0 0.1 0

0 0 0.1

]

W2 =

[

0.2 0 0

0 0.2 0

0 0 0.2

] ;

D2 =







D21 =

[

0.5 0

0 0.5

]

D22 =

[

0.75 0

0 0.6

] ;







C1 =

[

1 0 0

0 1 0

]

C2 =

[

1 1 0

0 1 1

] ; D1 =

[

0 0
0 0

]

;















DA1
=

[

0.1

0.2

0.1

]

DA2
=

[

0.2

0.3

0.1

]

{

EA1
=

[

0.2 0.2 0.2
]

EA2
=

[

0.3 0.3 0.5
]







DB =

[

0.5

0.2

0.1

]

EB =
[

0.2 0.5
]

[πij ] =

[

−0.005 0.005
0.01 −0.01

]

; λ
1
ij =

[

−0.1 0.1
0.9 −0.9

]

; λ
2
ij =

[

−1 1
0.1 −0.1

]

.

Then, solving the optimization problem Or, we get
the following parameters

µ = 1.2715, εA1
= 10.6058, εA2

= 0.2610, εB = 0.4523;

K1 =

[

−4.3111 1.4865
0.4302 −1.0211

]

;K2 =

[

−4.3903 1.6799
0.3570 −0.9245

]

;

6. CONCLUSION

This paper has introduced an LMI approach to the
robust static output feedback H∞ control for lin-
ear uncertain continuous time AFTCSMP in noisy
environement. We have derived some linear matrix
inequalities whose solutions indicate the achievabil-
ity of the desired control problem; i.e. we have
shown that the robust H∞ control problematic can
be recast as a convex optimization problem under
constraints of LMIs which can be solved effectively
using the recently developed LMI tool.
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