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ABSTRACT The little drawback of this approach is that it has some
: : so called "checkboard” effect and it sometimes still lost some
Sparse representations of images have revoked remarkable {n-

. i - texture information. Itis well known that total variation model
terest recently. The assumption that natural images admit a

sparse decomposition over a redundant dictionary leads to i avoid the checkboard effect and TV-Gabor([3]) has proved

ficient algorithm for image processing. In particular, the K_to be very effective for texture restoration. So in this paper, we

SVD method has been recently proposed and shown to p try to incorporate total variation concept into K-SVD model.

f . - his will lead to a new state-of-art denosing performance.
orm very well for gray-scale and color image denoising task

([11.[2]). Meanwhile, thel'V — > model with special choice . )

of dictionary has been proved to be very effective for imaget-1- K-SVD Denoising Algorithm

restoration([3],[4]). In this paper, we propose a hybrid modej, this section, we will briefly review the main mathemati-
which combines these two methods and may be regarded a§| framework of the approach of Elad([1]), as this is one of
a post-processing procedure for K-SVD. Due to the excellentarting point of our work. First let the clean imagée writ-
work of K-SVD and the fact tha')’ —I°> can reconstructlost ten as a column vector of lengfii. Given fixed-size pathes

information quickly, this hybrid model lead to a new state-of- /;; » /i, we assume that all such patches in the clean im-

art denoising performance. agez admit a sparse representation. Addressing the denoising

Index Terms— Sparse representation, total variation, im-Problem as a sparse decomposition technique for each patch
age denoising , dictionary, K-SVD, post-processing leads to the following energy minimization problem:

1. INTRODUCTION {07, D,2} = arg_min |z —y[3+ D prigllaislo
g o7
In this paper, we consider the classic image denoising prob- 9
lem: an ideal image is observed in the presence of an addi- + Z IPai; — Rijzl. @
tive zero-mean Gaussian white noise of standard deviation ) o ) o
Thus the observed imaggis: In this equationz is the estimator of;, and the dictio-
naryD € R"*¥ is an estimator of the best dictionary which
y=x+b. (1) gives the sparsest representation of the patches in the restora-

tion image. The indice, j] mark the position of the patch in

Our task is to design an algorithm to remove the noiséhe image(representing it’s top-left corner). The binary matrix
from y, getting as close as possible to the original image R, ; of n x N extracts the squarg’n x /n patch of coordi-
and in the mean time, getting a better visual quality if that isnates[i, j] from the image represented by a column vector of
possible. size N. u, ; is hidden parameter which is decided implicitly

Recently, Michael Elad and Michal Aharon proposed arnby the method of solving the above equation.
image denoising method via sparse and redundant representa- The first term of the above equation demands a proximity
tions over learned dictionaries([1]). This leads to state-of-thdetweeni andy. The second and the third term both pose
art denoising performance. The importance of this methothe image prior. This regularization term assumes that good-
is that it can recover most of the information in the noisy im-behaved natural images are to have a sparse representation for
age while there is very little wash-out effect(especially for theevery patch, and from every position in the image, over the
face region of image Barbara). That's to say, it is able to avoidearned dictionaryD. The second term ensures the sparsest
the shortcoming of most total variatioli'{’) based denoising representation, and the third term forces the consistency of
method. the decomposition.



1.2. TV — [* Algorithm for Denoising

Our second starting point is the works of ([3]). They investi- Da; i — Ry ;x| + BTV () + ((x — .
gate the solution provided by the following model: ZZJ.:H N golz + ATV (@) sz erllz=2.9)

€Dy
I ©)
{ minimize TV (z) @3) Now in the new Eq.5, the first three terms are just the same
under the constraift — y|jpg,cc < 7 as the Eq.2 and the last two are from Eq.3. The téi(z)
where||.||p,,~ is defined by forces the estimator imageto be total variation limited and
> e, ¢r({z —y,v)) makes the energy of residual— y
12l Do,00 = sup | (2,9} ], on the special interesting direction no higher thawith all

YeD . .
’ these constraints, better result is expected.
for a finite dictionaryD, ¢ R and the choice of depends

on the noise levet. For an explicitly definition of discrete de-
finition of T’V of imagez, please see [3] and references cited

therein. Typical choice dD, is but not limited to waveletba- 1, approximate a solution for Eq.5, we first use the K-SVD

sis, wavelet packets, t.ranslate—invariqnt Gabpr dictionary %rocedure of ([1]) to minimize (2) and later we use another
translate of small special patches. Using the idea of penalizg-y, jteration to minimize the last two terms. Basically, this

tion, (3) is solved by minimizing the unconstrained energy  4iqorithm can also be regarded as initialization with K-SVD
result and ther¥’V-iterations as post-processing procedure.
& =argminTV (z) + 7 Z or(lz—y, b)),  (4) We present the details_ irj Table 1. .
z VeDo In the above denoising procedure, follow with ([1]), we
assume that is known and then we set = 10, A = 30/0,
) C = 1.15 (another choice i8.93 which is based on Rayleigh
pr(t) = (sup(|t| = 7,0))7, law, see ([2])). As our algorithm only dependsph3,we can
and for a large numbey. This model assumes the original fix 3 as1.0. Being a penalization parameter,the typical choice
imagez has small total variation and forces the residualy ~ of v is betweerf999 and999999. = = 3.5¢0 is empirically
to be smaller tham in every special directiow € Dy. This  from ([3]). We discuss a little about the choicefof
leads to an efficient restoration method which preserves edges After K-SVD procedure, we can already get a fairly good
and texture very well and has little checkboard effect. estimatorz. Now if we aim to obtain an estimatdrwhich is
Now before presentation of our new hybrid model, let'sas near as possible to the original image, i.e. we need a higher
do some comparisons for these two models. Comparing t&SN R,we can stop th&'V iteration when:
TV — [*° model, K-SVD model gives highePSNR and
has very few washout effect, especially for the face region of

Barbara; comparing to K-SVD modellV’ — > model has  Tpjs js not strange, when the estimator is near the original

more chance of avoiding the checkboard effect: Both methoqﬁqage’ the higher th&V", the higher possibility of presence
can recover most part of the texture and sometime they can bg recovered structures, then the higher (&N R. Typical
regarded as complementary. And Do NOT forget that bothngice isk = 2 or 3.

methods use energy-minimization idea. So why not combine  op the other side, if we want better visual quality (less

these two?! artifact, better texture, better structure), we can iterate more
This will lead to our new approach. . (but not too much else this will cause wash out effect)to get
Meanwhile, we should point out that incorpordt® into 5 smaller7'V. But in the same time, we should note that this

sparse representation is not a totally new idea. In fact, thg surely makeP SN R a slightly lower. Our tests show that
authors of [5] have considered similar model together withpis timek = 15is a good choice.

special choosing dictionaries which leads to an efficient im-
age decomposition method.

3. NUMERICAL ASPECTS

with

e TV (%) reaches its top

4. EXPERIMENTS RESULTS

2. TV-SPARSEST HYBRID MODEL We report our experiments for = 20, 30 on Barbara image.

_ . As the same in [1], we assume thatis already known or
From the above discussion, we now propose our new approagly, 4 he estimated from elsewhere. We use Gabor dictionary

!n order to solve the_ dgno.ising task, we try to use the fOHOW'(Gabor Il of ([3]), large size), as we think that this one can

ing new energy minimization problem: recover better high-frequency information which has higher

possibility than low-frequency to have been lost during the

{07y, D2} =arg min Az —yl3+ ) pijllailo+ — KSVD procedure. The sum of FFT of the 145 filters in this
yig

i dictionary is shown as Fig.1.



Task: Denoise a given imagg from Gaussian noise g
standard deviation via solve Equation (5).
Parameters n-block size, K-size of first dictionary,
J-number of K-SVD iterations\-Lagrange multiplier,
C-noise gain, S-penalization parameter fof'V, ~-
penalization parameter for special direction of resid
x — y, k-number of 'V iterations.

1. Setz = y, D=overcomplete DCT dictionary.
2. Repeat/ times:

e Sparse Coding Stage:

sentation vectors; ; for every fixed patchi; ;z,
by approximating the solution of

min [|a; ;|0 subject to] R;;& —Da; |3 < (Co)?.
7

e Dictionary Update Stage:

For each columi=1,2,...,kin D, update it by

- Find the set of patches that use this atam~=
{4, g)ai (1) # 0}

Find every index, j) € w;, compute its repre
sentation error

L
€ ;= Riji; — E dmai, j(m
m##l

- Set E; as the matrix whose columns a
{eéﬁj}(i)j)ewl

- Apply SVD decompositionE; = UAVT,
Choose the updated dictionary colurinto
be the first column ot/. Update the coeffi-
cient values{a; ;(1)};,; € w; to be entries of
V multiplied by A(1, 1).

3. Set:

#=\+Y RIR;)7'Oy+ > R Do)

5 ,J
4. Repeat times:

e Calculate direction of gradient:

PRCACE

$€Do

Vi y

vl " B

w = div(

- Y ¢>)1/)

e Find the optimal step :

tfargmm,BTV )+ Z or((T —y,v))
YEDy

e Updatez:

T =14 tw.

ual

Use OMP pursuit algorithm to compute the repte-

re

Table 1. General form of the algorithms: is known. Step

1

Fig. 1. Sum of Fourier transforms of the 145 filters in the
Gabor Il dictionary(big size). Thisimage is larger size version
of Bottom-Right of Fig.1 in [3].
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Fig. 2. The relationshig — TV (&) andk — PSN R(i) where
k is theT'V iteration number of Table 1. Note that= 0 is
result of K-SVD of Elad.

4.1. Noise level o = 20.

Our first experiment is to denoise the Barbara image with
noise levelr = 20, the PS N R of noisy image i22.0977.

Fig.2 shows the relationship betweE# () andPSN R(z)
with the iteration numbet in the main algorithm (see step 4
of Table 1). This Fig. tells us that after abaubr 3 TV it-
eration, TV (&) and PSN R(Z) reach their tops at the same
time. So if we aim to get a highd?SN R denoising result,
we should stop at the iteration wheéfé’ () reaches its top.

For out experiment, the higheBtS N R is 30.9376 of our
new approach wheh = 2, this is a slightly higher than K-
SVD of Elad 80.8113) which claimed state-of-art denoising
performance and much higher than the classical Rudin-Osher-
Fatemi method24.6759).

Meanwhile, if we want to a better visual quality, we can
continue th&'V iteration andc = 10to 15 is a typical choice.
Fig.3 displays a slice of left-bottom part of the Barbara with
k = 15 from which we clearly know our approach is more
effective.

4.2. Noise level o = 30.

In our experiment, whes = 30 the PSN R of the slice is
18.5448. Fig.4 shows the result for the same slice as Fig.3.

to 4 is typical K-SVD procedure([1]) to minimize (2). This al-
gorithms can be regarded as initialization with K-SVD result
and then &'V -iteration as post-processing.



Fig. 3. Denoising al28 x 128 slice of Barbara. From Leftto Fig. 4. Denoising the same slice of Barbara as Fig.3. From
right and from top to bottom: Noisy image(= 20), PSNR Left to right and from top to bottom: Noisy( = 30),
22.0896; Rudin-Osher-Fatemi, PSNR 24.2663); K-SVD ofPSNR 18.5448;Rudin-Osher-Fatemi, PSNR 23.4331; K-SVD
Elad, PSNR 28.9013; Our new approach,PSNR 29.1148. of Elad, PSNR 26.4467;0ur new approach,PSNR 27.032.

From this Fig. we obviously see that our new approach pelACKNowledgement
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of Elad fail to recover the texture of tablecloths on the desk,| he author would like to thank for Professeur M. Elad for his
while our approach still can recover most of the information 9réat help.
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