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Abstract: This paper focuses on chaos synchronization. The history of this famous
problem is traced from an automatic control point of view. First, it is recalled
the two synchronization schemes introduced by Pecora and Carroll in 1990
called heterogeneous and homogeneous driving. Then, it is described how chaos
synchronization has turned into an observer design problem during the years 1997s.
Finally, the interest of the authors of this paper to a special class of observers,
named polytopic observers is motivated.

1. INTRODUCTION

In control theory, as far as chaos is concerned,
people are interested in two major problems: con-
trol of chaos for which a survey is proposed in
(Fradkov and Evans, 2002) and synchronization
of chaos. This paper should not be considered as
an exhaustif survey paper but it aims at tracing
the history of the famous problem known as chaos
synchronization frequently encountered in chaos
based encryption/decryption techniques. In the
years 1990, works of Hubler have been shown that
driving systems with aperiodic signals could in-
duce some interesting behaviors like nonlinear res-
onances or stimulation of particular modes. The
idea of using a special aperiodic signal, namely a
chaotic signal, to drive a nonlinear system orig-
inates from the pioneering works of (Pecora and
Carroll, 1990) (Pecora and Carroll, 1991). Their
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works focused on a special configuration involv-
ing two systems coupled so that behavior of the
second is dependent on the behavior of the first,
but conversely, the first is not influenced by the
behavior of the second. The first system produc-
ing the chaotic signal is called the drive system.
The second system forced by the chaotic signal,
also called driving signal is named the response.
Such a driving is often referred to as unidirec-
tional coupling and distinguishes from the bidi-
rectional coupling. Under suitable conditions, the
response exhibits a chaotic regime synchronized
with the drive. Such a fact is known as chaos
synchronization. There exist several definitions of
synchronization, see (Blekhman et al., 1997), but
we can consider that synchronization between two
systems is characterized by coincident temporal
behaviors.

Chaos synchronization appears as an amazing
phenomena since, at first glance, it would be rea-
sonable that two chaotic systems, due to the prop-
erty of sensitive dependence on initial conditions,
would defy synchronization. Such a paradox has
stimulated the researchers for a large decade.



In 1997, several papers (Nijmeijer and Mareels,
1997)(Itoh et al., 1997)(Millerioux, 1997)(Grassi
and Mascolo, 1997) have brought out a connection
between the chaos synchronization problem and
the design of observers, an issue borrowed from
the control theory. Indeed, it has been shown
that the problem of achieving a synchronization
between a drive chaotic system and a response
system through a unidirectional coupling is highly
connected to a state reconstruction issue. As a
matter of fact, since 1999, the chaos synchroniza-
tion problem has really entered the control scene
and has become a popular open problem from the
control theory point of view (Blondel et al., 1999).

General state reconstruction approaches have
been presented in the literature. Relative recent
results on observer-based methods can be found
in (Cruz and Nijmeijer, 2000) for the Extended
Kalman Filters, in (Huijberts et al., 2001) for ob-
servers with linearizable dynamics, in (Pogromsky
and Nijmeijer, 1998) for observers derived from
the concept of absolute stability , in (Sira-ramirez
and Cruz-hernandez, 2001) for observers dedi-
cated to systems having a Generalized Hamil-
tonian Forms, in (Boutat-Baddas et al., 2004)
for sliding mode observers dedicated to systems
which are not linearizable by output injection
and with observability bifurcation. However, they
don’t really take into account the specificity of the
chaotic motion. And yet, one of the interesting
specificities is that the state vector of a chaotic
system lies in a compact set which has a special
structure. As a result, given a chaotic attractor,
the state vector is bounded and the bounds can
be componentwise a priori known. Such a fact
has been taken into consideration through the
concept of polytopic observer during the year 2003
(Millerioux and Daafouz, 2003).

The content of the paper is the following. The
Section 2 gives some basic backgrounds on chaotic
systems. Section 3 recalls the different configura-
tions encountered in (Pecora and Carroll, 1991)
wherein the authors address the chaos synchro-
nization problem (year 1991). The distinct issues
to be solved when tackling such a problem are
formulated. Then, it is shown how this formula-
tion has turned into an observer design problem
(years 1997s). Finally, in Section 4, the special
class of observers called polytopic observers and
introduced in (Millerioux and Daafouz, 2003) in
the year 2003 is presented. The interest of using
such a class in the context of the chaos synchro-
nization problem is highlighted.

2. DEFINING CHAOS

Autonomous discrete-time nonlinear dynamics
also called maps can be written in the explicit

form :

xk+1 = f(xk), x(k = 0) = x0 (1)

n corresponds to the dimension of the system,
xk ∈ R

n is the state vector,
Those systems are called autonomous since the
discrete time k does not appear explicitly in the
equation (1). Conversely, if k appears explicitly,
the system is said to be non autonomous.

The solution of (1) from the initial condition x0,
is a sequence of points called iterated sequence,
or discrete phase trajectory, or orbit. The explicit
solution denoted x(k, x0) of (1) can generally
not be expressed in terms of known elementary
and transcendental functions but actually, we are
only interested in the steady-states the iterated
sequence may reach. They can be more or less
complex, here are the most often encountered.

Equilibrium point: An equilibrium point (also
called fixed point) is characterized by xk+1 =
xk = x∗ ∀k > k0

Periodic orbit of order K: A periodic orbit
of order K (also called cycle of finite period K)
obeys xk+K = xk and xk+K′ 6= xk ∀k > k0 with
K ′ < K

Chaotic orbit: A chaotic orbit can be viewed
in some sense as an infinite period trajectory and
thus obeys xk+K 6= xK ∀k > k0 and ∀K, xk is
bounded.

This definition is not sufficient to really charac-
terizing chaos. As a matter of fact, it should be
observed that the word “chaos” has not exactly
the same meaning everywhere. A first definition,
cited in (Mira, 1987), has been given in 1950. This
definition states that chaos is related to the exis-
tence of infinite sequences, each of them having an
infinite number of unstable cycles and their limit
points when the period tends toward infinity. It
follows that the state space has some singularities
with fractal structure inducing a sensitivity with
respect to initial conditions.

A more formal definition is due to Devaney
(Devaney, 1989). Let (M,d) denote a compact
metric space, and let f : M → M be a continuous
map.

Definition 1. The discrete dynamical system (1)
is said to be chaotic if the following conditions are
fulfilled:
(C1) (Sensitive dependence on initial conditions)
There exists a quantity ε > 0 such that for any
x0 ∈ M and any δ > 0, there exists a point
y0 ∈ M with d(x0, y0) < δ and an integer k ≥ 0
such that d(xk, yk) ≥ ε;
(C2) (One-sided topological transitivity) There
exists some x0 ∈ M with (xk)k≥0 dense in M ;



(C3) (Density of periodic points) The set D =
{x0 ∈ M ; ∃k > 0, xk = x0} is dense in M .

Chaotic orbits give rise in the phase space to
fractal structures called strange attractors. They
can be characterized by some numerical quantities
as the dimension, the entropy or the Lyapunov
Exponents (LE). LE are particularily interesting
because we can derive some dimension and en-
tropy measures.

Let M ⊂ R
n denote a compact manifold and let

f : M → M be a differentiable map. Let fk

denote the function resulting from k compositions

of f with itself, let Dxf = (∂fi/∂x
(j)
k )ij be the

Jacobean of f , the Jacobean of fk is denoted
Dxfk = Dfk−1(xk)f ·Dfk−2(xk)f) . . . Df(xk)f ·Dxf

and the adjoint of Dxfk is denoted Dxfk∗.

The Lyapunov Exponents are defined as the loga-
rithm of the eigenvalues of the following quantity :

Λx = lim
k→+∞

(Dxfk∗ · Dxfk)1/2k

They capture the asymptotic behavior of the
derivative along almost every orbit. When they
are positive, the Lyapunov Exponents indicate ex-
pansion in some direction whereas when they are
negative, they indicate contraction in some other
direction. When a chaotic systems has at least two
positive Lyapunov exponents, it is referred to as
hyperchaotic.

Now, define a splitting of M induced by R
l×R

n−l.
The Conditional Lyapunov Exponents are defined
as the logarithm of the eigenvalues of the two
following quantities :

Λx,l = lim
k→+∞

(Dx,lf
k∗ · Dx,lf

k)1/2k

Λx,n−l = lim
k→+∞

(Dx,n−lf
k∗ · Dx,n−lf

k)1/2k

where Dx,lf
k and Dx,n−lf

k are the l × l and
(n−l)×(n−l) diagonal blocks of the full Jacobian
Dxfk.
The existence of these limits, for almost all
xk ∈ M , is discussed in (Osedelec, 1968)(Mendes,
1998).

3. FROM THE GENESIS TO THE
OBSERVER CONFIGURATION

This section recalls the genesis of the chaos syn-
chronization problem highlighted in (Pecora and
Carroll, 1991). Two configurations are distin-
guished: the heterogeneous and the homogeneous
driving.

3.1 Heterogeneous driving

Let us consider the chaotic dynamical system (1),
called drive, partitioned in two subsystems g1

et g2 as follows:
{

wk+1 = g1(wk, vk)
vk+1 = g2(wk, vk)

(2)

with dim wk = n−m and dim vk = m. The vector
vk consists of the driving signal. Heterogeneous
driving corresponds to the situation when vk

forces a second system called response governed
by:

zk+1 = r(zk, vk) (3)

with dim zk = p. It may correspond to a pendu-
lum (response) forced by a signal emanating from
a chaotic oscillator (drive).

DRIVE RESPONSE

vk

zk+1 = r(zk, vk)

{

wk+1 = g1(wk, vk)
vk+1 = g1(wk, vk)

Fig. 1. Heterogeneous driving

In (Pecora and Carroll, 1991), the authors arises
the question whether the response exhibits a sta-
ble chaotic behavior. Assuming that the response
is actually chaotic, Pecora et Carroll suggest to
investigate such an issue through the variational
equation:

∆zk+1 = r(z′k, vk) − r(zk, vk) (4)

Assuming that z′k − zk is small, (4) can be rewrit-
ten :

∆zk+1 = Dzr∆zk (5)

where Dzr stands for the Jacobean of r with
respect to zk.
The (at least) local stability of the response means
that two distinct trajectories of (3), starting at
distinct but nearby initial conditions z0 and z′0
will converge one to the other. It is well known
that the stability of a nonlinear system behaving
close to its equilibrium point can be assessed by
examining the corresponding Jacobean matrix.
The convergence of any trajectory to this point
can be proved by considering its eigenvalues since
in such a situation, they are constant. On the
other hand, the Jacobean is no longer constant
but time-varying when the system is chaotic. As
a result, examining the eigenvalues is no longer
a valid procedure. A solution to this problem is
to resort to the computation of the Lyapunov
exponents since they extend the notion of eigen-
values. The problem arising here lies in that the
dynamics of the response not only depends on



zk but on an external value vk too. As a re-
sult, the Conditional Lyapunov Exponents (CLE)
are more suited. Their computation requires the
knowledge of the Jacobean derived from the full
system drive-response (2)-(3). Then, the CLE are
the Lyapounov Exponents of the diagonal blocks
associated to the response state variables.

A necessary condition for the response to be stable
is that all the CLE are negative. Sufficiency is not
guaranteed because the Lyapunov Exponents are
some quantities which are obtained by lineariza-
tion along the trajectory of the response. It’s a
local concept which does not provide any infor-
mation on the admissible initializations ensuring
a stable behavior. Furthermore, if several chaotic
regimes coexist in the phase space, the regime
exhibited by the response may not be identical
to the drive one.

3.2 Homogeneous driving

In (Pecora and Carroll, 1991), the authors inves-
tigate the simplified problem when r = g1 and
p = n − m, that is when the response is a replica
of one of the subsystem of the drive (Fig. 2). It is
then described by:

zk+1 = g1(zk, vk) (6)

DRIVE RESPONSE

vk

zk+1 = g2(zk, vk)

{

wk+1 = g1(wk, vk)
vk+1 = g2(wk, vk)

Fig. 2. Homogeneous driving

Such a configuration corresponds to a so-called
homogeneous driving. Similar to the heterogeneous
driving, the (at least) local stability of the re-
sponse means that two distinct trajectories of (6),
starting at distinct but nearby initial conditions
z0 and z′0, will converge one to the other. The
signal vk forcing both the subsystem g1 of (2)
and the response (6), stability means that, for
zk belonging to an non empty set U ⊆ R

n, the
following equality can hold :

lim
k→∞

‖zk − wk‖ = 0 (7)

Unlike the heterogeneous driving, (2) and (6) are
ensured to exhibit the same chaotic behavior. We
say that they are synchronized.

The problem of chaos synchronization with homo-
geneous driving can be summed up in the follow-
ing issue :

Issue 1

a) finding out a partitioning g1, g2 of the drive
b) finding out a driving signal vk

c) finding out a set U of suitable initial condi-
tions for the response

in order to ensure the synchronization (7).

Some additional issues may be investigated:

d) what is the impact of some disturbances
acting on the drive or on the driving signal ?

e) what is the impact of some parameters mis-
match between the drive and the response ?

It is worth emphsizing that state reconstruction,
an issue we usually have to face in control theory,
consists in estimating the non accessible state
variables through the available data, say the out-
put of the system. As a result, a key point is
that, whenever the response (6) guarantees (7),
we can consider that it acts as an observer. The
available data correspond to the vk’s of the driv-
ing signal while zk “mirrors” the behavior of the
non accessible variable wk of the drive. In 1997,
several papers (Nijmeijer and Mareels, 1997)(Itoh
et al., 1997)(Millerioux, 1997)(Grassi and Mas-
colo, 1997) have brought out a connection between
the chaos synchronization formulated as in the Is-
sue 1 and the design of observers, The next section
aims at detailing such an observer approach.

3.3 The observer approach

Based on the previous central consideration, the
formulation of the chaos synchronization issue
has been converted into the following terms. Let
us consider a nonlinear autonomous system de-
scribed by

{

xk+1 = f(xk)
yk = h(xk)

(8)

with dim xk = n and dim yk = m. Assume that
(8) exhibits a chaotic behavior. For reconstructing
the state xk of this system, a general structure can
be suggested :

{

x̂k+1 = f̃(x̂k) + l(yk, x̂k)
ŷk = h(x̂k)

(9)

with l a function to be specified in order to
achieve:

lim
k→∞

‖Txk − x̂k‖ = 0 ∀x̂0 ∈ U (10)

where U is a non empty set of initial conditions.
T is a constant matrix of appropriate dimension.
If only a part of xk are reconstructed, (9) is a
reduced observer. If all the components of xk are
reconstructed, T is the identity matrix.

The drive-response setup is called observer config-
uration with driving signal yk (Fig. 3). Most often,



DRIVE RESPONSE: observer

yk = Cxk

x̂k+1 = f(x̂k)

+l(yk − Cx̂k)
xk+1 = f(xk)

Fig. 3. Observer configuration

the output equation is linear and reads ŷk = Cx̂k.
The special setting C = [0 1m] would correspond
to the fact that the driving signal is a subvector
of xk. The setting f̃ = g2, l = 0, dim x̂k = n − m
and T = [ 1n−m 0] corresponds to an homoge-
neous driving. Others settings correspond to an
heterogeneous driving with r(x̂k, yk) = f̃(x̂k) +
l(yk, x̂k). As a consequence, we can claim that the
observer configuration is generic and includes the
two configurations first introduced by Pecora and
Carroll. The Issue 1 turns into:

Issue 1’

a) finding out a function l and f̃
b) finding out an output yk (or a matrix C)
c) finding out a set U of suitable initial condi-

tions x̂0 for the observer

in order to ensure the synchronization (10).

The issue a) often reduces to checking for a special
function of the form l(yk, x̂k) = L(yk−Cx̂k), with
L called the gain matrix while f̃ = f . The matrix
L may be either constant or time-varying. When
U = R

n, the synchronization is said to be global.

4. POLYTOPIC OBSERVERS

The concept of polytopic observers has been mo-
tivated in the introduction. The key idea is based
on the consideration that a broad class of chaotic
systems (8) can admit an equivalent convexified
form, that can be rewritten:

{

xk+1 = A(ρk)xk + E(yk)
yk = Cxk

(11)

with

A(ρk) =
N

∑

i=1

ξ
(i)
k (ρk)Āi, ρk = Ψ(xk) (12)

Ψ being an adequate function rendering ρk avail-
able from the output yk of the system. The vec-
tor ξk belongs to the compact set S = {µk ∈

R
N , µk = (µ

(1)
k , . . . , µ

(N)
k )T , µ

(i)
k ≥ 0 ∀i and

∑N
i=1 µ

(i)
k = 1}. Owing to the convexity of S,

the whole set of matrices Āi defines a polytope,
denoted DA, with corresponding convex hull de-
noted CoA{Ā1, . . . , ĀN}. The Āi’s are constant
matrices and are named vertices. In (Millerioux
et al., 2005), the conditions under which such
a rewriting is possible are provided along with

the computational aspects for finding out the
Āi’s. Therein, it is explained why (11) includes
piecewise linear maps, Lur’e systems and most
of chaotic systems with polynomial nonlinearities
such as the Logistic map, the Henon map, the
Mandelbrot map.

For the reconstruction of the state xk, the follow-
ing observer can be suggested :
{

x̂k+1 = A(ρk)x̂k + E(yk) + L(ρk)(yk − ŷk)
ŷk = Cx̂k

(13)
where L is a time-varying gain, depending on
the available time-varying parameter ρk. It it is
straightforward to show that the state reconstruc-

tion error εk
4
= xk − x̂k obtained from (11) and

(13) is governed by :

εk+1 = (A(ρk) − L(ρk)C)εk (14)

As a result, the dynamics of the state recon-
struction is linear in εk but is time-varying since
the matrices depend on the parameter ρk. Thus,
(14) can be viewed as a special Linear Parameter
Varying (LPV) system whose global stability has
to be ensured. The gain L is suggested to obey :

L(ρk) =

N
∑

i=1

ξ
(i)
k (ρk)L̄i (15)

with the ξk’s having to coincide with the ones
involved in the polytopic decomposition (12) (this
constraint can be always fulfilled since ξk depends
on ρk which is on-line available). (15) means that
L is enforced to take values in a polytope DL with
convex hull CoL{L̄1, . . . , L̄N}, the L̄i’s having to
be determined. Expressing L like (15) and using
(12) causes (14) to turn into :

εk+1 =

N
∑

i=1

ξ
(i)
k (Āi − L̄iC)εk (16)

which represents the dynamics of a system having
a polytopic form.

Theorem 1. ((Millerioux and Daafouz, 2003))
System (16) converges globally toward zero if
there exist some symmetric matrices Pi, matri-
ces Gi and Fi such that, ∀(i, j) ∈ {1, . . . , N} ×
{1, . . . , N}, the following set of Linear Matrix In-
equalities is feasible

[

Pi (•)T

GiĀi − FiC Gi + GT
i − Pj

]

> 0 (17)

and L(ρk) =
∑N

i=1 ξ
(i)
k L̄i with L̄i = G−1

i Fi

It can be shown that the time-varying gain

L(ρk) =
∑N

i=1 ξ
(i)
k L̄i with L̄i = G−1

i Fi ensures
the existence of a Lyapunov function V : R

n ×
R

N → R
+, defined by V (εk, ξk) = εT

k Pkεk with



Pk =
∑N

i=1 ξ
(i)
k Pi and ξk ∈ S, called poly-

quadratic Lyapunov function which fulfills :

V (εk+1, ξk+1) − V (εk, ξk) < 0 ∀ξk ∈ S (18)

Eq. (18) is equivalent to the poly-quadratic stabil-
ity of (16) and is sufficient for global asymptotic
stability.

To conclude, the observer approach associated
with the convexified form makes possible to han-
dle the chaos synchronization problem formulated
in the Issue 1’ in a systematic and tractable way
and is summed up in the following points:

a) l(yk, x̂k) = L(yk − Cx̂k) with L computed
from the solutions of (17), f̃ = f

b) yk = Cxk with C such that (17) is feasible
c) the set U of admissible initial conditions x̂0

is U = R
n since the convergence is global

5. CONCLUSION

Since the work of (M. et al., 1993), there has
been tremendous interest in using chaos synchro-
nization for the purpose of secure communication.
Various chaotic cryptosystems have been pro-
posed and several methods for hiding an informa-
tion have been suggested. Chaos synchronization
using the polytopic approach has been extended
in this context. An efficient encryption/decryption
setup can resort to unknown input polytopic ob-
servers, the information to be encrypted acting as
the unknown input.
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