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[1] The equivalent source dipole technique is used to model the three components of
the Martian lithospheric magnetic field. We use magnetic field measurements made on
board the Mars Global Surveyor spacecraft. Different input dipole meshes are presented
and evaluated. Because there is no global, Earth-like, inducing magnetic field, the
magnetization directions are solved for together with the magnetization intensity. A first
class of models is computed using either low-altitude or high-altitude measurements,
giving some statistical information about the depth of the dipoles. Then, a second class of
models is derived on the basis of measurements made between 80 and 430 km altitude.
The 4840 dipoles are placed 20 km below the surface, with a mean spacing of 2.92�
(173 km). Residual rms values between observations and predictions are as low as 15 nT
for the total field, with associated correlation coefficient equal to 0.97. The resulting
model is used to predict the magnetic field at 200-km constant altitude. We present the
maps of the magnetic field and of the magnetization. Downward continuation of a
spherical harmonic model derived from our equivalent source solution suggests that
intermediate-scale lithospheric fields at the surface probably exceed 5000 nT. Given an
assumed 40-km-thick magnetized layer, with a mean volume per dipole equal to
3.6.106 km3, the magnetization components range between ±12 A/m. We also present
apparent correlations between some impact craters (�300-km diameter) and magnetization
contrasts. Finally, we discuss the implications of the directional information and possible
magnetic carriers. INDEX TERMS: 6225 Planetology: Solar System Objects: Mars; 5440 Planetology:

Solid Surface Planets: Magnetic fields and magnetism; 5455 Planetology: Solid Surface Planets: Origin

and evolution; KEYWORDS: Mars, magnetic field, magnetic anomalies, equivalent sources, magnetization
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1. Introduction

[2] Prior to the launch of Mars Global Surveyor (MGS) in
1996, the magnetic field of Mars was poorly known, and its
origin was controversial. Previous spacecraft missions only
gave an upper limit on the magnetic moment of the planet.
Trotignon et al. [1993] gave a value of 2.1012 T.m3, to be
compared to the Earth’s magnetic moment of 8.1015 T.m3.
The low altitude magnetic measurements of MGS were thus
eagerly awaited.
[3] MGS carries two triaxial fluxgate magnetometers,

identical to the magnetic field experiment on board the
Mars Observer mission [Acuña et al., 1992]. This config-
uration provides a way to deduce and remove the space-
craft-generated magnetic fields. The field measurements

used in this study have had static and dynamic spacecraft
fields removed [Acuña et al., 2001].
[4] The main objective of the MGS magnetic experiment

was to determine the nature of the magnetic field of Mars.
This goal requires models and maps to be computed, with
resolution in accordance with the satellite altitude and orbit.
First attempts to describe and interpret Mars’ magnetic
field [Acuña et al., 1999; Connerney et al., 1999] were
limited because of the wide range of the measurement
altitude (from 90 to 200 km above the reference radius
3393.5 km). The altitude is indeed a key factor in deter-
mining the intensity of the magnetization, since the mag-
netic sources are close to the surface [Stevenson, 2001]. It
is thus necessary to have maps of magnetic components
(measurements or predicted by a model) at a constant
altitude over the sphere, so that the anomalies can be
laterally characterized. It is also crucial to be able to
downward or upward continue such maps. Having multiple
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altitude coverage greatly helps to characterize the proper-
ties of the magnetized bodies.
[5] More recent attempts to model the magnetic field of

Mars were done, using different techniques and data sets.
Purucker et al. [2000] used low altitude, purely radial,
preliminary binned, MGS magnetic observations to produce
a constant altitude map of the magnetic field, using an
equivalent source approach. Other studies dealt with the
commonly used (for the Earth’s magnetic field) spherical
harmonic method [Gauss, 1839]. Arkani-Hamed [2001a]
used three components of the same low-altitude observations
to produce a spherical harmonicmodel up to degree and order
50. This model was later updated [Arkani-Hamed, 2002],
using both low- and high-altitude measurements. Using the
same kind of data, Cain et al. [2003] derived another
spherical harmonic model, but up to degree and order 90.
[6] In this study, we extend the work of Purucker et al.

[2000], by introducing the three components of both the
magnetic observations and those of the equivalent sources.
When dealing with the Earth’s magnetic field, spherical
harmonic analysis is usually the technique of choice for
representing the large core field, while equivalent source
dipoles are largely used for lithospheric field representations
[Langel and Hinze, 1998]. There are several reasons for
this. First, spherical harmonic analysis is computationally
more demanding for the high degree solutions needed to
fully represent the lithospheric field, even if models based
on satellite data (MAGSAT, Ørsted and CHAMP) take into
account the lithospheric field [Cain et al., 1989; Langlais et
al., 2003; Maus et al., 2002]. Second, the MGS magnetic
measurements were acquired between 80 and 450 km
altitude, with an uneven data geographical distribution and
with an estimated accuracy of 3 nT [Acuña et al., 1998].
Spherical harmonic analysis is efficient, provided there
exists an almost constant geographical coverage, with a
reasonable data accuracy. Following Schmitz et al. [1989],
noise associated with data acquired at or near a 400-km
spherical shell, on a 2� or 3� side equiangular grid, must be
lower than 2 nT to compute Gauss coefficients that are be
reliable up to degree 44 (even down to 30–35 in the
conservative case). In contrast, the equivalent source dipoles
approach is less sensitive to geographical data distribution.
Furthermore it is capable of providing insight into the
magnetization directions in the source region.
[7] The main objective of this study is to provide a new

model of the Martian magnetic field. This model is designed
to be used for predictions of the three components of the
Martian magnetic field at altitudes ranging between 173 km,
the mean horizontal resolution of our model, and 430 km, the
maximum altitude of the MGS measurements we used in our
model. This new discrete magnetization model is the first
global model that can explain the magnetic field measure-
ments in terms of possible lithospheric sources, despite the
non-uniqueness of the solution; one can in particular add any
magnetization distribution that does not produce a magnetic
field outside the source region [Runcorn, 1975]. Indeed,
other models are either description of the field expressed
on a spherical harmonic basis [Arkani-Hamed, 2002; Cain et
al., 2003] or incomplete and physically meaningless equiv-
alent source approaches (Purucker et al. [2000] used only
radial dipoles to produce a constant altitude map of the radial
magnetic field).

[8] In the following we review our basic modeling
methods. We then introduce the low-altitude and high-
altitude data sets, which are used to produce independent
models, and compared for consistency. We then compute a
global magnetization model. We predict the magnetic field
at a constant altitude of 200 km and discuss its morphology.
We then extend the discussion to some particular outputs of
our model, such as the relatively weak magnetization over
large craters (�300 km diameter), and the possible magnetic
carriers.

2. Data

[9] A review of MGS design and science objectives can
be found in Albee et al. [2001]. We therefore briefly recall
what is relevant here. MGS was launched on November 7th,
1996. It reached Mars’ environment and was inserted into
orbit on September 11th, 1997. Three phases were initially
planned. The first phase was AeroBraking (AB), during
which the satellite was slowed and the orbit evolved from
highly elliptical to almost circular. After a six-month AB
phase the Mapping Orbit (MO) was scheduled to begin.
However, because a problem occurred during the deploy-
ment of one of the solar panels, the circularization of the
orbit had to be slowed [Albee et al., 1998]. The AB phase
was split into two distinct phases (AB1 and AB2, lasting 7
and 5 months each, respectively), separated by a six-month
interval (in order to allow the orbit to drift into the proper
position with respect to the Sun), during which scientific
instruments were turned on. This phase was called the
Science Phasing Orbit (SPO). The orbit during this SPO
phase was elliptical, with periapsis as low as 80 km with
respect to the reference radius of 3393.5 km. Following the
AB2 phase, MGS entered the MO phase, where it has been
since March 1999. The final orbit is a 400-km, near-circular
orbit.
[10] In this study, we use the magnetic measurements made

available by the MAGnetometer/Electron Reflectometer
(MAG-ER) team, and distributed by the Planetary Plasma
Interactions Node of the UCLA Planetary Data System
(PDS). Magnetic data were expressed in a Cartesian, planet-
ocentric system and in a Cartesian, Sun-related system. We
used the first system to compute the position of the satellite
and the magnetic components in the spherical planetocentric
system, with radius r, colatitude q and longitude f. The
second system was used to determine whether the satellite
is in the sunlit or shadow side of Mars, supplemented with
solar panels outputs made available as part of the PDS set.
Measurements used in this study were acquired during the
AB1, SPO, AB2 and MO (during 1999) phases. We limited
the altitude of the AB and SPO measurements to 350 km,
while the one for the MO measurements was imposed by the
orbital parameters, between 360 and 440 km, with a periapsis
always located near the South Pole.
[11] The AB, SPO and MO data sets can be considered as

providing dual coverage of the Martian surface, one near
400 ± 30 km (MO data set), and the second near 200 ±
100 km (AB and SPO data sets). Unfortunately, the lowest
coverage is far from being complete. 62% of the 1� � 1�
bins below 300 km are filled, and only 48% of the bins
below 200 km are. Moreover, only 50% and 37%, respec-
tively, of those bins contain more than 2 observations.
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[12] The two raw data sets were processed to yield two
equiangular data sets. First, a night local time selection was
applied for the SPO and MO data sets in order to reduce the
external magnetic perturbations. Because of the orbital
parameters during the AB phases, 80% of the data were
from the dayside, and we chose to keep them. Second, we
looked for possible outliers in the measurements. These
outliers were identified by comparing the vertical magnetic
field measurements with those predicted by an earlier model
derived by Purucker et al. [2000]. All measurements with
associated absolute residuals larger than 50 nT (for the AB
and SPO data sets) were removed, corresponding to 0.1%
out of the 2.7 � 106 measurements. MO measurements
associated with residual magnitudes larger than 9 nT were
removed, corresponding to 12% out of 8.4 � 106 measure-
ments. However, because of their dense geographical dis-
tribution, the density of the final high-altitude data set was
not altered, although the number of measurements per bins
changed. Finally, we computed mean magnetic values in
each 1� � 1� � 10 km cell, obtaining 75380 binned values
for the MO data set, and 103996 for the AB and SPO data
sets (below 350 km altitude). When more than 2 measure-
ments were in a cell, an associated variance (with respect to
the mean value) was computed. For more than 50% of the
low-altitude cells, it was not possible to compute such a
variance.

3. Modeling

[13] The approach adopted here is the equivalent source
dipole technique, introduced by Mayhew [1979] for the
representation of satellite magnetic field data. Using as
input irregular and scattered magnetic measurements ac-
quired on local or global scales, we can use equivalent
dipoles to predict the magnetic measurements in a least-
squares fit. Considering the magnetic moment M of a dipole
located at (rd, qd, fd), the magnetic potential observed at
(r, q, f) is expressed as

V ¼ �M � r 1

l
ð1Þ

This relation is valid provided that there are no sources
between the dipole and the observation location. The distance
l between the dipole and the observation location is written

l ¼ r2d þ r2 � 2rdr cos zð Þ
� �1

2 ð2Þ

z being the angle between observation and dipole location:

cos zð Þ ¼ cos qð Þ cos qdð Þ þ sin qð Þ sin qdð Þ cos f� fdð Þ ð3Þ

[14] The resulting magnetic field ~B is written as

~B ¼ � ~rV ¼ � @

@r
;
@

r@q
;

@

r sinðqÞ@f

� �
V ð4Þ

[15] On the Earth, we generally suppose that the magne-
tization is aligned along the direction of the main field
[Purucker et al., 1996]. In this case, one looks only for the
dipole moment M of the anomaly, its three components are
written as (M sin I, M cos I cos D, M cos I sin D), I and D

being the inclination and the declination of the main
magnetic field. In the case of Mars, there is no main field
of core origin, hence no organizing magnetic field for
purposes of induction. Thus I and D can be considered
laterally uncorrelated on large length-scales.
[16] The only previous similar Martian study was made

using the vertical component of the low-altitude, uncali-
brated and pre-processed, magnetic field measurements, and
assumed vertical magnetizations [Purucker et al., 2000].
The present study differs from that one as we considered the
three components (Mr, Mq, Mf) of the magnetization, con-
strained by using all three components (Br, Bq, Bf) of the
magnetic field measurements acquired at both low- and
high-altitude. We used a least-square approach, by mini-
mizing the weighted root mean square difference between
measurements and predictions by the model. The weights
we used are the variances computed for each 1� � 1� �
10 km cell. We used a conjugate gradient iterative technique
to solve for the system. The complete expressions are given
in Appendix A.
[17] The magnetic anomaly as measured at one place is

the sum of the magnetic anomalies created by all dipoles,
but only those within a certain range contribute signifi-
cantly. Numerous tests performed by Purucker et al.
[1996] showed that this range can be confined to a
spherical volume of radius 1500 km. Although not used
in this study, another obvious advantage of this approach
compared to spherical harmonic analysis is that we can
consider either the global problem or a smaller area of the
planet, using the same method.

4. Input Dipole Meshes

[18] As the problem has a non-unique solution, one needs
to carefully select the modeling parameters. These can be
classified in two groups. The first group is the location of
the dipoles, whereas the second one is the magnetization
intensity and direction. The dipole locations are typically
placed a priori, as the non-linearity makes it difficult to
solve for all parameters at the same time.
[19] The dipole geographical distribution should be as

homogeneous as possible in order to minimize the sources
of instabilities [Covington, 1993], assuming the data distri-
bution is homogeneous (which is the case in this study).
Here an icosahedral discretization of the sphere [Vestine et
al., 1963] was chosen. To obtain such a distribution, one
first needs to project on the sphere twelve vertices: one at
the North Pole, five equiangular distributed points at 30�N
latitude, five others at 30�S latitude, and one at the South
Pole. These twelve points define a mesh of 20 equal
spherical triangles, bounded by thirty geodesic arcs. One
then can easily increase the discretization, by connecting
equi-distance points on the geodesic arcs, thus resulting in
smaller spherical triangles.
[20] In our computations, we used different levels of

refinement, by changing is, the number of points per arc
(there are is � 1 divisions per arc). In the following we will
refer to is as the dipole parameter. The relationship between
is and m, the number of dipoles located at the nodes of the
spherical triangles, is

m ¼ 10� is � 1ð Þ2þ 2 ð5Þ
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[21] For example, is = 20 results in 3612 dipoles, of which
we retained only 3610 within the ±88� latitude band (in order
to reflect the orbit inclination of MGS). To compute the
mean spacing, we divided the spherical surface area by the
number of dipoles, the square root of this value (the mean
surface) indicating the mean spacing, in this case 3.38�.
[22] We assumed the magnetization to be confined to a

40-km thick layer, consistent with previous studies. This
magnetic thickness is comparable to the inferred mean
crustal thickness of 
50 km [Zuber, 2001; Smith and Zuber,
2002]. A few previous studies dealt with estimates of
magnetic thickness. On the basis of the interpretation of
the energy spectrum of the Martian magnetic field, Voorhies
et al. [2002] give a value less than or equal to 50 km for the
magnetic thickness. By comparing magnetic measurements
made above the largest impact craters of Mars, Nimmo and
Gilmore [2001] give a mean magnetic thickness value of
35 km. The thickness, however, is not a crucial parameter,
as we have only access to the vertically integrated magne-
tization. The predicted magnetic field will be slightly
affected by this thickness. Instead, we varied h the depth
to the top of this layer, from +10 km (above the mean
3393.5-km-radius sphere) to �40 km (below). Although
having sources above the surface is not realistic, this choice
allows us to estimate the importance of this parameter with
regards to the fit to the data.

5. Modeling Results

[23] We computed magnetization models, using different
depths for the dipoles, and different resolutions for the
dipole meshes. In the following, models are denoted as
M[is]/[h]/[k], k being the kth iteration. M23/+00/10 then
refers to a dipole mesh with is = 23 (mean spacing = 2.72�),
located at the surface (+00 km), from which we retained the
10th iteration as the final solution. In each case, the
inversion was stopped after 100 iterations or when the
weighted residual rms values calculated after each iteration
did not decrease by more than 10�5 (whichever came first).
[24] We then predict the magnetic observation using each

iteration of each solution. Because of the non-uniqueness of
the solution, we tried to develop some objective criteria to
decide which solution should be considered the most
reliable. The criteria we chose are based on the evolution
of the standard deviation and correlation coefficients be-
tween observed and predicted magnetic measurements with
respect to the evolution of the extrema and root mean square
values of the magnetization components. We computed
residual rms values sC between observed and predicted
field components C, expressed as

sC ¼

Pn
i¼1

Cobs � Cmodð Þ2

n

2
664

3
775
1=2

ð6Þ

where Cobs and Cmod refer to the observed and predicted
values, respectively. The choice of this criteria is discussed
later.
[25] In the following, we first present magnetization

models derived from partial, altitude-dependent, data sets.
Indeed a very simple way to test our modeling assumptions
together with the magnetic measurements is to derive

magnetization models based on a fraction of the full data
set, and to use these resulting models to predict the unused
data. Then we introduce the global magnetization model.

5.1. Solutions Based on Partial Data Sets

[26] Using either the low-altitude, AB and SPO data sets,
or the high-altitude, MO data set, we computed magnetiza-
tion models using different input dipole mesh resolutions
and depths. These models (for all mesh resolutions, depths
and iterations) were then used to predict either the high-
altitude, MO data set, or the low-altitude, AB and SPO data
sets. In the following, these tests are referred as high-to-low
(MO-based models, AB and SPO predictions), high-to-high
(MO-based models, MO predictions), low-to-high (AB-,
SPO-based models, MO predictions), and low-to-low
(AB-, SPO-based models, AB and SPO predictions). Input
dipole meshes had parameters is ranging from 12 to 30 (or
from 5.83 to 2.21�), and dipole depths h from �40 to
+10 km, with a 10-km increment.
[27] Let us first consider the low-to-low and low-to-high

cases. Models are based on 49241 binned measurements,
located between 80- and 300-km altitude, with an uneven
geographical data coverage. There is a very fast conver-
gence between MO observations and MO predictions,
followed by a divergence starting after the 5th or the 6th
iteration independent of the depth or the mesh resolution.
[28] .We analyzed the evolution of the residual rms values

for constant mesh resolution (is = 23), with varying dipole
depth. The low-to-low rms values are minimum for depths of
�20 km; total field residuals are then 23.98 nT.
Corresponding low-to-high residual rms values increase
slightly as the dipoles are put deeper (from 4.96 to 5.32 nT,
but the major increase occurs between �20- and �30-km
depths, and between �30- and�40-km depths). At the same
time, low-to-high and low-to-low correlation coefficients are
almost constant.
[29] . We then analyzed the evolution of the rms values for

constant depth (�20 km), and varying dipole mesh param-
eter. The low-to-high total field rms values are almost
constant (between 5.04 and 5.35 nT for total field residuals),
but a minimum is observed for is = 16 (mean spacing 4.28�).
Corresponding low-to-low total field residual rms values
decrease as the dipole mesh parameter increases. However,
this evolution is less significant for is � 23, when rms values
are then ’23–24 nT.
[30] Let us now turn to the high-to-low and high-to-high

cases. A total of 74446 bins, from 350- to 450-km altitude,
with an almost homogeneous geographical data distribution,
were used. Again, the residuals start to increase after a
number of iterations. The deeper the dipoles are, or the finer
the dipole mesh is, the later the divergence begins.
[31] . We analyzed the evolution of the residual rms

values when considering a constant dipole mesh parameter
(is = 23). The minimum high-to-high total field residuals are
observed for depths h equal to �20 and �30 km. The high-
to-low total field residuals decrease as the dipoles are deeper.
However, the evolution of the residual rms values is much
more significant above �10 km than below �20 km.
[32] . We then analyzed the residual rms values for a

constant depth of �20 km. The minimum (3.7 nT) high-to-
high total field rms values are reached for is equal to 25
(mean spacing 2.68�). Following that minimum, almost null
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divergences between AB-, SPO-measurements and AB-,
SPO-predictions are observed. The high-to-low rms values
do not show a minimum for increasing is, although their
evolution is very low for is larger than 27 (2.46�).
[33] These tests first show the good correlation between

the high- and low-altitude data sets and confirm the litho-
spheric origin of the Martian magnetic field. These tests also
give some constraints on the mean, statistical depth to the
sources. In both the high-to-high and low-to-low cases,
minimum residual rms values are observed for a depth
h equal to �20 km. The residuals computed for the high-
to-high case do not decrease for large is. On the contrary, the
low-to-low residual rms values (correlation coefficients)
slightly decrease (increase) for increasing is.
[34] This can be interpreted in terms of optimal dipole

mesh resolution. The models based on the low-altitude, AB
and SPO data sets, could be under-parameterized, while
those based on the high-altitude, MO data set, might be
over-parameterized. This result may, however, be biased by
the uneven data distribution at low altitudes, or by the non-
modeled external magnetic field. However, the magnetiza-
tion models based on these partial, low- or high-altitude
data sets, are able to correctly predict the unused data. It is
thus possible to combine these low- and high-altitude data
sets in an unique problem, in order to get a more complete
description of the magnetization distribution.

5.2. Global Solutions

[35] We also computed magnetization models based on
the full data set. Input dipole depths were identical to those

of the partial solutions. We restricted the dipole mesh param-
eter is to between 12 and 23, because of the amount of
memory required. Then we computed the residual rms values
and the correlation coefficients, and we used these values to
decide which iteration we should retain for each solution.
[36] Figures 1a–1c show an example of the evolution of

these statistics for the M22/�10 series. The residual rms
values decrease very fast, reaching an almost constant value
after the 25th iteration or so. The correlation coefficients
increase similarly. It is thus difficult to pick a solution,
especially when considering the statistics of the solution
(Figures 1d–1f): for almost identical rms, the magnetization
can change dramatically, without creating any coherent
magnetic field at the satellite altitude. This can be seen as
an annihilator of the system [Parker, 1977].
[37] Here we define an objective, automatic criterion to

choose a solution. Among the possible criteria, we used the
relative change between consecutive iterations of the resid-
ual rms values. This corresponds to computing the slope of
the evolution of the rms for each iteration. Several limits
were tested, including 5.0, 1.0, 0.5, and 0.1%. For the M22/
�10 series, this corresponds to the 6th, 13th, 18th and 25th
iteration, respectively. Detailed statistics of this series are
given in Table 1. While the residuals between observed and
predicted vertical components decrease slowly (by 8.0% and
15.3% between the 13th and the 18th iteration and between
the 13th and the 51st iteration, respectively), the rms mean
vertical magnetization increases significantly (by more than
6.6% and 26.6%, respectively). This rms magnetization
increase is even more drastic for the North-South (11.2%

Figure 1. Statistics of the M22/�10 model series. Left Panel: evolution of rms (black line: left axis) and
correlation coefficient (gray line: right axis) between observed and predicted values for a) Br, b) Bq and
c) Bf. Right Panel: minimum and maximum (black solid line: left axis), arithmetic mean (gray dashed
line: right axis) and std mean magnetizations (gray solid line: right axis) for d) Mr, e) Mq and f) Mf.

E02008 LANGLAIS ET AL.: CRUSTAL MAGNETIC FIELD OF MARS

5 of 16

E02008



and 47.9%) and East-West (18.8% and 86%) components,
while the residual rms values do not decrease by more than
2–3 and 6–8%, respectively. This behavior is also observed
for different dipole parameters and depths. The increase of
the magnetization values, not associated with the increase of
the magnetic field at the satellite altitude, could be linked to
some leakage of an annihilator in the magnetization distri-
bution. It appears that the 1% limit applied to the relative

evolution of the residuals is a good choice. The resulting
model provides a good fit to the data, without being too
energetic in amplitude.
[38] Figure 2 shows the behavior of the residual rms

values and of the correlation coefficients as a function of
the dipole parameter. The different behavior for the Mis/+10
series can be easily seen. For other depths, both the residual
rms values and the correlation coefficients converge toward
a limit. The deeper the sources are, the sooner this limit is
approached. Similarly, for deeper sources, the curves of both
residual rms values and correlation coefficients lie closer
together. After is = 21, it is difficult to distinguish between
the Mis/�10, Mis/�20, Mis/�30, and Mis/�40 series.

5.3. M23///���20///14 Model

[39] The preferred model is M23/�20/14, based on the
following arguments. The depth of the magnetized layer
(�20 km) is consistent with both low- and high-altitude
based solutions. The dipole parameter is the maximum we

Table 1. Residual rms Values and Magnetization Statistics for

M22/�10 Series

Limit Iteration

Rms Res. (nT) Correlation Rms Mag. (A/m)

Br Bq Bf Br Bq Bf Mr Mq Mf

5.0% 06 18.5 18.2 17.3 0.909 0.878 0.817 0.645 0.535 0.425
1.0% 13 13.7 15.0 15.0 0.952 0.919 0.866 0.786 0.704 0.580
0.5% 18 12.6 14.4 14.5 0.960 0.925 0.875 0.838 0.783 0.689
0.1% 25 12.0 14.1 14.2 0.963 0.928 0.881 0.883 0.851 0.807
0.0% 51 11.6 14.0 13.8 0.966 0.930 0.888 0.995 1.041 1.079

Figure 2. Left Panel: evolution of residual rms values with respect to the dipole parameter. Right panel:
evolution of correlation coefficients with respect to the dipole parameter. From solid to long dashed line,
depths = +10, 0, �10, �20, �30 and �40 km, respectively. From bottom to top, Br, Bq, Bf. Relative
evolution of the residuals is 1.0%.
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can use for a global problem. However, the evolution of the
residual rms values with respect to the dipole parameter
showed that is = 23 is a reasonable compromise between the
quality of the fit to the data, the number of data the model
derives from, and the number of dipoles.
[40] The distribution of the residuals of this particular

model are given in Table 2. The residuals of all three
components are dominantly large scale. Rms values be-
tween high-altitude, MO, observations and predictions are
3.3, 4.3 and 4.5 nT for Br, Bq and Bf, respectively, and 19.2,
20.7 and 21.1 nT for the low-altitude, AB/SPO data sets. All
these rms values are comparable to those computed earlier
for the low-to-low and high-to-high cases.
[41] The contrast between low-altitude and high-altitude

residuals, and between the radial and horizontal components
is not surprising. We did not try to remove or model any
external magnetic fields. These are likely concentrated in the
horizontal components [Krymskii et al., 2002;Vennerstrom et
al., 2003]. This is supported by looking at the behavior of the
high-altitude residuals with respect to latitude (not shown).
The Bq residuals show an equatorial symmetry between ±60�
latitude, with positive residuals across the equator, and
negative residuals at high latitudes. The Bf residuals show
an asymmetric hemispheric behavior, with positive residuals
for Northern latitudes and negative residuals for Southern
latitudes. No clear trend can be extracted for near-polar
latitudes nor for the Br component. Residuals range between
±10 nT near 400-km altitude; at this altitude there is no
geographical correlation between the largest residuals and
magnetic anomalies.
[42] We computed the parameter error covariance matrix

[Purucker et al., 1996, equation (6)] of different dipole
solutions, including the one presented in this paper and
others similar to the solution of Purucker et al. [2000]. In
general, the magnetization matrices exhibit a single domi-
nant eigenvector, carrying 60% of the variance. Examina-
tion of the associated variance reveals regions where small
perturbations to the observations would produce correlated,
or anti-correlated, changes in nearby groups of dipoles. In
the case of the radial magnetization solution of Purucker et
al. [2000], and in general where one magnetization compo-
nent is derived from a single observation component, the
largest positive and negative correlations occur in areas
where low-altitude observations are missing. This pattern
disappears as other observation and magnetization compo-
nents are added. Significant positive and negative correla-
tions still exist in the dipoles in our preferred model but are
located above the areas where the largest magnetization are
found, i.e., Terra Cimmeria and Terra Sirenum. The formal
error associated with our model is lower than 0.1 A/m.
Maps of the magnetization variance and covariance are
given in the electronic supplement1.

[43] Let us now compare our model to previously pub-
lished ones. The FSU-90 model [Cain et al., 2003] is a
spherical harmonic model, up to degree and order 90. It was
derived from AB, SPO and MO data sets, only the last one
being night-side selected. The authors did not use binned
data, but rather decimated data along orbit tracks, in order
to get as uniform a geographical distribution as possible.
The McGill-50 model [Arkani-Hamed, 2002] is another
spherical harmonic model, up to degree and order 50. This
model was computed using a two-step approach. First,
models were computed using only binned, high-altitude
MO measurements. Second, these models were compared
to low-altitude data based models [Arkani-Hamed, 2001a].
The final 50-degree and order model was then derived
by using a covariance technique [Arkani-Hamed et al.,
1994], retaining only the average of the covarying spherical
harmonic coefficients.
[44] To compare observations and models we selected

some AB orbits between day 341 of 1998 and day 28 of
1999. All retained orbits have periapsis near 100-km alti-
tude, with absolute measured field components larger than
1000 nT. 38 of the 39 orbits contain measurements made
above Terra Cimmeria and Terra Sirenum. We predict the
field values using M23/�20/14, McGill-50 and FSU-90
models. We then compute the rms differences between
observations and predictions as a function of altitude. For
a given altitude, the residual rms values are computed using
all measurements made above that particular altitude. We
present in Figures 3a–3c the statistics for Br, Bq and Bf,
respectively. While both FSU-90 and M23/�20/14 give
similar results, with FSU-90 slightly better below 200-km
altitude, the McGill-50 model has much higher residual rms
values. To test whether the difference comes from the
different maximum degree and order of the model compared
to the FSU-90, we then plot in Figures 3d–3f the residuals
computed for a truncated (at degree and order 50) version
of FSU-90 which we denote FSU-50. The fit of both
McGill-50 and FSU-50 is similar, but the FSU-50 still gives
slightly lower residuals. We also tried to understand why the
residuals computed with our model start to diverge from
those computed with FSU-90 below 160- to 180-km alti-
tude. We thus computed two other models, relying only on
vertical dipoles (only the first term of the right member of
equations (A11), (A12), and (A13) are kept), denoted M23/
�20/08(Mr) and M40/�20/17(Mr). In each case, the itera-
tion number was selected using the technique described
previously. Their residual rms values are also shown in
Figures 3d–3f. Two conclusions can be drawn from these
tests. First, the M23/�20/08(Mr) model gives similar rms to
those of the FSU-50 and McGill-50 models. Residual rms
values start to increase drastically for altitudes lower than
200 km. Second, the residuals computed using theM40/�20/
17(Mr) model are almost identical to those of the FSU-90
model, with divergence starting below 120-km altitude.
[45] M23/�20/14 model has a mean horizontal spacing of

173 km, comparable to the 160–180-km altitude range where
the residuals computed using model M23/�20/14 start to
increase. Following Mayhew [1979], it is difficult to predict
data below an altitude equal to the mean horizontal resolu-
tion. M23/�20/08(Mr) and M40/�20/17(Mr) models have
mean horizontal spacings of 173 and 97 km, respectively. The
divergence is observed near 200 and 120 km, respectively.

Table 2. Error Distribution in the ±1s and in the ±2s Range for

the M23/�20/14 Model

Error Range, nT

AB, SPO MO

Br Bq Bf Br Bq Bf

3 26.0% 17.5% 16.7% 66.5% 53.1% 49.1%
6 46.6% 32.6% 32.1% 92.5% 84.7% 82.3%

1Auxil iary materials are avai lable a t  f  tp: //ftp. agu. org /apend/je/
2003JE002048.
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This is a little higher than what one might expect, but the pure
radial dipoles certainly introduced a bias in the solution. Our
model appears to be less accurate for the shortest wavelengths
at low altitude than spherical harmonic models. But it also
suggests a distribution of the magnetic sources.

6. Discussion

[46] We now will focus on a global view of the Martian
magnetic field, and emphasize correlations between impact
craters and the magnetization model.

6.1. Magnetic Field

[47] We plot in Figure 4 the three components of the
magnetic field at 200 km altitude predicted by the M23/
�20/14 model. The magnetic field is weak (within ±10 nT)
almost everywhere North of the crustal dichotomy (also
plotted in Figure 4). Only two features North of the crustal
dichotomy are to be noted, located near (70�N, 30�E) and
(45�N, 185�E). The largest magnetic anomalies are observed
over Terra Cimmeria and Terra Sirenum. The largest craters,
Isidis Planitia, Argyre and Hellas, are not associated with
large magnetic anomalies, nor are the largest volcanoes of the
Northern hemisphere (Tharsis Montes, Olympus Mons, and
Elysium Mons). At least two end-member scenarios can be
considered to explain this lack of anomalies. In the first
scenario, both the giant impacts and the giant volcanic
features took place after the Martian dynamo turned off.
The lithosphere would have been demagnetized, because of

the thermal and shock effects. In the second scenario, the
impacts and the volcanic edifices took place before the
Martian dynamo turned on. But this later scenario is less
likely, as both the giant impacts and the major volcanic
edifices are probably younger than the terranes of the Terra
Cimmeria and Terra Sirenum areas, where we see the largest
magnetic anomalies.
[48] We computed the magnetic field at 200-km altitude

on a 0.5� grid. The extrema (rounded to the nearest tens) of
the predicted magnetic field are �410/+610 nT for Br,
�540/+460 nT for Bf and �300/+270 nT for Bf. These
values are very similar to those predicted by the FSU-90
model: �410/+640 nT for Br, �570/+450 nT for Bq and
�290/+270 nT for Bf. We downward continued our pre-
dicted magnetic field to lower altitudes. Because the input
dipole mesh has a low resolution, such predictions will have
significant uncertainties. However, such numbers may give
an idea of the fields which might be expected in follow-on
missions, if account is taken of the missing shorter-wave-
length features. At 100-km altitude, the radial magnetic field
encompasses the range ±2200 nT, while Bq and Bf range
between ±1600 nT and ±1000 nT, respectively. We com-
pared these values to those predicted by other models. The
FSU-90 model predicts amplitudes at 100 km altitude of
2300 nT, 2000 nT and 1200 nT for Br, Bq and Bf,
respectively. We also calculated the surface fields predicted
from our model, after first converting the equivalent source
representation to a spherical harmonic one (it is impossible
to predict directly from the equivalent sources solution

Figure 3. Residual rms values between selected orbits and prediction from model. From a to c, using
M23/�20/14 (black solid line), McGill-50 (gray dashed line), and FSU-90 (gray solid line). From d to f,
using M40/�20/17(Mr) (black solid line), M23/�20/08(Mr) (gray dashed line), and FSU-50 (gray solid
line).
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magnetic measurements below an altitude equal to the mean
horizontal spacing of our model). The predicted scalar
magnetic field ranges up to 6000 nT. The components
predicted by the McGill-50 model range between

±2600 nT [see Arkani-Hamed, 2001a, Plate 1], much lower
than our results. This 6000 nT range sets lower limits on the
surface Martian magnetic field, because our model does not
take into account magnetic fields with wavelength content

Figure 4. Predicted magnetic field at 200-km altitude, from M23/�20/14.
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below 170 km. FSU-90 model gives a 12000 nT range. It is
likely that on Mars’ surface, in the Terra Sirenum and Terra
Cimmeria regions, the amplitude of the magnetic field is
very similar to the Earth’s magnetic field (±50000 nT).
However, the geomagnetic field is mostly of core origin,
and the Earth’s lithospheric field is commonly in the

±15 nT at 400 km altitude [Maus et al., 2002].
[49] We present in Figure 5 a comparison of the energy

spectra of the Earth’s and Mars’ magnetic fields, using CM3
model [Sabaka et al., 2002] for the Earth, and FSU-90 [Cain
et al., 2003] and our converted model for Mars. Between
degrees 15 and 50, there is a difference of 102 between the
spectra of Earth and Mars. The two Mars’ models are
consistent up to degrees 50/55. Thereafter our model is less
energetic, perhaps due to the truncation that our equivalent
dipole model carries. Indeed, our dipole mesh has a mean
resolution of 2.92�, i.e., 173 km. The spherical harmonic
model wavelength [Ravat et al., 2002] can be expressed as

l ¼ 8 � p � R2

n � nþ 1ð Þ

� 1=2
ð7Þ

where n is the maximum degree and R the mean radius of
Mars, here 3393.5 km. The maximum degree corresponding
to twice the input dipole mesh resolution is 49. Above this
degree, the equivalent source fields become laterally
correlated [Voorhies et al., 2002], which could explain the
decrease of the magnetic spectrum. Thus any conclusion
drawn from the spectrum of our model for n higher than 50
would be hazardous.

6.2. A Magnetization Map

[50] Given our assumptions (40-km thick iso-volume
blocks of homogeneously magnetized material), the magne-
tization ranges �9.0/+11.5, �7.8/+11.3 and �6.2/+6.7 A/m
for Mr, Mq and Mf, respectively. Of course these values are
not absolute, because of the non uniqueness of the problem,
but they are representative of the expected magnetization

contrasts in the Martian lithosphere. Interestingly enough,
these figures are very consistent with the ones derived by
Parker [2003]. In his study, he computed what would be the
minimum magnetization responsible for some of the largest
magnetic anomalies on Mars. Assuming a 50-km thick
magnetized layer, the intensity of the magnetization would
be at least 4.76 A/m.
[51] The radial magnetization values are lower than those

computed by Purucker et al. [2000], but their model relied
only on the low-altitude, geographically sparse, data set.
They restrained their model to purely radial magnetization,
did not try to model the horizontal magnetic components
and used a preliminary binned version of the AB data set.
Furthermore, they considered a 1.9� mean spacing for the
dipoles, which made their magnetized bodies smaller than
ours (thus leading to larger magnetizations).
[52] We plot in Figure 6 the three components of the

magnetization from the M23/�20/14 model. The anomaly
and magnetization map are in good accordance. High
magnetization values are mostly located South of the crustal
dichotomy, with the exception of the negative Mf circular
feature, near 70� North latitude. This is likely the signature
of external magnetic fields, or of their induced counterpart.
[53] We superimposed on the magnetization maps

(Figure 6) the locations of the circular crater rims with
diameter larger than 300 km. A list of the craters, together
with their location and radius is given in Table 3. It is likely
that impacts demagnetized the Martian lithosphere, as it has
been observed on the Moon [Halekas et al., 2002, and
references therein]. The ratio between the crater radius and
the excavation depth is quite well defined, but this depends
on the complexity of the crater, or on the geological layout.
For instance, Garvin et al. [2000] give a mean depth-to-
diameter ratio of 0.053 ± 0.04 for non-polar, relatively small
impact features. Of course, this mean ratio cannot be
extended to the largest craters. Hellas, a 2000-km-diameter
crater, is only 9 km deep. Also, this ratio is not the one for the
demagnetization depth. It is likely that the destructive effects

Figure 5. Energy spectra of the Earth’s magnetic field from Sabaka et al. [2002] model (stars), and of
Mars’ magnetic field from our model (black diamonds) and from Cain et al. [2003] model (crosses).
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of the impact extend below the crater depth. Such phenom-
ena were observed on the Earth [Pilkington and Grieve,
1992], although some terrestrial craters are also character-
ized by shock and/or thermal remanence. In their study,

Nimmo and Gilmore [2001] assumed a 0.06 demagnetization
depth-to-diameter ratio. This value is similar to but larger
than the one given by Garvin et al. [2000]: the demagneti-
zation depth is at least equivalent to the excavation depth.

Figure 6. Magnetization from M23/�20/14. These maps were obtained using Delaunay triangulation of
GMT [Wessel and Smith, 1991].
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Nimmo and Gilmore [2001] observed an apparent weaker
magnetic field associated with craters larger than 500 km in
diameter, and inferred a thickness of 35 km for the demag-
netized layer (or for the thickness of the magnetic crust).
[54] Our magnetization model seems to suggest some

correlation between weak magnetized regions and 300-km
diameter and larger craters. Of course, we did not expect to
see exact, circular signatures of the crater rims in the
magnetization map, because of the size of our initial dipole
mesh. The largest craters, Hellas, Argyre, Utopia and Isidis,
do not show any strong magnetization. Using the MGS
Electron Reflectometer measurements, Mitchell et al.
[2002] showed that the magnetic field above the Hellas
basin was weak, but non zero. Our model does not seem to
support this hypothesis (except for the Mf component on
the Eastern part of the basin), but we cannot reject it. Above
only one large impact crater (South of Hephaestus, 1000-km
diameter), there are some small magnetized features, espe-
cially near its Southern rim. However, the scale of these
anomalies is very small compared to the size of the crater.
Using preliminary AB data, Nimmo and Gilmore [2001]
pointed out that no radial magnetic features could be
associated with craters larger that 500-km diameter. On
the magnetization map, there is a clear association between
non-magnetized and impact areas, especially over some of
these craters, like Schroeter (especially for Mr on its South
rim), Newton (Mr and Mf), Copernicus (Mr and Mq),
Herschel, Kovalsky and Tikhonravov (Mr, Mq and Mf). In
order to further estimate these correlations, or to give actual
metrics on these correlations, one would need to consider a
finer dipole mesh (down to 1.9� or so).
[55] The above correlations have implications for either

the thickness of the magnetized layer or the demagnetiza-
tion depth. It could also help to better understand the shock
demagnetization process [Halekas and Lin, 2003]. It seems
that large impact craters (300-km diameter and larger) are
associated with locally weaker magnetized crust. If we
consider a magnetic thickness of 35 to 50 km, this would

imply a depth-to-diameter ratio between 0.11 and 0.17,
which is twice the mean value of 0.06 adopted by Nimmo
and Gilmore [2001]. Their value would imply a magnetized
thickness of 18 km, leading to more than doubling of the
magnetization range to ±26.6 A/m.

6.3. A Quest for Magnetization
Directions and Paleopoles

[56] A knowledge of magnetization directions and paleo-
poles would provide critical information on the tectonic
evolution for both local and global studies of the Martian
crust. The inference of paleopoles from magnetization
directions relies on the assumption that the magnetic field
recorded by the rocks was dominantly dipolar. Inferences on
possible polar wandering on Mars from this information
also relies on the approximate coincidence of the ancient
magnetic and spin poles.
[57] Determination of magnetization directions on the

Earth, and by extension, on Mars, relies on the following
techniques, listed in order of decreasing reliability: 1) in-situ
determination from the rocks themselves, 2) inversions of
magnetic field observations over a body of known geome-
try, 3) inversions of magnetic field observations over
isolated dipolar sources, and 4) inversions of magnetic field
observations over multiple, and overlapping, sources.
[58] Technique #1 yields unequivocal information about

magnetization direction, and may also yield information on
other, superimposed magnetizations which have different
coercivity spectra. This can be applied to Martian meteorite
samples, taking into account that they are unoriented and
have been subject to additional thermal and shock events on
their way to the Earth. Technique #2 yields generally
reliable results if the magnetization in the known source
body can be assumed homogeneous. Because the Martian
magnetic layer is generally deep, the application of this
method to Mars is extremely limited. Technique #3 is
applied by first searching for the optimum location of the
isolated magnetized body [Arkani-Hamed and Boutin,
2003; Richmond and Hood, 2003], then solving for its
directions. If the search is successful in locating the dipole,
and if the source body is homogeneous, the technique can
yield reliable results. The application of this technique is
again very limited, with only a dozen or so examples.
Technique #4, of which the results in this paper are an
example, can be applied anywhere, including the most
intensely magnetized terranes in the Southern hemisphere
where the other techniques are impossible to apply for now.
The paleopole locations derived using this technique should
be considered as possible solutions, and in light of results
from the other techniques. We computed the location of the
paleopoles associated with dipoles whose total magnetiza-
tion exceeds 4 A/m. This represents 116 paleopoles out of a
total of 4840 dipoles. As expected, these dipoles are mostly
located over Terra Cimmeria and Terra Sirenum, although
some are also located in Terra Meridiani. A few observa-
tions can be made. First, the poles do not show a dipolar
distribution or clustering, in contrast to the one pointed out
by Arkani-Hamed and Boutin [2003]. Second, immediately
adjacent dipoles frequently have very different paleopoles.
This latter characteristic is also present in other studies (see
poles associated to anomalies 11 and 16 in Figure 2 of
Arkani-Hamed and Boutin [2003]).

Table 3. Crater Names and Characteristicsa

Crater Name Lat., � Lon., � Radius, km

Hellas �43.0 69.0 1000
Utopia 45.0 110.0 750
Argyre �49.5 318.0 600
Isidis 13.0 87.0 550
South of Hephaestus 10.1 121.6 500
Mangala �0.9 212.5 295
Overlapping Schiaparelli �5.8 13.6 280
South of Renaudot 37.5 63.5 280
West of LeVerrier �37.9 2.6 250
South of Lyot 41.6 38.0 240
Huygens �14.0 55.8 235
Sirenum �43.5 193.6 230
Schiaparelli �2.5 16.7 230
Ladon �18.4 330.6 220
Cassini 24.0 31.8 220
Antoniadi �21.5 60.8 200
Tikhonravov �13.5 35.8 190
Kovalsky �30.2 218.5 160
Copernicus �49.2 190.8 150
Herschel �14.9 129.9 150
Newton �40.8 201.9 150
Schroeter �1.9 55.6 150

aLat. and Lon. are latitude and East longitude. Radius is rounded to the
nearest 5 km.
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[59] Our model, however, compares well to other models.
Whaler and Purucker [2003], in a preliminary study, used
only radial field data to define a continuous planet-wide
magnetization function. They find that six of the ten
paleomagnetic poles of Arkani-Hamed and Boutin [2003]
are within 30� of their paleomagnetic poles. Table 4 shows
that the magnetization inclinations calculated from Tech-
nique #3 [Arkani-Hamed, 2001b] are within 10� of the
inclinations calculated in this paper, in seven of the ten
cases, and are always within 30�. The declinations are more
dispersed, as would be expected for a situation in which
nine of the ten isolated dipoles have steep inclinations. The
values we computed are stable, as pointed out by some tests
we performed (see Appendix B). The correspondence
between techniques #3 and #4, and between the three
studies, gives additional confidence in the magnetization
direction determination from the isolated dipoles. The
magnetization direction solutions in areas of overlapping
magnetic sources are probably more complicated than
shown in our results, but will be useful in guiding tectonic
or geologic interpretations [Whaler and Purucker, 2003].

7. Conclusions

[60] Because of the non-uniqueness of the problem, it is
impossible to infer the absolute magnetization of the Mar-
tian lithosphere. This is why we tested numerous input
dipole mesh parameters and depths. The results and inter-
pretations given in that study are based on the finest input
dipole mesh we were able to use, a mean spacing of 2.92�.
The numerous tests we performed, using different mesh
resolution and dipole depth, indicate that the results are
reliable in terms of magnetization contrasts. A good agree-
ment with previously published models is observed.
[61] The Martian magnetic field is undoubtedly of litho-

spheric origin. Its amplitude at 200-km altitude is ±650 nT.
At the surface, it could be up to a few tens of thousands of
nT. The magnetization we computed that would produce
such a magnetic field ranges between ±12 A/m for a 40-km
thick magnetic crust. The correlations observed between the
magnetization contrasts and the impact craters indicate that
this thickness could be as low as 18 km. In this case, the
magnetizations would range between ±25 A/m. In order to
produce such magnetizations, there would need to be a high
content of magnetic minerals, magnetized in a coherent and
large-scale fashion, in the Martian lithosphere.

[62] We considered sources located 20 km below the
reference radius of Mars of 3393.5 km. We checked that
the general behavior observed in our model was present in
the M23/+00 and M23/�10 series. Given the Martian
ellipticity, the real distance between the surface and the top
of our equivalent source layer would range between 5 and
10 km between ±30� latitude. Given this, and the possible
demagnetization depth, the magnetic crust could be as thin as
10 km, leading to even larger magnetization values.
[63] This magnetization is one order of magnitude larger

than that found on the Earth. In a recent study by Rochette
et al. [2001], several SNC meteorites were analyzed.
Possible candidates to carry the magnetization are pyrrho-
tite, titanomagnetite or hematite. Hematite was detected at
the surface of Mars [Christensen et al., 2001]. It has been
suggested that this mineral could carry the martian magne-
tization [Dunlop and Kletetschka, 2001]. But recent studies
pointed out the superficial characteristics and water-related
origin of the hematite deposits [Hynek et al., 2002]. Pyr-
rhotite and titanomagnetite have different Curie points
(320�C vs. 150–580�C, depending on the Ti proportion).
The Curie isotherm for pure magnetite was 50 km deep
4 Gyr B.P. [Nimmo and Gilmore, 2001, Figure 4]. That
for pyrrhotite was at 25 km. This would be consistent
with our deductions for the estimated thickness of the
magnetization layer. However, considering the relatively
low blocking pressure of pyrrhotite (between 1.6 GPa and
4.5 GPa [Vaughan and Tossell, 1973; Kobayashi et al.,
1997; Rochette et al., 2003]), the demagnetization depth to
crater diameter ratio could be larger. Although we did not
discuss this in our study, the impact-related demagnetization
may well extend 3–4 basin radii [Hood et al., 2003]. One
might thus expect demagnetized signatures over smaller
craters (� 300-km diameter), but the resolution of our
model does not allow such correlations to be seen.
[64] Our model is the first global model of the Martian

magnetic field that can explain observations in terms of
possible magnetization distributions. Our model can thus
be used as a tool to predict the magnetic field and to study the
magnetic properties of the lithosphere. The limitations are
linked to the method we used: (i) we considered a discrete
magnetization distribution, with a mean horizontal resolution
of 173 km; (ii) the inverse problem is highly non-unique, and
our solution is only one possibility of what could be the real
situation on Mars. There is, however, a good agreement
observed between constant altitude magnetic components
predicted by our preferred model and by spherical harmonic
analysis. The fit to the data (about 10 nT), and the mean
spacing of our model (about 170 km), are both figures that
could decrease. Efforts are needed to refine the data selection,
increase the model resolution, but also better remove and/or
model the external contributions. There is also a crucial need
for new low-altitude magnetic measurements, to confirm and
extend the present results.

Appendix A: Modeling Scheme

[65] One can write the potential at (r, q, f) due to a dipole
located at (rd, qd, fd) as:

V ¼ Mr rA1 � rdð Þ �MqrB1 þMfrC1

l3
ðA1Þ

Table 4. Inclination I and Declination D at the Location of the 10

Anomalies Described by Arkani-Hamed [2001b]a

Anomaly Lon. Lat.

Arkani-Hamed
[2001b] This Study

I D I D

M1 20 �4 69 �20 82 �172
M2 31 15 76 �116 79 138
M3 27 65 29 �92 22 �11
M4 66 �5 �75 149 �80 �26
M5 69 �15 59 29 88 45
M6 103 �27 80 �6 73 �54
M7 214 �5 �71 �180 �67 �172
M8 309 �25 �78 90 �71 �109
M9 322 �1 76 88 80 122
M10 344 2 �68 114 �86 �36
aAll values in �.
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where l is defined in equation (2), and the coefficients are

A1 ¼ cos qð Þ cos qdð Þ þ sin qð Þ sin qdð Þ cos f� fdð Þ ðA2Þ

B1 ¼ cos qð Þ sin qdð Þ � sin qð Þ cos qdð Þ cos f� fdð Þ ðA3Þ

C1 ¼ sin qð Þ sin f� fdð Þ ðA4Þ

[66] Following equation 4, we calculate the partial deriv-
atives of A1, B1 and C1 [Mayhew et al., 1984; Dyment and
Arkani-Hamed, 1998]:

A2 ¼
@A1

@q
¼ � sin qð Þ cos qdð Þ þ cos qð Þ sin qdð Þ cos f� fdð Þ ðA5Þ

B2 ¼
@B1

@q
¼ � sin qð Þ sin qdð Þ � cos qð Þ cos qdð Þ cos f� fdð Þ ðA6Þ

C2 ¼
@C1

@q
¼ cos qð Þ sin f� fdð Þ ðA7Þ

A3 ¼
@A1

sin qð Þ@f ¼ � sin qdð Þ sin f� fdð Þ ðA8Þ

B3 ¼
@B1

sin qð Þ@f ¼ cos qdð Þ sin f� fdð Þ ðA9Þ

C3 ¼
@C1

sin qð Þ@f ¼ cos f� fdð Þ ðA10Þ

[67] Finally, using the substitutions D1 = r � rdA1, D2 =
�rdA2, D3 = �rdA3, F1 = r A1 � rd, F2 = �rB1 and F3 = rC1,
we can write the full expression for the magnetic field
components:

Br ¼ Mr

3D1F1

l2
� A1

l3
þMq

3D1F2

l2
þ B1

l3
þMf

3D1F3

l2
� C1

l3

ðA11Þ

Bq ¼ Mr

3D2F1

l2
� A2

l3
þMq

3D2F2

l2
þ B2

l3
þ Mf

3D2F3

l2
� C2

l3

ðA12Þ

Bf ¼ Mr

3D3F1

l2
� A3

l3
þMq

3D3F2

l2
þ B3

l3
þ Mf

3D3F3

l2
� C3

l3

ðA13Þ

[68] The inverse problem can be written as [Purucker et
al., 1996, 2000]

~b ¼ ~Dxþ ~n ðA14Þ

where ~b is the vector containing the n magnetic observations
(or the 3� n observed magnetic components), x is the vector
containing the parameters of the m dipoles (the 3 � m
unknowns), and ~n is the observation noise vector (of mean
zero and covariance W�1). ~D is the geometric source
function matrix between x and ~b, of size 3n � 3m. In order
to normalize ~n, we multiply (A14) by W1/2:

b ¼ Dxþ n ðA15Þ

[69] The elements of D are given by equations (A11),
(A12), and (A13). The inverse problem is solved by seeking
the minimum of L(x) = nTn, which corresponds to the
normal equations:

DTDx ¼ DTb ðA16Þ

[70] When considering large problems, the computation
of the product DTD can be very time consuming. It is then
easier to use conjugate gradient approaches. Indeed the
minimum for L is reached when rL = Dx � b goes to zero
[Press et al., 1992]. We use an iterative process where we
compute for each step k a new solution xk+1 equal to xk +
akpk, where the vector pk is a search direction and ak is a
scalar minimizing L(xk+1) along pk:

ak ¼
rTk rk

pTk D
TDpk

ðA17Þ

where rk is the vector of the residuals after the kth iteration:

rk ¼ DTb� DTDxk ðA18Þ

[71] By using the matrix identity pTkD
TDpk = (Dpk)

TDpk
in equation (A17), we can use D directly instead of having
to calculate the product DTD. This is called the design
matrix approach [van der Sluis and van der Vorst, 1987].

Appendix B: Influence of the Dipole Mesh

[72] In an attempt to evaluate the influence of the position
of each dipole on the resulting magnetization distribution,
we performed several tests in which the input dipole meshes
were rotated with respect to the original one we described in
the paper. We used identical parameters (is = 23, h = �20).
We considered three rotations, around the North Pole (0�E,
90�N), and around two equatorial locations, (0�E, 0�N) and
(90�E, 0�N). These tests are referred as RZ, RX and RY. In
each case, the rotation angle is set to 1.5�, which corre-
sponds to half the mean resolution of our input dipole mesh.
[73] First, the 1% limit for the relative evolution of the

residual rms values is reached after 16, 14 and 16 iterations
for RX, RY and RZ, respectively. The residual rms values
and correlation coefficients we computed are similar to
those of the M23/�20/14 model. Second, at 200-km
altitude, rms differences between the M23/�20/14 model
and the RX, RY and RZ models are as little as 3 nT, with
correlation coefficients larger than 0.995. Finally, although
the dipoles are not located at the same positions, we
evaluated the rms differences and the correlation coeffi-
cients between the M23/�20/14 magnetization distribution
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and the RX, RY and RZ ones. Rms differences are of the
order of 0.4 A/m, while correlation coefficients are larger
than 0.9. These metrics were estimated using interpolated
projections of the RX, RY and RZ models onto the M23/
�20/14 input dipole mesh.
[74] Although the location of the dipoles has a small

impact on the final magnetization distribution, it is worth
noting that these differences are very short length-scale, and
do not affect the global characteristics of the magnetization
distribution. Inclinations and declinations we estimated in
Table 4 do not vary significantly. Paleopole positions based
on the M23/�20/14 and on the three RX, RY and RZ tests
fall within 10� of each other for nine of the 10 anomalies
described in Table 4. Similarly, the impact craters we
described in Table 3 are still associated with weaker
magnetized areas.
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