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Abstract. This paper investigates the use of problem-specific data
structures and operators in evolutionary optimization for a specific class
of combinatorial design problems. The problem consists of finding the op-
timal distribution of two or more phases of a sound absorbing material
on a three-dimensional network, in order to maximize sound absorption
properties. The natural structure of the problem is by the way very far
from the linear chains classically used by evolutionary algorithms (EAs).
Special operators exploiting the three-dimensional structure are propo-
sed and compared with other operators that are working on a linear chain
representation. The formers are potentially useful since the natural neig-
hborhood relationships are lost in a linear representation.

1 Introduction

EAs have always relied on a linear chain encoding of the problem to be solved.
The initial idea was that following schema theorem [Hol75], some structures
and operators were more likely to give better results than others, regardless of
the problem at hand. This was inspired from the fact that nature has evolved
complex and efficient structures using a chain-like genetic code [Bäc96]. However,
since most real-world problems are very different from nature’s problems, there
is no reason to believe that nature’s solutions should give optimal results for
artificial problems. Many of the real-world optimization problems do not fit
easily into a linear representation, and better results have often been obtained
using problem-specific data structures and operators. An example is the traveling
salesman problem for which various data structures and operators have been
tried out [FM91]. Moreover, recent works have suggested that any “blind” change
of representation is futile as long as the new coding is not correlated with the
problem at hand [Cul98]. This follows from the No Free Lunch theorem [WM97]
which states that no optimization algorithm should be expected to give better
results on average than any other, unless it has some correlation with a specific
problem.

This paper presents the case of a multiphased material design problem which
is naturally formulated into a three-dimensional structure. The objective is to
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find out the optimal distribution of two or more types of sound absorbing ma-
terial elements in order to maximize the absorption properties. The problem is
subject to constraints on the desired fraction of each phase. In a first approach,
evolutionary operators preserving the constraints are developed. These operators
are however designed with no regard to the particular data structure. In a second
approach, evolutionary operators based on the natural structure are elaborated,
and the optimization results are compared with the former approach.

2 The Physical Problem

Porous materials are often used for various noise control applications [All93]. It
have been pointed out by Allard [All93] that the efficiency of these materials
might be improved by an heterogeneous stratification. More recently, Atalla et
al. [APA96] have suggested that the use of three-dimensionally heterogeneous
networks might yields even better performances, but this hypothesis has not
been tested out.

The aim of this paper is to give an answer to the question as whether or not
an optimal 3-D distribution of multiple phases can give better solutions compa-
red to a simple one-dimensional stratification. The proposed approach is to use
problem-specific EAs as an experimental tool to gain knowledge on this question.
Recent results by Ratle & Atalla [RA98] have shown that constraint preserving
operators greatly ease the search by a restriction of the search space. Howe-
ver, the exploitation of the natural data structure in the design of evolutionary
operators has never been addressed.

In the present case, the material is modeled by a finite element mesh having
Nx × Ny × Nz elements, and made of two or more different materials. The
resulting multiphased material is placed at one end of a semi-infinite acoustical
wave guide, as shown on Figure 1. The boundaries of the domain are assumed to
be rigid and the porous medium is excited by a plane wave. The resolution gives
the absorption coefficient at a specific frequency, and the optimization criteria
is the average value of this coefficient in some frequency range.

The design efficiency relies on the availability of a suitable optimization me-
thod. A major constraint is that only a small number of fitness function evalua-
tions can be allowed, due to computational cost. The chosen approach [RA98]
transforms a parametric problem into a combinatorial “N choose m1, m2, . . . ,
mM” problem, where N is the total number of elements and the mi’s are the
number of elements required for each of the M materials. The coding consists
of a sequence of integers where each one is mapped to a type of material. In
the binary case, a 0 represents an element of the base material, and a 1, an
element of the so-called additive material. Such a representation have often been
used for topological design of mechanical shapes (see for example Kane and
Schoenauer [KS95].

Elementary combinatorics shows that the number of possible solutions with
N elements and M materials is equal to N !/

∏M

i=1
(mi!). The optimization pro-

blem is worked out with respect to two concepts. First, problem-specific ope-
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Fig. 1. Heterogeneous porous material made up from a network of homogeneous pat-
ches set on a rigid impervious backing and coupled to a semi-infinite waveguide.

rators for implicit constraint preservation are developed. The second concept
consists of considering the natural data structure in operators design. This con-
cept should help to answer the two following questions:

1. Is it better to preserve the whole 3-D structure, or only the average distri-
bution along the principal direction?

2. Is it better to use a local search operator which is defined in the problem
space, or one that is defined in the representation space, the latter being
potentially highly disruptive in the problem space?

3 Evolutionary Operators for Specific Representations

3.1 Initialization Operator

Initializing a genetic code for the problem at hand requires a random string of
length N containing exactly mj characters of each category j, where j = 1 . . . M .
The proposed method is described as follow:

Begin initialization
Initialize M counters to zero
For i = 1 to N

Do

j ← integer random value ∈ {1, . . . M}
If counter[j] < mj (feasible value found)

Increment counter[j]
(genetic code[i]) ← j

End if
While feasible value not found

End for
End initialization

3



The initialization operator does not have to be defined with consideration of
the data structure, since the initial individuals are randomly distributed in the
representation space.

3.2 Crossover Operators

The design of a crossover operator requires a choice on which informations must
be preserved from parents to offsprings. This choice may leads to radically diffe-
rent operators for the same problem. For the problem at hand, two approaches
are proposed with implicit constraint preservation. The first one preserves the
positions where both parents share the same value, and the second one tries to
preserves the longest sub-solution common to both parents. A third operator
designed for one-dimensional information preservation is finally presented.

Identical Points Preservation Crossover. A first approach consists of preserving
all the positions in the coding where both parents have the same material. For the
other positions, any value is acceptable, as long as the constraints are respected.
This procedure is termed Identical Points Preservation (IPP) crossover. Given
two parents a and b, the offspring c is created by the following procedure:

Begin IPP crossover
Initialize M counters to zero
For i = 1 to N

If (ai = bi) : ci ← ai and Increment counter[ai]
End for
For i = 1 to N

If (ai 6= bi)
Case (counter[ai] = mai

and counter[bi] < mbi
) : ci ← bi

Case (counter[ai] < mai
and counter[bi] = mbi

) : ci ← ai

Case (counter[ai] < mai
and counter[bi] < mbi

) : select ci ∈ {ai, bi}
Case (counter[ai] = mai

and counter[bi] = mbi
) : select ci /∈ {ai, bi}

Increment counter[ci]
End if

End for
End IPP crossover

This operator introduces a high-level of randomization whenever few com-
mon building blocks are present between the two parents. This randomization
vanishes when the parents become very similar. Because the IPP crossover pre-
serves all the stable elementary positions, it is by the way a structure-preserving
operators, since large blocks of common elements between both parents will be
preserved. This principle, characteristics common to both parents are passed to
the children, have been previously stated by Radcliffe [Rad91], and by Surry and
Radcliffe [SR96] as the Random Respectful Recombination (RRR).
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Longest Common Substring (LCS) Crossover. The second crossover approach is
the preservation of an emerging partial ordering common to both parents, that
is, a substring of length ℓ ≤ N . The proposed algorithm is described as follow:

1. Find the longest common substring between the two parents;
2. copy this substring into the offspring at the position indicated by the parent

with highest fitness;
3. fill in the remaining positions with the variables given by the second parent

in their relative order.

Optimal Crossover Strategy. A better approach is the design of an algorithm
that selects the optimal operator between IPP and LCS in every situation. Since
a common substring between two parents is likely to be significant only if it is
longer than a certain threshold, an optimal crossover strategy would be to use
LCS crossover if a long enough substring is found, and IPP crossover otherwise.

Layer crossover. The layer crossover ensures the preservation of only the average
composition of each layer along the z axis, regardless of the value carried by the
individual elements. This crossover is performed as follow, for the binary case:

1. Calculate for the two parents the number of additive elements Nadd(k) on
each layer k = 0, . . . , Nz − 1.

2. Perform crossover over the Nadd(k)’s from the two parents using binary
selection between parent 1 and parent 2, i.e. choose either one or the other.

3. Repair the offspring in order to preserve the total number of additive ele-
ments: while

∑
k Nadd(k) > t, pick a layer k randomly and decrease Nadd(k)

by one, or do otherwise (increase it) if
∑

k Nadd(k) < t.
4. Select randomly Nadd(k) positions on each layer k of the offspring and turn

them to 1, turn the others to 0.

3.3 Mutation Operators

Any mutation operator that consist of a permutation of elements ensures con-
straint preservation for this problem. Three operators are suggested:

1. The point operator, which consists of choosing two random elements (points),
and swapping their values. Since both elements may have the same value, a
verification is done to avoid redundant solutions.

2. The displacement operator consists of choosing a substring between two ran-
domly chosen points, cutting this string and reinserting it elsewhere.

3. The inversion operator consists of choosing a substring between two ran-
domly chosen points, and inverting the order of the values in this substring.

The first of these operator works on a one-dimensional structure, and is
therefore the most simple move that can be defined. The two other operators
act on a two-dimensional representation which might be correlated or not to the
problem-space.
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Another mutation operator which works directly on the three-dimensional
problem space is also proposed. This operator, the block mutation, produces
an inversion of a 3-D block in the problem space. Two corners of a block are
first selected (two triplets (i, j, k)), and a mirroring direction is chosen among
the three possibilities. Elements into the block are then swapped pairwise in the
selected direction. This operator does not breaks down heavily the natural data
structure, compared to the chain mutation operator. Once again, null operati-
ons are detected in order to avoid useless reevaluations. A null operation arise
whenever the block has a unit or null thickness in the mirroring direction.

4 Numerical Results

Computational experiments have been performed on 3 problems of various size.
The first two cases address only the one-dimensional heterogeneity with 15 and
40 layers in the z direction. The first case is in a low frequency range, where
high absorption values are very unlikely, and the second case in a mid-frequency
range. The third case is a 3-D problem with 250 elements, Nx = 5, Ny = 5
and Nz = 10. Two materials are available with 200 elements of base and 50
elements of additive material. This case is also in a mid-frequency range. Since
each evaluation requires the solution of a finite element problem, CPU time is
a major limitation1 and a maximum of 1000 evaluations have been allowed in
each case. This represents the stopping criteria of the algorithm. The 3 cases are
summarized on Table 1. For the cases 1 and 2, the optimal solution is known,
and is compared with optimization results. However, for the case 3, the optimal
solution is not known. In all the cases, results are averaged over five runs.

4.1 Constraint Preservation Operators

Mutation Operators. Constraint-preserving mutation operators have been
evaluated with a simplified EA, with a population of size 2, binary tournament
selection, no crossover, an elitist survival of the best solution in the current
population, and a probability of mutation pm = 1. Results are presented on
Figure 2a to 2c for the 3 problems. In all the cases, the point operator gives

Table 1. Description of the three test cases

Case no 1 2 3

Material no Number of elements

1 5 20 200
2 5 20 50
3 5 0 0

Total 15 40 250

Number of solutions 7.57 × 105 1.38 × 1011 1.35 × 1053

1 The resolution for N = 250 takes about 1 minute of CPU on a Pentium 400 MHz
running under Linux 2.0, and the complexity of finite elements problems is O(N3).
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better results than any other, but the difference is larger for the 250 variables
problem. These differences are explained by representation issues. For the 15 and
40 variables cases, there is a perfect correlation between the problem space and
the representation space. For the third case, the problem space is uncorrelated
with the representation, and local search operators defined in one space are
highly disruptive in the other. The point operator is not affected by this problem.
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Fig. 2. Comparison of the three mutation operators, for a) 15 variables problem, b)
40 variables, and c) 250 variables. Comparison of the crossover strategies for d) 15
variables problem, e) 40 variables, and f) 250 variables.
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Crossover Operators. The two constraint preservation operators have also
been compared for the three cases, using an EA with a population size of 25, point
mutation with pm = 1/2, probability of crossover pc = 1, binary tournament
selection and the elitist survival of the best 5 individuals. Results are presented
on Figure 2d for the case 1, and 2e for case 2. These two cases show that the
preservation of common positions (IPP) is always better than the preservation of
the greatest common substring (LCS) when considered alone. However, a slight
improvement is obtained if the LCS operator is employed only if a chain having
a certain threshold length is found. For case 3, results presented on Figure 2f
shows that the IPP operator is always better. This can also be explained by the
disruption problem.

4.2 Integration of Data Structures

This section considers only the 250 variables problem, since the effect of the data
structure is present only for 3-D distributions. All the experiments are based on
the same EA with a population size of 25, binary tournament selection, elitist
survival of the best 5 solutions, a maximum number of 1000 function evaluations,
and variable probabilities of crossover and mutation. In the first 4 series of
experiments, the various crossover and mutation operators are compared. The
next 4 series compare the effect of the rate of application of a same operator.
The 8 test cases are described on Table 2. This table also gives the best fitness
values obtained on average after 1000 evaluations.

An interesting result is that in all cases except case 7, the use of a cros-
sover operator brings no improvement compared to the use of mutation alone.
The best results are even obtained with the most simple operator, the point
mutation. This suggests that improvements come mainly from small local per-
turbations rather than dramatic changes or recombinations. Comparing the two
crossovers alone (case 2), it is observed that the preservation of average content
of each layer gives better results than the preservation of individual positions

Table 2. Summary of cases settings and results (pm = 1 in all cases except 2).

Case Mutation Crossover pc Fitness Case Mutation Crossover pc Fitness

Point - 0.349 0.0 0.357
1 Chain No - 0.322 5 Point Positions 0.5 0.347

Block - 0.336 1.0 0.316

Positions 1.0 0.282 0.0 0.3572 No
Layers 1.0 0.307 6 Point Layers 0.5 0.328

1.0 0.278

Positions 1.0 0.285 0.0 0.3293 Point
Layers 1.0 0.324 7 Block Positions 0.5 0.343

1.0 0.335

Positions 1.0 0.325 0.0 0.3294 Block
Layers 1.0 0.286 8 Block Layers 0.5 0.309

1.0 0.302
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(IPP). This suggests that the IPP crossover alone can hardly introduce new
and useful information without the help of a mutation operator. The hypothe-
sis is confirmed by the observation of cases 5 to 8. In these cases, the use of
a mutation operator together with the two crossovers gives the advantage to
the position-preservation crossover, compared to the layer crossover. This means
that there is some interest in preserving the 3-D distribution rather than only a
one-dimensional distribution, as long as the evolutionary operators are able to
introduce a sufficient amount of diversification.

Another aspect of the problem is the correlation between the various ope-
rators in the same algorithm. Case 7 is the only one where an improvement is
brought in by the crossover operator. It is also the only one where both structure-
preserving operators are employed. This suggests that care should be taken in
matching the crossover and mutation operators, the best results are obtained
when both are defined with respect to the same kind of information structure.

5 Physical Significance

A comparison of the solutions found by evolutionary optimization for the 250
variables problem with other types of solutions is given on Table 3. The best
solution found in all the optimization runs limited to 1000 evaluations, and the
average of the 10 best runs are compared with a classically known solution, which
consists of stacking the materials in increasing order of fluid flow resistance.
This is equivalent to placing all the 50 additive elements in the first two layers.
It is observed from these data that the classical solution gives better results
than a random distribution of the two phases. However, the solutions found by
the EAs give significant improvements. It should be noted that although the
limit of 1000 evaluations represents a reasonable computational cost, it does
not guarantees optimality. Solutions found after 6000 evaluations show some
improvement, but with a computational cost 6 times higher. The standard error
decreases dramatically between 1000 and 6000 evaluations, thus indicating that
the algorithm tends to reach some limiting value after 6000 evaluations.

The physical distribution of the additive elements is illustrated for two cases.
Figure 3 shows a “good” solution with a fitness value of 0.343, and the best
solution with a fitness of 0.380. The base material elements are represented on
these two figures by the black lozenges, and the additive elements by the circles.

Table 3. Comparison of optimization results and standard solutions.

Description Average Standard error

Best solution found after 1000 evaluations 0.3647 -
Average of 10 best solutions after 1000 evaluations 0.3565 0.0048

Classical solution (separated phases) 0.3295 -

Random solution (average of 50) 0.2339 0.0165
Best random solution among 50 0.2710 -

Best solution found after 6000 evaluations 0.3803 -
Average of 10 best solutions after 6000 évaluations 0.3795 0.0007
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1 2 3 4 5

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
1 Ο ♦ ♦ ♦ Ο Ο Ο ♦ ♦ ♦ ♦ Ο ♦ ♦ ♦ ♦ ♦ ♦ Ο ♦ ♦ ♦ ♦ Ο ♦

2 Ο ♦ Ο Ο Ο Ο ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ Ο Ο

3 ♦ ♦ ♦ Ο Ο Ο ♦ Ο ♦ ♦ ♦ ♦ ♦ ♦ Ο ♦ ♦ Ο ♦ ♦ ♦ ♦ ♦ ♦ ♦

4 Ο ♦ ♦ ♦ Ο ♦ Ο ♦ ♦ Ο ♦ ♦ Ο ♦ ♦ ♦ ♦ ♦ Ο ♦ Ο ♦ ♦ ♦ Ο

5 Ο Ο Ο Ο Ο Ο Ο Ο ♦ Ο ♦ ♦ Ο ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦

1 ♦ ♦ Ο Ο ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦

2 ♦ ♦ Ο ♦ Ο Ο ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ Ο ♦

3 ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ Ο ♦ ♦

4 Ο ♦ ♦ ♦ ♦ ♦ Ο ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ Ο

5 Ο Ο ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦

6 7 8 9 10

1 2 3 4 5

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
1 Ο ♦ Ο Ο Ο Ο Ο ♦ ♦ ♦ Ο ♦ Ο Ο Ο ♦ ♦ ♦ Ο ♦ ♦ ♦ ♦ ♦ ♦

2 Ο Ο ♦ Ο Ο Ο Ο Ο Ο Ο ♦ ♦ Ο Ο ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦

3 Ο ♦ ♦ ♦ Ο Ο Ο Ο Ο ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ Ο ♦ ♦ ♦ ♦

4 Ο ♦ ♦ ♦ Ο Ο Ο Ο Ο Ο ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ Ο ♦ ♦ ♦ ♦ ♦ ♦

5 Ο Ο Ο Ο Ο Ο ♦ Ο Ο Ο Ο ♦ ♦ ♦ ♦ ♦ Ο ♦ ♦ ♦ ♦ ♦ ♦ ♦ Ο

1 ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦

2 ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦

3 ♦ ♦ ♦ Ο ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦

4 ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦
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Fig. 3. Distribution of additive elements for a moderately good solution (fitness=0.343)
on top, and the best solution found (fitness=0.380) on bottom.

The layer 1 corresponds to the (leftmost) incidence layer, and the layer 10 is
backed by the rigid wall. Comparing these cases, it seems that the more the
additive elements are pushed to the left, the better is the solution. The best case
would be with all the additive elements in the first two layers. However, data
on Table 3 show that this is not true. There must exist a non-trivial solution
which maximizes the sound absorption coefficient, and which cannot be manually
extrapolated from past experience.

6 Discussion and Conclusions

This paper presented an original design problem which can hardly be dealt with
using general-purpose algorithms. Even though the case is naturally formulated
in a binary, or low-cardinality characters string, classical genetic algorithms are
of limited use, due to the constraints and the particular data structure. The
comparison of the constraint-preserving mutation operators have shown that
in all the cases, an operator working on single elements gives better results
than operators working on longer strings. This effect is clearly more pronounced
for three-dimensional cases, due to the disruption between problem space and
representation space. The same effect has been observed for crossover operators.
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In all the cases, but more significantly with a 3-D distribution, preserving the
individual positions is better than preserving a substring.

Evolutionary operators have been developed with respect to the specific data
structure of the problem. A mutation operator acting on a block of elements de-
fined in the problem space gives better results than one working on a string
in the representation space. However, the best results are still obtained using a
mutation working on a pair of single elements. In the same way, two crossover
operators have been proposed, the first one preserving the individual positions
where both parents share the same value, thus preserving their spatial distribu-
tion, and the second preserving only the average content of each layer in the main
direction. Results have shown that the preservation of the 3-D structure has a
positive effect, as long as a sufficient amount of new and relevant information is
introduced by a suitable mutation operator. These results also suggests that the
correlation between operators employed in the same EA has a great relevance.

The global results show that evolutionary optimization brings significant im-
provements in the quality of solutions compared to the solution classically known
by practitioners and also compared to random solutions, in spite of the fact that
the allowed computational resources are not sufficient to ensures optimality. This
point enlightens an interesting feature of EAs: even when no guarantee of op-
timality can be stated, evolutionary optimization often give truly interesting
solutions from an engineering point of view, compared to usual practices.

It is also interesting to note that mixing up more than one crossover operator
has given in some cases better results than the use of any operator alone. This
suggests that a possible improvement would be to use a self-adaptive algorithm,
where many different crossover and mutation operators are available, since they
all have good and bad points. The probability of use of each one can be coded
in the individuals, in a similar way as mutation amplitudes are coded in the
self-adaptive evolution strategies [Bäc96], with the updating of the probabilities
based on previous performances.
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