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On homogenization of space-time dependent and degenerate
random flows

Rémi Rhodes∗

20th November 2006

Abstract

We study a diffusion with random, time dependent coefficients. Moreover, the diffusion
coefficient is allowed to degenerate. We prove the invariance principle when this diffusion is
supposed to be controlled by another one with time independent coefficients.

1 Introduction

We want to prove the invariance principle for a diffusive particle in a random flow described by the
following stochastic differential equation

Xω
t = x +

∫ t

0
b (r,Xω

r , ω) ds +

∫ t

0
σ (r,Xω

r , ω) dBs (1)

whereB is a d-dimensional Brownian motion andσ, b are stationary random fields such that the
generator of the diffusion can be rewritten in divergence form

Lω =
e2V (x,ω)

2
divx

(
[a(t, x, ω)e−2V (x,ω) + H(t, x, ω)]∇x

)
.

Herea(t, x, ω) is equal toσσ∗(t, x, ω), V andH are still random fields such thatV is bounded and
H antisymmetric.

This will allow us to describe the limit asε → 0 of z(x/ε, t/ε2, ω) wherez is the solution of
the parabolic PDE:





∂

∂t
z(x, t, ω) =

1

2

d∑

i,j=1

aij (t, x, ω)
∂2

∂xi∂xj
z(x, t, ω) +

d∑

i

bi (t, x, ω)
∂

∂xi
z(x, t, ω)

z(x, 0, ω) = f(x)

(2)

We will prove that, in probability with respect toω,

lim
ε→0

z(x/ε, t/ε2, ω) = z(t, x) (3)
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wherez is the solution of the following deterministic equation of the type

∂z

∂t
=

d∑

i,j=1

Aij
∂2z

∂xi∂xj

whereA is a constant matrix - the matrix of so-called effective coefficients. We can here mention
that central limit theorems valid for almost every environment have already been obtained in the
time independent case (see [11] for instance).

The homogenization problems have been extensively studiedin the case of periodic flows (cf.
[1], [12], [13], and many others). The study of random flows (see [15], [3], [7], [10], and many
other) spread rapidly thanks to the techniques of theenvironment as seen from the particlein-
troduced by Kipnis and Varadhan in [5], at least in the case oftime independent random flows.
Recently, there have been results going beyond these techniques in the case of isotropic coefficients
which are small perturbations of a Brownian motion (see [16]). But there are only a few works
in the case of space-time dependent random flows ( [8] or [9] for instance). In these, the diffusion
matrixσ is supposed to be constant. The novelty of this work is that the diffusion matrix can depend
of the space and time variables. The only restriction about the time dependence is the control of our
diffusion process with an ergodic and time independent one.As a consequence, this work includes
the static case where all the coefficients do not depend on time. Moreover, these assumptions allow
the diffusion matrix to degenerate under certain conditions. Typically it can degenerate in certain
directions or vanish on subsets of null measure but can not totally vanish on an open subset ofIRd,
like in [12] in the periodic case.

We will outline now the main ideas of the proof. Our goal is to show that the rescaled process

εXω
t/ε2 = ε

∫ t/ε2

0
b (r,Xω

r , ω) ds + ε

∫ t/ε2

0
σ (r,Xω

r , ω) dBs

converges in law to a Brownian motion with a certain positivecovariance matrix. The general
strategy (see [6]) consists in finding an approximation of the first term on the right-hand side by a
family of martingales and then apply the central limit theorem for martingales. In order to find such
an approximation, we look at the environment as seen from theparticle

Yt = τt,Xω
t
ω

where{τt,x} is a group of measure preserving transformation on the medium Ω. Thanks to the
particular choice of the drift, we can explicitly find an invariant measure for this Markov process.
Provided that the degeneracy of the diffusion is not too strong (see hypothesis 2.4), this measure is
ergodic. The approximation that we want to find leads to studythe equation (λ > 0)

λuλ − (L+ Dt)uλ = b

whereL+Dt is the generator of the processY (the termDt is due to the time translations). Here are
arising the difficulties due to the time dependence. Indeed,this introduces additional difficulties and
the usual techniques that are used in the static case fall short of establishing the so-called sublinear
growth of the correctorsuλ. Essentially, they are the result of the time degeneracy of the operator
L+Dt. To get round this difficulty, the regularity properties of the heat kernel are used in [8] or [9].
Here the degeneracy of the diffusion coefficient prevents usto use these arguments. That is why
arises the last main assumption of this paper (see hypothesis 2.2). We introduce a new operatorS̃
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whose coefficients do not depend on time. Then the spectral calculus linked to the normal operator
S̃ + Dt will be useful to establish the desired estimates for the solutionvλ of the equation

λvλ − S̃vλ − Dtvλ = b.

Finally , with perturbation methods, we show that these estimates remain valid for the correctors
vλ.

2 Notations and setup

Let us first introduce a random medium with the next definition

Definition 2.1. Let (Ω,G, µ) be a probability space and
{
τt,x; (t, x) ∈ IR × IRd

}
a stochastically

continuous, measurable group of measure preserving transformations acting ergodically onΩ. This
means that

• ∀A ∈ G,∀(t, x) ∈ IR × IRd, µ(τt,xA) = µ(A),

• If for all (t, x) ∈ IR × IRd, τt,xA = A thenµ(A) = 0 or 1,

• For any measurable functionf on(Ω,G, µ), the function(t, x, ω) 7→ f(t, x, ω) is measurable
on (IR × IRd × Ω,B(IR × IRd) ⊗ G).

• For everyf ∈ L2(Ω, µ) and for everyδ > 0:

µ {|f(τt,xω) − f(ω)| ≥ δ} −−−−−→
(t,x)→0

0.

We denote byL2(Ω) the space of square integrable functions on(Ω,G, µ) equipped with its
usual norm| . |2 and( . , . )2 will denote the corresponding scalar product. Then the operators on
L2(Ω) defined by

T(t,x)f(ω) = f(τt,xω) (4)

form a strongly continuous group of unitary maps inL2(Ω). For every functionf ∈ L2(Ω),
let f(t, x, ω) = f(τt,xω). Each functionf in L2(Ω) defines in this way a stationary ergodic
random field onIRd+1. Reciprocally, for each stationary ergodic random field onecan always find a
probability space where such a representation is possible.In what follows we will use the bold type
to denote an elementf ∈ L2(Ω) and the normal typef(t, x, ω) to distinguish from the associated
stationary field. The group possessesd + 1 generators defined by (with the notationx0 = t)

Dif =
∂

∂xi
Txf |x=0, i = 0, . . . , d (5)

which are closed and densely defined. In what follows we will also denote byDt the generatorD0.
We denote byC the dense subset ofL2(Ω) defined by

C =
{
f ∗ ϕ;f ∈ L2(Ω), ϕ ∈ C∞

c (IRd+1)
}

(6)

where the convolution operator is defined by

f ∗ ϕ(ω) =

∫

IRd+1

f(τt,xω)ϕ(t, x) dt dx (7)
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We can remark thatC ⊂ Dom(Di) andDi(f ∗ ϕ) = −f ∗ ∂ϕ
∂xi

and this last quantity is also equal
to Dif ∗ ϕ if f ∈ Dom(Di).

We now consider a standardd-dimensional Brownian motion defined on a probability space
(Ω′,F , IP) and the diffusion in random medium given by the following Itˆo equation

Xω
t = x +

∫ t

0
b (r,Xω

r , ω) dr +

∫ t

0
σ (r,Xω

r , ω) dBr (8)

The coefficientsb(t, x, ω) andσ(t, x, ω) are stationary random fields defined on(Ω;G;µ) such that
{Xε,ω

t ; t ≥ 0} is finally defined on the product space(Ω×Ω′;G ⊗F ;µ× IP) (the medium and the
Brownian motion are mutually independent).

We are going to give more details on the coefficients.

Hypothesis 2.2. Control of the coefficients
• We suppose that there exists a coefficientσ̃ which does not depend on time, ie

∀t ∈ IR, σ̃(τt,0ω) = σ̃(ω),

and two constantsm andM such that∀ω ∈ Ω

mã(ω) ≤ a(ω) ≤ M ã(ω) (9)

where the symmetric, positived× d matrix ã is defined bỹa = σ̃σ̃∗, which doesn’t depend on time
either.
• LetH be ad × d antisymmetric and stationary matrix (the so-called streammatrix) such that
there exists a constantC1 such that

µ as, |H | ≤ CH
1 ã(ω), (10)

where|H | is the symmetric positive matrix
√

−H2. Moreover we suppose thatH ,a ∈ Dom(Dt)
and

µ as, |DtH |(ω) ≤ CH
2 ã(ω), (11)

µ as, |Dta|(ω) ≤ C̃ã(ω) (12)

For example, if the matrixa is uniformly elliptic and bounded, we can chooseσ̃ = Id and then

(10), (11) and(12) ⇔H , DtH andDta ∈ L∞(Ω).

We consider moreover a stationary, real valued functionV which doesn’t depend on time. We
assume that

∀i, j, k, l = 1, . . . , d, aij, ãij ,V ,H ij ,Dlaij andDlãij ∈ Dom(Dk).

Now we are able to define the coefficientb. We assume that its entries are given by the following
expression, fori = 1, . . . , d

bi(ω) =
d∑

j=1

(
1

2
Djaij(ω) − aijDjV (ω) +

1

2
e2V (ω)DjH ij(ω)

)
. (13)
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In the same way, we define fori = 1, . . . , d

b̃i(ω) =

d∑

j=1

(
1

2
Djãij(ω) − ãijDjV (ω)(ω)

)
. (14)

For the sake of clarity, we sum up the regularity assumptionsof the coefficients as follows

Hypothesis 2.3. Regularity of the coefficients

• We assume that∀i, j, k, l = 1, . . . , d,

aij , ãij,V ,H ij,Dlaij andDlãij ∈ Dom(Dk).

• In order to prove the existence of global solutions of the SDE (8), we assume that the appli-
cationsx 7→ b(t, x, ω) andx 7→ σ(t, x, ω), x 7→ b̃(t, x, ω) andx 7→ σ̃(t, x, ω) are locally
lipschitz and that the coefficientsσ, a, b, σ̃, b̃, V ,H are uniformly bounded by a constant
K.

In order to guarantee the homogenization property, we suppose the following

Hypothesis 2.4. Ergodicity LetL be the unbounded operator onL2(Ω) defined by

L =
1

2

d∑

i,j=1

aijDiDj +

d∑

i=1

biDi, (15)

which can be rewritten in divergence form asL = e2V

2 divx

(
(ae−2V +H)Dx

)
. We suppose that

eachL+ Dt harmonic function must be constantµ almost surely.

Even if it means adding toV a constant (and this will not change the driftb if we divide the ma-
trix H by the exponential of twice the same constant), we make the assumption that

∫
e−2V dµ = 1.

This enable us to consider a new probability measure onΩ given by

dπ(ω) = e−2V (ω) dµ(ω). (16)

Finally, let us define onDom(L)∩Dom(L∗) the operatorsS = L+L∗

2 andA = L−L∗

2 , respectively
equal to the symmetric and antisymmetric parts of the operatorL in L2(Ω, π), whereL∗ stands for
the adjoint operator ofL in L2(Ω, π). These operators could be given more explicitly onC by the
following formulas

S =
e2V

2
divx

(
(ae−2V )Dx

)
, and A =

e2V

2
divx

(
HDx

)
.

Let us now state a result which shows the importance of the symmetric operator

S̃ =
e2V

2
divx

(
(ãe−2V )Dx .

)

linked to the process̃X .
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Lemma 2.5. We suppose that̃S satisfies the following condition

∀f ∈ Dom(S̃), S̃f = 0 ⇒ f is equal to a function which is constant with respect

to the space translationsµ almost surely.

Then the hypothesis 2.4 is satisfied.

Proof: We use the notations given in the subsections 5.1 and 5.3, so the proof could be odmitted
in first reading. Letf ∈ Dom(L + Dt) which isL + Dt-harmonic. ThusλGλf = f ∈ IH1.
Moreover, we have for anyψ ∈ IH1

λ|Gλψ|22 + ‖Gλψ‖2
1 =

∫

Ω
ψGλψ dπ

and this necessarily leads to‖f‖1 = 0.
We deduce∀ϕ ∈ IH1 and∀α > 0

α(f ,ϕ)2+ < f ,ϕ >1= (αf ,ϕ)2.

Hence, if we denote byGS̃α the resolvent of the generatorS̃, we havef = αGS̃α (f), so thatf is S̃-
harmonic and then constant with respect to the space translation, thenf ∈ Dom(L) andLf = 0.
From (L + Dt)f = 0, we deduce thatf ∈ Dom(Dt) and Dtf = 0. Finally f is µ almost
surely equal to a function which is invariant with respect tothe time and space translations. By the
ergodicity of the mesureµ, this function is constant and hencef is constantµ almost surely

This kind of hypothesis is automatically true when for almost all ω ∈ Ω, theIRd-valued Markov
processXω,S̃ with generator

S̃
ω

=
e2V (x,ω)

2
Divx

(
ã(x, ω)e−2V (x,ω)∇x .

)

is irreducible in the sense that starting from any point ofIRd, the process reaches each subset ofIRd

of non-null Lebesgue’s measure in finite time, ie :

Proposition 2.6. We suppose that the diffusion processXω,S̃ with generatorS̃
ω

verifies the follow-
ing hypothesis: there exists a measurable subsetN ⊂ Ω with µ(N) = 0 such that∀ω ∈ Ω \N , for
each measurable subsetB of IRd with λLeb(B) > 0, ∀x ∈ IRd,∃t > 0,

IPx

(
Xω,S̃

t ∈ B
)

> 0.

Then the hypothesis of lemma 2.5 is satisfied.

Proof: First we remark that theΩ-valued processY S̃ defined by




Y S̃t (ω) = τ
0,Xω,S̃

t

ω

Xω,S̃
0 = 0

admitsS̃ as generator and the measureπ is invariant for this process. Then it is sufficient to prove
that each invariant subset for this process is invariant under space translations and we can proceed
with the same kind of arguments as in [9] section 3 in order to conclude

6



Corollary 2.7. If the matrixa is uniformly elliptic then the hypothesis 2.4 is satisfied.

Proof: By the Aronson estimates for the heat kernels, it is clear that the hypothesis of the proposi-
tion 2.6 is satisfied

When studying examples we will see other hypotheses which imply that hypothesis 2.4 is true.

3 Examples

The most simple examples which are possible to construct aregiven by the processes with periodic
coefficients. The considered medium is then the torusTTd+1 equipped with its uniform measure
which is ergodic. There are many ways to ensure the ergodicity of the process as seen from the
particle, like the uniform ellipticity of the matrixa as we already saw in proposition 2.7. In this
case we already pointed out that the boundedness of the matricesH andDtH is sufficient to deduce
that the hypotheses (10) and (11) are true.

3.1 An example where the diffusion coefficient vanishes

We will construct a periodic, reversible and static exampleon the torusTT2 where the diffusion
matrix vanishes. It turns out from our hypotheses that the diffusion matrix can vanish only on a
subset of zero Lebesgue measure.

We letσ(x, y) = (1− cos(x))(1− cos(y))

(
1 0
0 1

)
. Then we can choose any bounded, periodic

functionV and we chooseH(x, y) = 0.
We have then to verify that hypothesis 2.4 is satisfied. Thanks to the ellipticity of the diffusion

coefficient inside the square]0, 2π[×]0, 2π[, it is not very difficult to see that eachL-harmonic
function must be constant on this square Lebesgue almost surely. Then the periodicity of such a
function ensures the validity of hypothesis 2.4.

Remark 3.2. Although we consider not necessarly symmetric processes, the hypothesis (10) shows
that they are not too far from being symmetric. New difficulties arise when the antisymmetric part
is not anymore controlled by the symmetric one and it is stillan open problem for the stationary
and ergodic random media. On the other hand, we don’t have thesame restriction in the case of
periodic coefficients (see [12]).

3.3 Example in a stationary, ergodic random medium

We are going to construct a medium and a process in this mediumwhich verifies all our assump-
tions. These types of examples are often given in the Gaussian random fields but we want here to
construct our process as simply as possible. The natural wayto obtain a discrete space-time, ergodic
stationary random field is to consider a product of the typeζ⊗ZZd

whereζ is a given probability law.
We are going to proceed in a similar way. We consider a sequence (ε(k1,...,kd))(k1,...,kd)∈ZZd of in-
dependant Bernouilli random variables with parameterp ∈]0, 1[. We define a process̃η as follows
: for eachx ∈ IRd, there exists an unique(k1, . . . , kd) ∈ ZZd such thatx belongs to the hypercube
[k1, k1 + 1[× · · · × [kd, kd + 1[. Then we definẽηx = ε(k1,...,kd).

The law of our process is invariant with respect to translations inZZd but not inIRd. To find a
solution to this problem, we choose a uniform variableU on the cube[0, 1[d which is independent

7



of the sequence(ε(k1,...,kd))(k1,...,kd)∈ZZd and we define

ηx = η̃x+U .

We have then defined a stationary ergodic random field onIRd. The last difficulty that will later
arise is the regularity of the trajectories. To get around this, we consider aC∞(IRd) functionϕ with
compact support included in the ballB(0, 1/4) and define a new pocessη

ηx =

∫

IRd

ηyϕ(x − y) dy = η ∗ ϕ(x).

It is then a stationary ergodic random field with smooth trajectories.
Let us consider now the process

ω(t,x) = (βt, α
1
x1

, α2
x2

)t∈IR,x=(x1,x2)∈IR2

where the three processesα1, α2 andβ are mutually independent and constructed according to the
previous method. Hence

{
ω(t,x); (t, x) ∈ IR × IR2

}
is an ergodic stationary process. The consid-

ered medium(Ω, µ) will be the spaceC(IR × IR2; IR3) equipped with the probability law of this
process.

We define the matrix

σ̃(ω) =

[
1 0
0 α1

0

]

andV = 0 (or any bounded function of the random fieldα). We can choose a time dependent
matrixU such thatUU∗ is uniformly elliptic and bounded, and then we set

σ = σ̃U .

In this case, we can prove that proposition 2.6 is satisfied. We just outline the main ideas. Let
(εk)k∈ZZ be the independant Bernouilli random variables of parameter p ∈]0; 1[ used to construct the
processα1. There existsN ⊂ Ω such thatµ(N) = 0 and∀ω ∈ Ω \N , there existsk ∈ ZZ such that
εk = 1. Hence, by the construction ofα1 (and more precisely the fact thatSupp(ϕ) ⊂ B(0, 1/4)
), there existsz ∈ IR such thatα1(x, ω) = 1 for x ∈ Bz = {(x, y) ∈ IR2; |x − z| < 1

4}.

Then, starting from any point of the plan, it is not difficult to see that the processXω,S̃ can
reach the stripBz, because of the non-degeneracy of the diffusion coefficientalong the x-direction.
Then the reversibility of this process ensures that, starting from Bz, we can reach each subset of
IR2. Finally, by the uniform ellipticity of the diffusion coefficient overBz and the strong Markov
property, we can prove that the assumption of proposition 2.6 is valid. The ergodicity is proved.

We can then consider a stream matrixH. For example we can choose

H(η) =

[
0 (α1

0)
2β0

−(α1
0)

2β0 0

]
,

and all our assumptions are verified.
We should also point out that for almost all the trajectoriesof the processη, the diffusion matrix

σ is degenerated in the directione2 =

(
0
1

)
on certain open regions of the spaceIR2.
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4 The environment as seen from the particle

We can now look at theenvironment as seen from the particle: this is a Markov process on the
probability spaceΩ defined by

Yt(ω) = τt,Xω
t
ω. (17)

where the processXω is starting from the point0 ∈ IRd. Its generator is equal toL + Dt and it
turns out thatπ is an invariant measure for the processYt. Moreover it is ergodic. Indeed, each
L+ Dt harmonic functionϕ is constantµ almost surely because of the hypothesis 2.4. As the two
measuresµ andπ are equivalent,ϕ is also constantπ almost surely and this proves the ergodicity.

We should point out that there is no need for the invariant measure of the process to be unique.

5 The Poisson equation

The aim of this section is to solve the resolvent equation, for λ > 0, whereuλ is our unknown :

λuλ − (L + Dt)uλ = b. (18)

In fact, the existence of such a solution is in general not very hard to obtain, at least in theL2 sense.
But we choose the following approach in order to prove that the solution is in a good space which
can guarantee a not so bad regularity of the solution and which will allow us to obtain an appropriate
control of the solution asλ → 0.

5.1 Setup

For eachω ∈ Ω, we define the diffusion processXω,S̃ by the following Itô equation

Xω,S̃
t = x +

∫ t

0
b̃(Xω,S̃

r , ω) dr +

∫ t

0
σ̃(Xω,S̃

r , ω) dBr. (19)

Then the processY S̃ is defined byY S̃ = τ
t,Xω,S̃

t

ω, whereXω,S̃
0 = 0, and the generator of this

process is equal tõS+Dt so that the measureπ is again invariant for this process. Let us denote by
Pt the semigroup onL2(Ω, π) generated by this process and byP ∗

t its adjoint operator on this space.
By the time independance of the coefficients in (19), the Markov property and the reversibility of
the process, it is easy to prove that∀f ∈ L2(Ω, π)

Pt ◦ P ∗
t f = IE0[f(0,Xω,S̃

2t , ω)] = P ∗
t ◦ Ptf .

Then the theorem 13.38 in [14] ensures us that the operatorS̃ + Dt is normal so that we can find a
spectral resolution of the identityE on the Borelian subsets ofIR+ × IR such that

−S̃ − Dt =

∫

IR+×IR
(x + iy)E(dx, dy).

For anyϕ,ψ ∈ L2(Ω), we will denote byEϕ,ψ the measure defined byEϕ,ψ = (Eϕ,ψ)2. By the
symmetry (resp. antisymmetry) of the operatorS̃ (resp.Dt), we have

−S̃ =

∫

IR+×IR
xE(dx, dy), and − Dt =

∫

IR+×IR
iy E(dx, dy).

9



From now, we will denote by(. , . ) the usual scalar product inL2(Ω). For anyϕ,ψ ∈ C we define

< ϕ,ψ >1= −
∫

IR+×IR
xEϕ,ψ(dx, dy) = −(ϕ, S̃ψ) (20)

and‖ϕ‖1 =
√

< ϕ,ϕ >1. It is important to remark that, because of hypothesis (9), this semi-norm
is equivalent onC to the semi-norm defined by

√
−(ϕ,Sϕ) with the constants

m‖ϕ‖2
1 ≤ −(ϕ,Sϕ) ≤ M‖ϕ‖2

1.

We will denote byID the closure in(L2(Ω), | . |2) of the subspace{
√

−S̃ϕ;ϕ ∈ C}.
Let IF be the Hilbert space equal to the closure ofC in L2(Ω) with respect to the scalar product

ε defined onC by
ε(ϕ,ψ) = (ϕ,ψ)+ < ϕ,ψ >1 +(Dtϕ,Dtψ). (21)

The applicationΦIF : C ⊂ IF → L2(Ω) × (L2(Ω))d × L2(Ω)
ϕ 7→ ΦIF(ϕ) = (ϕ,σ∗Dxϕ,Dtϕ)

is a linear isomorphism. So we

can extend it toIF and we will note for anyu ∈ IF, (u,∇σu,Dtu)
def
= ΦIF(u).

In the same way, LetIH1 be the Hilbert space generated by the closure ofC in L2(Ω) with
respect to the scalar productκ defined onC by

κ(ϕ,ψ) = (ϕ,ψ)+ < ϕ,ψ >1 . (22)

The applicationΦIH1 : C ⊂ IH1 → L2(Ω) × (L2(Ω))d

ϕ 7→ ΦIH1(ϕ) = (ϕ,σ∗Dxϕ)
is again a linear isomorphism. So

we can extend it toIH1 and we will note for anyu ∈ IH1, (u,∇σu)
def
= ΦIH1(u).

Remark 5.2. For a sequence(ϕn)n ∈ IH1, we have

m|
√

−S̃ϕn|22 ≤ 1

2
‖∇σϕn‖2

2 ≤ M |
√

−S̃ϕn|22,

so that convergence of the sequence(
√

−S̃ϕn)n in L2(Ω) is equivalent to convergence of the
sequence(∇σϕn)n in (L2(Ω))d.

If for a certain functionf ∈ L2(Ω) we have
∫
IR+×IR

1
x Ef,f(dx, dy) < ∞, we will define

‖f‖2
−1 =

∫

IR+×IR

1

x
Ef ,f(dx, dy). (23)

We point out that‖f‖−1 < ∞ if and only if there existsC ∈ IR such that for anyϕ ∈ C,∫
Ω fϕ dπ ≤ C‖ϕ‖1. In this case we have

inf

{
C ∈ IR;∀ϕ ∈ C,

∫

Ω
fϕ dπ ≤ C‖ϕ‖1

}
= ‖f‖−1.

We denote byIH−1 the closure inIH∗
1 of the spaceL2(Ω) for the norme‖ ‖−1.

Now we introduce some notations and definitions about the antisymmetric partH . We have

|(u,Hv)| ≤ (u, |H |u)1/2(v, |H |v)1/2 (24)

≤ CH
1 (u, ãu)1/2(v, ãv)1/2

10



where the second inequality follows from (10), while the first inequality in (24) is a general fact of
linear algebra. Hence we deduce that

∀ϕ,ψ ∈ C,

∣∣∣∣
1

2

∫

Ω
HDxϕ · Dxψ dµ

∣∣∣∣ ≤ CH
1 e2K‖ψ‖1‖ϕ‖1.

Thus there exists an antisymmetric and continuous bilinearform T on ID × ID ⊂ L2(Ω, π) ×
L2(Ω, π) such that

∀ϕ,ψ ∈ C,
1

2

∫

Ω
H∇xϕ · ∇xψ dµ = T (

√
−S̃ϕ,

√
−S̃ψ). (25)

Similarly, thanks to the hypothesis (11) we know that there exists an other antisymmetric and con-
tinuous bilinear formT ′ on ID × ID ⊂ L2(Ω, π) × L2(Ω, π) such that

∀ϕ,ψ ∈ C,
1

2

∫

Ω
DtH∇xϕ · ∇xψ dµ = T ′(

√
−S̃ϕ,

√
−S̃ψ). (26)

5.3 Existence of a solution :

Our goal in this subsection is to prove the following proposition

Proposition 5.4. Suppose thath ∈ IH−1 ∩ L2(Ω) is such that there exists a constantCh satisfying
∀s > 0,∀ϕ ∈ C 〈

h,
T(−s,0)ϕ−ϕ

s

〉

−1,1

≤ Ch‖ϕ‖1. (27)

Then, for anyλ > 0, there exists an unique solutionuλ ∈ IF of the equation

λuλ −Luλ − Dtuλ = h (28)

MoreoverDtuλ ∈ IH1 and

κ(Dtuλ,Dtuλ) ≤
(
Ch + CH

2 e2K‖h‖−1 + C̃‖h‖−1

)2
.

Before proving this result we first introduce a result in the case of time independent coefficients.
On the first side, this will be a good starting point for the proof in the time dependent case and this
will bring out the difficulties arising with the dependency on time. On the other side, we will need
this result in the last section of this paper in order to provethe tightness of some process.

Proposition 5.5. Suppose thath ∈ IH−1 ∩ L2(Ω) Then, for anyλ > 0, there exists an unique
solutionwλ ∈ IH1 of the equation

λwλ − Swλ = h (29)

Moreover we haveλ|wλ|22 + m‖wλ‖2
1 ≤ ‖h‖2

−1

m .

Proof : The main tool of this proof will be the Lax-Milgram theorem. Letλ > 0 be fixed. For any
ϕ,ψ ∈ C we consider the following bilinear form onC × C defined by

Dλ(ϕ,ψ) = λ(ϕ,ψ)2 − (ϕ,Sψ)2.

11



Thanks to hypothesis 2.2, it is easy to verify that this form is coercive and continuous onC × C so
that it can be extended to the whole spaceIH1×IH1. This extension is also coercive and continuous.
Then it is sufficient to see that the applicationϕ 7→

∫
Ω hϕ dπ is continuous inIH1 in order to apply

the Lax-Milgram theorem and to obtain a solutionwλ.
Moreover, we have

λ|wλ|22 + m‖wλ‖2
1 ≤ Dλ(wλ,wλ) =

∫

Ω
hwλ dπ ≤ ‖h‖−1‖wλ‖1

≤ ‖h‖2
−1

m

and this concludes the proof

Proof of the proposition 5.4: In order to prove the existence of a solution to the resolventequation
we want to apply the Lax-Milgram theorem to the following bilinear form which is defined for
λ > 0 andϕ,ψ ∈ C

Bλ(ϕ,ψ) = λ

∫

Ω
ϕψ dπ +

1

2

∫

Ω
(a +He2V )Dxϕ · Dxψ dπ −

∫

Ω
Dtϕψ dπ (30)

But the problem is the degeneracy with respect to the time variable. This bilinear form is not
coercive onIF. So we add some ellipticity with respect to the time variableby adding a term as
follows. We define for anyλ, δ > 0 andϕ,ψ ∈ C

Bλ,δ(ϕ,ψ) = λ

∫

Ω
ϕψ dπ+

1

2

∫

Ω
(a+He2V )Dxϕ·Dxψ dπ−

∫

Ω
Dtϕψ dπ+

δ

2

∫

Ω
Dtϕ·Dtψ dπ.

(31)
Notice that forϕ,ψ ∈ C we have

∫
Ω(λ−L− δ

2D2
t −Dt)ϕψ dπ = Bλ,δ(ϕ,ψ). With the help of the

inequality (24) and the boundedness ofV we obtain that|Bλ,δ(ϕ,ψ)| ≤ C
√

ε(ϕ,ϕ) × ε(ψ,ψ).
As a result of the time-independence ofV we have for anyϕ ∈ C,

∫
ΩϕDtϕ dπ = 0 and as a

consequence
min(λ, δ/2,m)ε(ϕ,ϕ) ≤ Bλ,δ(ϕ,ϕ). (32)

We can then say thatBλ,δ defines a continuous and coercive bilinear form onIF × IF. The Lax-
Milgram theorem allows us to solve the equation (u stands for the unknown):

∀ϕ ∈ IF, Bλ,δ(u,ϕ) = F (ϕ)

for each continuous linear formF on IF. Moreover we can construct for anyδ > 0 a strongly
continuous resolventGλ,δ on L2(Ω), with generatorLδ = L + δ

2D2
t + Dt, and we define for

h ∈ L2(Ω), uλ,δ = Gλ,δh, which solves the equation, forh ∈ L2(Ω)

∀ϕ ∈ C, Bλ,δ(uλ,δ,ϕ) = (h,ϕ). (33)

We want now to pass to the limit asδ goes to0 in order to obtain a solutionuλ to the equation

∀ϕ ∈ C, Bλ(uλ,ϕ) = (h,ϕ). (34)

But we are faced with the following problem: we cannot control the termDtuλ,δ because we lose
our control of this term asδ → 0. The idea is to differentiate equation (33) with respect to the
time variable, in order to obtain an equation verified byDtuλ,δ and this will allow us to control this

12



term. So we let for each fixedλ, δ, vs =
T(s,0)uλ,δ−uλ,δ

s , and we remark thatvs solves the following
equation

∀ϕ ∈ IF, Bλ,δ(vs,ϕ) = F s(ϕ) (35)

whereF s is a continuous linear form onIH1 defined by,∀ϕ ∈ IF,

F s(ϕ) =

〈
h,

T(−s,0)ϕ−ϕ
s

〉

−1,1

−
T (
√

−S̃uλ,δ,
√

−S̃T(−s,0)ϕ) − T (
√

−S̃T(s,0)uλ,δ,
√

−S̃ϕ)

s

−
(
√
−Suλ,δ,

√
−ST(−s,0)ϕ) − (

√
−ST(s,0)uλ,δ,

√
−Sϕ)

s

For the first term, by assumption we have∀ϕ ∈ IF,
〈
h,

T(−s,0)ϕ−ϕ

s

〉
−1,1

≤ Ch‖ϕ‖1. For the

other terms we need the following lemma

Lemma 5.6. For anyg ∈ IF and for anyϕ ∈ IF we have
∣∣∣∣∣
T (
√

−S̃g,
√

−S̃T(−s,0)ϕ) − T (
√

−S̃T(s,0)g,
√

−S̃ϕ)

s

∣∣∣∣∣ ≤ CH
2 e2K‖g‖1‖ϕ‖1,

and ∣∣∣∣∣
(
√
−Sg,

√
−ST(−s,0)ϕ) − (

√
−ST(t,0)g,

√
−Sϕ)

s

∣∣∣∣∣ ≤ C̃‖g‖1‖ϕ‖1

Proof : For anyϕ,ψ ∈ C we define

2T s(ϕ,ψ) =
1

s

∫

Ω
[H(τsω)Dxϕ(τsω) · Dxψ(ω) −H(ω)Dxϕ(τsω) · Dxψ(ω)] dµ(ω),

and we have

2T s(ϕ,ψ) =

∫

Ω

H(τsω) −H(ω)

s
Dxϕ(τsω) · Dxψ(ω) dµ(ω)

=

∫

Ω

∫ 1

0
DtH(τuω) duDxϕ(τsω) · Dxψ(ω) dµ(ω)

≤
∫ 1

0

∫

Ω
|DtH(τuω)Dxϕ(τsω) · Dxψ(ω)| dµ(ω) du

(11)

≤ 2CH
2 e2K‖T(s,0)ϕ‖1‖ψ‖1

= 2CH
2 e2K‖ϕ‖1‖ψ‖1

HenceT s is a continuous bilinear form and can be extended toIH1 × IH1. Let us consider now
ϕ ∈ C, we have

T (
√

−S̃g,
√

−S̃T(−s,0)ϕ) − T (
√

−S̃T(s,0)g,
√

−S̃ϕ)

s
=

1

s

∫

Ω
−gAT(−s,0)ϕ+ T(s,0)gAϕ dπ

=
1

s

(
−
∫

Ω
g(τsω)

1

2
div
(
H(τsω)Dxϕ

)
dπ

+

∫

Ω
g(τsω)

1

2
div
(
H(ω)Dxϕ

)
dπ

)

= T s(g,ϕ)
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and the first inequality of the lemma follows from the fact that C is dense inIH1. The second
inequality that we have to prove requires the same arguments

So we have∀s ≥ 0, F s(ϕ) ≤ (Ch + CH
2 e2K‖uλ,δ‖1 + C̃‖uλ,δ‖1)‖ϕ‖1, and therefore

Bλ,δ(vs,vs) = F s(vs) ≤ (Ch + CH
2 e2K‖uλ,δ‖1 + C̃‖uλ,δ‖1)‖vs‖1,

which impliesλ|vs|22 + ‖vs‖2
1 ≤

(
Ch + CH

2 e2K‖uλ,δ‖1 + C̃‖uλ,δ‖1

)2
, and‖vs‖1 is bounded by

a constant which doesn’t depend ons.
Since there exists a constantA such that∀s > 0,∀ϕ ∈ C, F s(ϕ) ≤ A‖ϕ‖1, there is a linear

form F 0 on IH1 such thatF s converges weakly toF 0 in IH∗
1 along a subsequence(sn)n which

converges to0. With the help of (32), we have

min(λ, δ/2, 1)ε(vsn ,vsn) ≤ Bλ,δ(vsn ,vsn) = F sn(vsn) ≤ A‖vsn‖1.

We deduce that the sequence(vsn)n is bounded in the spaceIF and we can extract a subsequence
which is still denoted by(vsn)n and converges weakly inIF towards some functionv0 ∈ IF. But,
because of the weak convergences, we have∀ϕ ∈ C,

Bλ,δ(v0,ϕ) = lim
n→∞

Bλ,δ(vsn ,ϕ) = lim
n→∞

F sn(ϕ) = F 0(ϕ).

Hence we deduce thatv0 is the solution of the equation

∀ϕ ∈ IF, Bλ,δ(v0,ϕ) = F 0(ϕ). (36)

On the other hand, we know thatvs =
T(s,0)uλ,δ − uλ,δ

s
converges strongly inL2(Ω) to Dtuλ,δ,

so we deduce thatDtuλ,δ ∈ IF and solves the equation (36). To sum up, we found a family of
functions(uλ,δ)λ,δ such thatuλ,δ ∈ IF,Dtuλ,δ ∈ IF and

∀ϕ ∈ F , Bλ,δ(uλ,δ,ϕ) =< h,ϕ >−1,1, (37)

∀ϕ ∈ F , Bλ,δ(Dtuλ,δ,ϕ) = F 0(ϕ). (38)

After choosingϕ = uλ,δ in (37) andϕ = Dtuλ,δ in (38), we have

λ|uλ,δ|22 + ‖uλ,δ‖2
1 +

δ

2
|Dtuλ,δ|22 =< h,uλ,δ >−1,1≤ ‖h‖2

−1, (39)

λ|Dtuλ,δ|22 + ‖Dtuλ,δ‖2
1 +

δ

2
|D2

tuλ,δ|22 ≤ A‖Dtuλ,δ‖1 (40)

By (39) and (40), the sequence(uλ,δ)δ>0 is bounded in the spaceIF as well as the sequence
(Dtuλ,δ)δ>0 is bounded inIH1, so there is a subsequence(uλ,δ)δ>0 ∈ IF with Dtuλ,δ ∈ IH1

such that(uλ,δ)δ>0 converges weakly inIF to uλ andDtuλ,δ converges weakly∈ IH1 to Dtuλ

asδ → 0. Moreover with the help of (39) we know thatδ|Dtuλ,δ|22 ≤ 2‖h‖2
−1 which means in

particular thatδDtuλ,δ
L2

−−−→
δ→0

0. This allows us to pass to the limit asδ goes to0 in the equation

(33) and to prove that
∀ϕ ∈ IF, Bλ(uλ,ϕ) =< h,ϕ >−1,1 (41)

Now we just have to prove the uniqueness. But this is simple because if we have two solutions
uλ andwλ then∀ϕ ∈ IF

Bλ(uλ − vλ,ϕ) = 0.

By choosingϕ = uλ − vλ we obtainuλ = vλ, µ almost surely
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5.7 Control of the solution

Like for the existence of the solution, we begin with the timeindependent case by way of introduc-
tion.

Proposition 5.8. Let h be in IH−1 ∩ L2(Ω) and for anyλ > 0, letwλ be defined as the unique
solution inIH1 to the equation

λwλ − Swλ = h

Thenλ|wλ|22 −−−→
λ→0

0 and there existsζ ∈ L2(Ω)d such that|∇σwλ − ζ|2 −−−→
λ→0

0.

Proof : We know (see proposition 5.5) thatλ|wλ|22 + m‖wλ‖2
1 ≤ ‖h‖2

−1

m . Thus even if it means
extracting a subsequence, we can findg ∈ L2(Ω) such that(

√
−Swλ)λ converges weakly inL2(Ω)

towardsg. Moreover we haveλwλ
L2(Ω)−−−−→
λ→0

0. Since for anyϕ ∈ IH we have (see proposition 5.5)

λ(wλ,ϕ)2 + (
√
−Swλ,

√
−Sϕ)2 = Dλ(wλ,ϕ) = (h,ϕ)2,

we can pass to the limit whenλ goes to0 and we obtain

(g,
√
−Sϕ)2 = (h,ϕ)2. (42)

Hence we deduce

lim sup
λ→0

|g|2|
√
−Swλ|2 ≥ lim sup

λ→0
(g,

√
−Swλ)2

= lim sup
λ→0

(h,wλ)2

= lim sup
λ→0

λ|wλ|22 + |
√
−Swλ|22

≥ lim sup
λ→0

|
√
−Swλ|22

So we obtain|g|2 ≥ lim supλ→0 |
√
−Swλ|2. Moreover, by the weak convergence, we have|g|2 ≥

lim infλ→0 |
√
−Swλ|2. Finally

|g|2 = lim
λ→0

|
√
−Swλ|2

and the strong convergence holds for the family(
√
−Swλ)λ towardsg. In this case, there must be

equality at each line of the previous calculus so thatλ|wλ|22 −−−→
λ→0

0. Because of equation (42), it is

easy to prove the uniqueness of the weak limit

Our goal is now to obtain a good control of the solutionui
λ of the equation

λui
λ −Lui

λ − Dtu
i
λ = bi, (43)

this means we want to show thatλ|ui
λ|22 −−−→

λ→0
0 and that(∇σui

λ)λ converges in(L2(Ω))d asλ

goes to0. Our strategy consists in showing that the operatorλ−L−Dt is just a perturbation of the
operatorλ − S̃ − Dt so that our study can be reduced to the study of the solution ofthe following
equation

λvλ − S̃vλ − Dtvλ = bλ,
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wherebλ will be defined below and possesses a strong limit inIH−1. This kind of equation is more
convenient to study because the operators−S̃ andDt commute and hence we can use a common
spectral decomposition of these operators. In our proof, this will be of the utmost importance and
will allow us to prove that the antisymmetric termDt does not play an essential role in the control
of the solution. So we begin by proving the second point:

Proposition 5.9. Let(bλ)λ>0 be a family of functions inL2(Ω)∩ IH−1 which is strongly convergent
in IH−1 tob0 ∈ IH−1. Suppose that there is a family of functions inIF∩Dom(S̃) denoted by(vλ)λ>0

such that
∀λ > 0, λvλ − S̃vλ − Dtvλ = bλ. (44)

Then there existsη ∈ (L2(Ω))d such that

λ|vλ|22 −−−→
λ→0

0 and |∇σvλ − η|2 −−−→
λ→0

0

Proof : We remind that we have

−S̃ =

∫

IR+×IR
xE(dx, dy) and − Dt =

∫

IR+×IR
iy E(dx, dy).

After multiplying (44) byvλ and integrating with respect to the measureπ, we have

λ|vλ|22 + ‖vλ‖2
1 =

∫

Ω
bλvλ dπ ≤ C‖vλ‖1 ≤ C2 (45)

whereC = sup
λ>0

‖bλ‖−1. Hence we know that there ish ∈ L2(Ω) and a subsequence still denoted

by (vλ)λ such that
(√

−S̃vλ

)
λ

converges weakly inL2(Ω) toh.

• We have sup
λ>0

‖λvλ‖−1 < ∞ and sup
λ>0

‖Dtvλ‖−1 < ∞:

∣∣∣∣
∫

Ω
λvλϕ dπ

∣∣∣∣ =

∣∣∣∣
∫

IR+×IR

λ

(λ + x) + iy
dEbλ,ϕ

∣∣∣∣

≤
√∫

IR+×IR

λ2

x[(λ + x)2 + y2]
dEbλ,bλ

√∫

IR+×IR
x dEϕ,ϕ

≤
(

sup
λ>0

√∫

IR+×IR

1

x
dEbλ,bλ

)
‖ϕ‖1

= sup
λ>0

‖bλ‖−1‖ϕ‖1

≤ C‖ϕ‖1

whereC does not depend onλ. Hence we deduce fromDtvλ = λvλ − S̃vλ − bλ that there is
a constantA independent ofλ such that∀ϕ ∈ C,

∫
Ω Dtvλϕ dπ ≤ A‖ϕ‖1, so that, even if it

means extracting a subsequence, there is a family(F λ)λ≥0 of linear forms onID ⊂ L2(Ω) such

that∀λ > 0,∀ϕ ∈ C, F λ(
√

−S̃ϕ) =
∫
Ω Dtvλϕ dπ, and(F λ)λ>0 is weakly convergent toF 0:

∀ϕ ∈ C, F λ(

√
−S̃ϕ) −−→

→0
F 0(

√
−S̃ϕ).
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• We have F0(h) = 0 :
Since

F λ(

√
−S̃vµ) =

∫

Ω
Dtvλvµ dπ = −

∫

Ω
Dtvµvλ dπ = −F µ(

√
−S̃vλ)

we deduce by passing to the limit asλ goes to0 thatF 0(
√

−S̃vµ) = −F µ(h) and then by passing
to the limit asµ goes to0 we haveF 0(h) = −F 0(h) = 0.
• The limit equation :

By (45), we know thatλ|vλ|22 ≤ C2 so thatλvλ
L2(Ω)−−−−→
λ→0

0. Then, if we multiply the equation (44)

by ϕ ∈ C we haveλ(vλ,ϕ)+ < vλ,ϕ >1 −(Dtvλ,ϕ) = (bλ,ϕ) and if we pass to the limit as
λ → 0 we obtain

(h,

√
−S̃ϕ) − F 0(

√
−S̃ϕ) =< b0,ϕ >−1,1 . (46)

Because of the density ofC in IF, this equality remains valid for anyϕ ∈ IF.
• Final step for the convergence:
If we use the fact thatF 0(h) = 0 we have

lim
λ→0

(h,

√
−S̃vλ) = lim

λ→0

(
(h,

√
−S̃vλ) − F 0(

√
−S̃vλ)

)
(47)

Hence we deduce

lim sup
λ→0

|h|2‖vλ‖1 ≥ lim sup
λ→0

(h,

√
−S̃vλ)

= lim sup
λ→0

(
(h,

√
−S̃vλ) − F 0(

√
−S̃vλ)

)

(46)
= lim sup

λ→0
< b0,vλ >−1,1

= lim sup
λ→0

(bλ,vλ)

(45)
= lim sup

λ→0

(
λ|vλ|22 + ‖vλ‖2

1

)

≥ lim sup
λ→0

‖vλ‖2
1

Hence, thanks to the same arguments as in the static case, we have

|h|2 = lim
λ→0

‖vλ‖1.

Thus we obtain the strong convergence of(
√

−S̃vλ)λ towardsh along a subsequence. But there
must be equality at each line of the previous calculation so that we also haveλ|vλ|22 −−−→

λ→0
0.

• Uniqueness of the weak limit :
This convergence holds for the whole family if there is uniqueness for the weak limit. That’s what
we are going to prove. Leth andh′ be two weak limits of two subsequences of(vλ)λ, andF 0,F ′

0

the corresponding linear forms defined as described above. We still have the two limit equations for
anyϕ ∈ IF

(h,

√
−S̃ϕ) − F 0(

√
−S̃ϕ) =< b0,ϕ >−1,1, (48)
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and similarly

(h′,

√
−S̃ϕ) − F ′

0(

√
−S̃ϕ) =< b0,ϕ >−1,1 . (49)

In a similar way we did previously we have

F λ(

√
−S̃vµ) =

∫
Dtvλvµ dπ = −

∫
Dtvµvλ dπ = −F µ(

√
−S̃vλ)

We can pass to the limit asλ goes to0 along the first subsequence and then to the limit asµ goes to
0 along the second subsequence and we obtain

F 0(h
′) = −F ′

0(h). (50)

By choosingϕ = vµ in (48) and (49) and taking the limit along the second subsequence we obtain
:

(h,h′) − F 0(h
′) = < b0,h

′ >−1,1,

(h′,h′) = (h′,h′) − F ′
0(h

′) = < b0,h
′ >−1,1,

In the same way, by choosingϕ = vλ in (48) and (49) and taking the limit along the first subse-
quence we obtain

(h,h) = (h,h) − F 0(h) = < b0,h >−1,1

(h′,h) − F ′
0(h) = < b0,h >−1,1

From these 4 last equalities we deduce

‖h− h′‖2
2 = (h,h) − 2(h′,h) + (h′,h′)

= −F ′
0(h) − F 0(h

′)

(50)
= 0

and this allows us to deduceh = h′

We want now to treat the general case (with the symmetric partS and the antisymmetric part).
First we explain the idea of the proof. Formally we have

λ − S −A− Dt = λ − S̃ − Dt − (S − S̃) −A

=

(
I −

[
(S − S̃) +A

]
(λ − S̃ − Dt)

−1

)
(λ − S̃ − Dt)

If we can prove that the operator
[
(S − S̃) +A

]
(λ − S̃ − Dt)

−1

is bounded with a norm strictly less than1, then we will be able to inverse this operator. In general,
its norm is bigger than 1 but we will bring back our study to this case by introducing a small
parameterδ. Then the norm of the operator

δ
[
(S − S̃) +A

]
(λ − S̃ − Dt)

−1

will be strictly less than 1. We will deduce the general case from this situation.

18



Lemma 5.10. Letu ∈ IF be such thatDtu ∈ IH1. Then∀ϕ ∈ C we have,
∫
Au

T(−s,0)ϕ−ϕ
s

dπ ≤ 2e2K
(
CH

2 ‖u‖1 + CH
1 ‖Dtu‖1

)
‖ϕ‖1,

and ∫
Su

T(−s,0)ϕ−ϕ
s

dπ ≤ 2
(
C̃‖u‖1 + M‖Dtu‖1

)
‖ϕ‖1.

Proof : For anyϕ,ψ ∈ C we define

2Qs(ϕ,ψ) =
1

s

∫

Ω
H(τsω)Dxϕ(τsω) · Dxψ(ω) −H(ω)Dxϕ(ω) · Dxψ(ω) dµ,

and we have

2Qs(ϕ,ψ) =

∫

Ω

H(τsω) −H(ω)

s
Dxϕ(τsω) · Dxψ(ω) dµ

+

∫

Ω
H(ω)

Dxϕ(τsω) − Dxϕ(ω)

s
· Dxψ(ω) dµ

= 2Q1
s(ϕ,ψ) + 2Q2

s(ϕ,ψ)

Then

2|Q1
s(ϕ,ψ)| =

∣∣∣∣
∫

Ω

∫ 1

0
DtH(τuω) duDxϕ(τsω) · Dxψ(ω) dµ

∣∣∣∣

≤
∫ 1

0

∫

Ω
|DtH(τuω)Dxϕ(τsω) · Dxψ(ω)| dµ du

(11)

≤ 2CH
2 e2K‖T(s,0)ϕ‖1‖ψ‖1

= 2CH
2 e2K‖ϕ‖1‖ψ‖1

and

2|Q2
s(ϕ,ψ)| =

∣∣∣∣
∫

Ω
H(ω)Dx

(
ϕ(τsω) −ϕ(ω)

s

)
· Dxψ du

∣∣∣∣
(10)

≤ 2CH
1 e2K

∥∥∥∥
ϕ(τsω) −ϕ(ω)

s

∥∥∥∥
1

‖ψ‖1

= 2CH
1 e2K

∥∥∥∥
∫ 1

0
Dtϕ(τsuω) du

∥∥∥∥
1

‖ψ‖1

≤ 2CH
1 e2K

(∫ 1

0
‖Dtϕ(τsuω)‖1 du

)
‖ψ‖1

= 2CH
1 e2K ‖Dtϕ‖1 ‖ψ‖1

HenceQs is a continuous bilinear form and can be extend toIH1× IH1. Let us consider nowϕ ∈ C,
we have

1

s

∫

Ω
AuT(−s,0)ϕ−Auϕ dπ =

1

s

(
−
∫

Ω
u(τsω)

1

2
div
(
H(τsω)Dxϕ

)
dπ

+

∫

Ω
u(ω)

1

2
div
(
H(ω)Dxϕ

)
, dπ

)

= −2Qs(u,ϕ)
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and the lemma follows from the fact thatC is dense inIH1. We do not prove the second inequality
because the proof is very similar to the first one

Equipped with the above lemma we are able to prove the first step of our demonstration.

Proposition 5.11.Let(bλ)λ>0 be a family of functions inIH−1∩L2(Ω) which is strongly convergent
in IH−1 to someb0 ∈ IH−1. We also suppose thatbλ verifies the assumption of proposition 5.4, ie
there exists a constantC (which does not depend onλ) such that∀s > 0 and∀ϕ ∈ C

〈
bλ,

T(−s,0)ϕ−ϕ
s

〉

−1,1

≤ C‖ϕ‖1.

There existsδ > 0 such that: for eachλ > 0, if we denote byuλ ∈ IF with Dtuλ ∈ IH1 the unique
solution (see proposition 5.4) of the equation

λuλ − δSuλ − (1 − δ)S̃uλ − δAuλ − Dtuλ = bλ,

then there existsη ∈ L2(Ω) such that
√

−S̃uλ
L2(Ω)−−−−→
λ→0

η andλ|uλ|22 −−−→
λ→0

0.

Proof: We denote byH the subspace ofIH−1 whose elements satisfy the condition:∀s > 0 and
∀ϕ ∈ C 〈

h,
T(−s,0)ϕ−ϕ

s

〉

−1,1

≤ C‖ϕ‖1, (51)

where the constant might be different for differenth ∈ H. For anyh ∈ H, the smallestC which
satisfies this condition will be denoted‖h‖T . ThenH is closed for the norm‖ ‖H = ‖ ‖−1 + ‖ ‖T .
We consider now the operatorTλ : H → H defined byTλ(b) = δ(S− S̃+A)(λ− S̃−Dt)

−1(b).
We have already seen that‖(λ − S̃ − Dt)

−1b‖2
1 ≤ ‖b‖2

−1, so that

‖δ(S − S̃ +A)(λ − S̃ − Dt)
−1(b)‖−1 ≤ δ(1 + M + e2KCH

1 )‖(λ − S̃ − Dt)
−1(b)‖1

≤ δ(1 + M + e2KCH
1 )‖b‖−1 (52)

Moreover, thanks to proposition 5.4, we know thatDt(λ − S̃ − Dt)
−1(b) ∈ IH1 and

‖Dt(λ − S̃ − Dt)
−1(b)‖1 ≤ ‖b‖T + (CH

2 + C̃)‖b‖−1,

and thanks to lemma 5.10, for anyu ∈ IF with Dtu ∈ IH1,

‖δ(S − S̃ +A)(u)‖T ≤ 2(e2KCH
2 + C̃)‖u‖1 + (2e2KCH

1 + M + 1)‖Dtu‖1,

so that

‖δ(S − S̃ +A)(λ − S̃ − Dt)
−1(b)‖T ≤ δ

(
2e2KCH

2 + 2C̃ + (C̃ + CH
2 )(2e2KCH

1 + M + 1)

)
‖b‖−1

+ δ
(
2e2KCH

1 + M + 1
)
‖b‖T .

(53)

Hence we can chooseδ small enough in order that∀λ > 0, ‖Tλ‖H→H < d and‖Tλ‖IH1→IH1 < d
with d < 1. This implies that we can define the operator[I − Tλ]−1 : H −→ H. Moreover it is
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sufficient to prove thatTλ(bλ) converges inIH−1 in order to prove the convergence of[I−Tλ]−1(bλ)
in IH−1. But, for anyλ, µ > 0, we have

‖Tλ(bλ) − Tµ(bµ)‖−1 ≤ δ(1 + M + e2KCH
1 )‖(λ − S̃ − Dt)

−1(bλ) − (µ − S̃ − Dt)
−1(bµ)‖1

and this last term converges to0 according to proposition 5.9.
Finally, it is sufficient to remark that

(λ − δS − (1 − δ)S̃ − δA− Dt)
−1 = (λ − S̃ − Dt)

−1
[
I − Tλ

]−1

and to apply proposition 5.9 in order to conclude the proof

So we have almost proved the desired result but the coefficient δ is in general strictly less than
1. In order to get round this difficulty, we putδ1 = δ and we chooseδ2 > 0, and then we write

λ − (δ1 + δ2)S − (1 − δ1 − δ2)S̃ − (δ1 + δ2)A− Dt

=
[
I−δ2(S− S̃+A)[λ−δ1S− (1−δ1)S̃−δ1A−Dt]

−1
]
(λ−δ1S− (1−δ1)S̃−δ1A−Dt),

so that we want exactly repeat the proof of proposition 5.11 except that the operatorλ−(1−δ1)S̃−
δ1S − δ1A−Dt is replaced by the operatorλ− (1− δ1 − δ2)S̃ − (δ1 + δ2)S − (δ1 + δ2)A−Dt

and the use of proposition 5.9 with the operatorλ − S̃ − Dt is everywhere replaced by the use of
the proposition 5.11 with the operatorλ− (1−δ1)S̃−δ1S−δ1A−Dt, provided thatδ2 is choosen
small enough. Even if it means substitutingã with mã, we can suppose without loss of generality
thatm = 1. Hence, because of the inequality

ã ≤ a ≤ M ã,

the inequalities (52) and (53) remains valid whereδ is replaced byδ2 so that the chooice ofδ2 is
independent onδ1. This remark is important because this means that we can iterate these arguments
until we findδn such thatδ1 + δ2 + · · ·+ δn = 1 and such that proposition 5.11 remains valid if we
relace everywhereδ by δ1 + · · · + δn = 1.

For the sake of clarity, we sum up our discussion in the following proposition:

Proposition 5.12.Let(bλ)λ>0 be a family of functions inIH−1∩L2(Ω) which is strongly convergent
in IH−1 to someb0 ∈ IH−1. We suppose that there exists a constantC (which does not depend on
λ) such that∀s > 0 and∀ϕ ∈ C

〈
bλ,

T(−s,0)ϕ−ϕ
s

〉

−1,1

≤ C‖ϕ‖1.

Then solutionuλ ∈ IF of the equation

λuλ − Suλ −Auλ − Dtuλ = bλ

satisfies:

• there existsη ∈ L2(Ω) such that
√

−S̃uλ
L2(Ω)−−−−→
λ→0

η,

• λ|uλ|22 −−−→
λ→0

0.
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Now we prove that we can apply this result if we choosebλ equal to the driftb of our diffusion
process. That is why we need the following lemma

Lemma 5.13. For eachi ∈ {1, . . . , d}, we have‖bi‖−1 < ∞ and∀s > 0,∀ϕ ∈ C
∫
bi

T(−s,0)ϕ−ϕ
s

dπ ≤ ‖Dtbi‖2‖ϕ‖1.

Remark 5.14. If ‖g‖−1 < ∞ then we have
∫
Ω g dπ = 0.

Proof of the lemma: Let (E1, . . . , Ed) be the canonical basis ofIRd. Then we have

∣∣∣∣
∫

Ω
biϕ dπ

∣∣∣∣ =

∣∣∣∣∣∣

∫

Ω

∑

j

(
1

2
Djaij − aijDjV +

e2V

2
DjH ij)ϕ dπ

∣∣∣∣∣∣

=

∣∣∣∣
1

2

∫

Ω
(a− e2VH)Dϕ · Ei dπ

∣∣∣∣

≤
∣∣∣∣
1

2

∫

Ω
aDϕ · Ei dπ

∣∣∣∣+
∣∣∣∣
1

2

∫

Ω
HDϕ · Ei dµ

∣∣∣∣

C−S
≤ M‖ϕ‖1

∣∣∣∣
∫

(aEi · Ei) dπ

∣∣∣∣
1/2

+ CH
1

∫

Ω
(ãEi · Ei)

1/2(ãDϕ · Dϕ)1/2 dµ

C−S
≤ C‖ϕ‖1

√∫
ãii dπ

and this proves the first point. For the second point we have∀t > 0,∀ϕ ∈ C
∫
bi

T(−s,0)ϕ−ϕ
s

dπ = −
∫

(ae−2V +H)Ei ·
T(−s,0)Dϕ− Dϕ

2s
dµ

= −
∫

T(s,0)(ae−2V +H) − (ae−2V +H)

2s
Ei · Dϕdµ

≤
(
C̃ + e2KCH

2

)
√∫

ãii dπ‖ϕ‖1

6 It ô’s formula

Since the matrixa is not uniformly elliptic, we can’t prove the regularity of the functionsui
λ in

order to apply Itô’s formula. Here we will use the fact that the processX is almost symmetric in the
sense that we can control the antisymmetric part with the symmetric one. The aim of this section is
to prove the following theorem:

Proposition 6.1. For each functionf ∈ Dom(L + Dt) ∩ IF, we have

IPπ ps, f(Yt) = f(Y0) +

∫ t

0
(Lf + Dtf)(Yr) dr +

∫ t

0
∇σf∗(Yr) dBr (54)

whereIPπ is the law of the processY starting with the distributionπ onΩ.
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Proof: Considerf ∈ Dom(L + Dt) ⊂ IF and a sequence(ϕn)n ∈ (C)IN such thatϕn
IF−−−→

n→∞
f

andLϕn
L2(Ω)−−−−→
n→∞

Lf . Thanks to the regularity of the functionsϕn, we can apply the classical Itô

formula:

ϕn(Yt) = ϕn(Y0) +

∫ t

0
(Lϕn + Dtϕ)n(Yr) dr +

∫ t

0
∇σϕ∗

n(Yr) dBr. (55)

Thanks to the invariance of the measureπ for the processY and the Cauchy-Schwarz inequality, it
is not difficult to see that

IEπ

[
|ϕn(Yt) − f(Yt)|2 + |ϕn(Y0) − f(Y0)|2 +

(∫ t

0
(Lϕn + Dtϕ)n(Yr) dr −

∫ t

0
(Lf + Dtf)(Yr) dr

)2
]

converges to0 asn goes to infinity. Moreover

IEπ

[
sup

0≤s≤t

(∫ s

0
(∇σϕ∗

n −∇σf∗)(Yr) dBr

)2
]

≤ IEπ

[∫ t

0
Tr[(∇σϕ∗

n −∇σf∗)(∇σϕ∗
n −∇σf∗)∗](Yr) dr

]

≤ 2Mt‖f −ϕn‖2
1

converges also to0 asn tends to infinity. The above last inequality results from thedefinition of
∇σ and inequality (9). It is now sufficient to take the limit in equation (55) in order to prove the
proposition

7 The invariance principle

Notation :
Up to the end of this paper, fori ∈ {1, . . . , d} we will denote byui

λ the solution of the equation

λui
λ −Lui

λ − Dtu
i
λ = bi.

From proposition 5.12, we haveλ|ui
λ|22 −−−→

λ→0
0 and we can defineξi = limλ→0 ∇σui

λ where the

limit is taken in the spaceL2(Ω)d

By applying the Itô formula (see section 6) to the functionuε2 , we obtain

εXω
t/ε2 = Hε,ω

t + ε

∫ t/ε2

0
(σ + ∇σu∗

λ)(r,Xω
r , ω) dBr,

where

Hε,ω
t = ε3

∫ t/ε2

0
uε2(r,X1,ω

r , ω) dr − εuε2(t/ε2,X1,ω
t/ε2 , ω) + εuε2(0, 0, ω).

We still denote byYt = τt,Xω
t

and IPπ the law of the processYt with initial distribution π.
We want to show that the finite dimensional distributions of the processHε,ω converges inIPπ-
probability to0. Using the Cauchy-Scharz inequality and the invariance of the measureπ, we get
the estimate

IEπ[(Hε,ω
t )2] ≤ 3(2 + t2)ε2|uε2|22

and this last term converge to0 asε goes to0.
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Now we have to study the limit of the processt 7→ ε
∫ t/ε2

0 (σ + ∇σu∗
λ)(r,Xω

r , ω) dBr whose
quadratic variations are given by

ε2

∫ t/ε2

0
(σ + ∇σu∗

ε2)(σ + ∇σu∗
ε2)

∗(Yr) dr = ε2

∫ t/ε2

0
(σ + ξ∗)(σ + ξ∗)∗(Yr) dr

+

(
ε2

∫ t/ε2

0
(σ + ∇σu∗

ε2)(σ + ∇σu∗
ε2)

∗(Yr) dr − ε2

∫ t/ε2

0
(σ + ξ∗)(σ + ξ∗)∗(Yr) dr

)
.

By the ergodic theorem, the first of the two last terms converges π almost surely to the process
t 7→ At where the marixA is given by

A =

∫

Ω
(σ + ξ∗)(σ + ξ∗)∗ dπ,

and the second one converges inL1 to 0. Indeed, after integrating with respect to the probability
measureIPπ, it is bounded byCt|∇σuε2 − ξ|22. Hence we conclude by applying the central limit
theorem for martingales that the finite dimensional distributions of the processεXω

t/ε2 converge in

law to the processA1/2Bt.

Proposition 7.1. The processεXω
t/ε2 is tight in the spaceC([0, T ]; IRd). Hence it converges in law

in the spaceC([0, T ]; IRd) towards the processA1/2Bt.

Proof : The next section will be devoted to the proof of the tightness
We have now to determine the limit when the starting point is not 0 anymore butx/ε.

IEx/ε

[
f(εXω

t/ε2)
]

= IE0

[
f(x + εX

τ(0,x/ε)ω

t/ε2 )
]

in law with respect toµ
= IE0

[
f(x + εXω

t/ε2)
]

π prob−−−→
ε→0

IE
[
f(x + A1/2Bt)

]

For the first above equality we used that if

Xt = x +

∫ t

0
b (r,Xr , ω) dr +

∫ t

0
σ (r,Xr, ω) dBr

andZt
∆
= Xt − x thenZt solves the SDE

Zt =

∫ t

0
b
(
r, Zr, τ(0,x)ω

)
dr +

∫ t

0
σ
(
r, Zr, τ(0,x)ω

)
dBr.

Hence we have proved the following result

Theorem 7.2. Letf be a continuous, bounded andIRd valued function. Then the solutionz(x, t, ω)
of the partial differential equation





d

dt
z(x, t, ω) =

1

2

d∑

i,j=1

aij (t, x, ω)
∂2

∂xi∂xj
z(x, t, ω) +

d∑

i

bi (t, x, ω)
∂

∂xi
z(x, t, ω)

z(x, 0, ω) = f(x)
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satisfies the property:z(x/ε, t/ε2, ω) converges inπ-probability asε → 0 to IE
[
f(x + A1/2Bt)

]

which is the viscosity solution of the deterministic equation




∂u

∂t
(t, x) =

1

2

∑

i,j

Aij
∂u

∂xixj
(t, x)

u(0, x) = f(x).

,

with

A =

∫

Ω
(σ + ξ∗)(σ + ξ∗)∗ dπ.

8 Tightness

In order to obtain the tightness in the spaceC([0, T ]; IRd) of the process

εX1,ω
t/ε2 = ε

∫ t/ε2

0
b(r,X1,ω

r , ω) dr + ε

∫ t/ε2

0
σ(r,X1,ω

r , ω) dBr,

we are faced with the two terms of the right side of the above identity. The tightness of the second
term inC([0, T ]; IRd) is not very difficult to prove by using the Burkholder-Davis-Gundy inequality
and the boundedness of the coefficientσ. For the first term, we are going to exploit ideas of [15] or
[17].

Proposition 8.1. Let g ∈ IH−1 ∩ L2(Ω). Then for anyT > 0, the family of processes indexed by
ε > 0 


(

ε

∫ t/ε2

0
g(Yr) dr

)

0≤t≤T




ε>0

is thight in the spaceC([0, T ]; IR).

Proof : For anyλ > 0, we putwλ = (λ−S)−1g ∈ IH1∩Dom(S) (see proposition 5.5). Moreover
we know (see proposition 5.8) that there existsζ ∈ (L2(Ω))d such that

λ|wλ|22 −−−→
λ→0

0 and∇σwλ −−−→
λ→0

ζ.

Then by choosingλ = ε2, we obtain

ε

∫ t/ε2

0
g(Yr) dr = ε3

∫ t/ε2

0
wε2(Yr) dr − ε

∫ t/ε2

0
Swε2(Yr) dr

By usint the Cauchy-Schwarz inequality and the invariance of the measureπ, we have

IEπ


 sup

0≤t≤T

∣∣∣∣∣ε
3

∫ t/ε2

0
wε2(Yr) dr

∣∣∣∣∣

2

 ≤ IEπ


ε6

(∫ T/ε2

0
|wε2|(Yr) dr

)2



≤ T 2ε2|wε2|22
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and this converges to0 as ε → 0. Hence we only have to show the tightness of the family(
ε
∫ ./ε2

0 Swε2(Yr) dr
)

ε>0
. Let {ϕλ, λ > 0} ⊂ C be a family such that|ϕλ − wλ|2 −→ 0

and|Sϕλ − Swλ|22 ≤ λ3/2 whenλ → 0. We have

ε

∫ t/ε2

0
Swε2(Yr) dr = ε

∫ t/ε2

0
S(wε2 −ϕε2)(Yr) dr + ε

∫ t/ε2

0
Sϕε2(Yr) dr,

and as previously

IEπ


 sup

0≤t≤T

∣∣∣∣∣ε
∫ t/ε2

0
S(wε2 −ϕε2)(Yr) dr

∣∣∣∣∣

2

 ≤ T 2 |S(wε2 −ϕε2)|22

ε2
−−−→
ε→0

0.

Finally we just have to study the tightness of the family
(
ε
∫ ./ε2

0 Sϕε2(Yr) dr
)

ε>0
. First, we remark

that limλ→0 |∇σϕλ − ∇σwλ|22 = −2 limλ→0(ϕλ −wλ,Sϕλ − Swλ)2 −−−→
λ→0

0 and this implies

that limλ→0 |∇σϕλ − ζ|22 −−−→
λ→0

0. Then, we remind that the operatorL∗ is the adjoint operator of

L. It is easy to check thatC ⊂ Dom(L∗). Then we observe that∀0 ≤ t ≤ T andε > 0

ϕε2(Yt/ε2) −ϕε2(Y0) −
∫ t/ε2

0
[Lϕε2 + D0ϕε2](Yr) dr = Mε

t/ε2 −Mε
0,

whereMε is a martingale with respect to the forward filtration(Fε
t )0≤t≤T , whereFε

t is theσ-
algebra onΩ generated by

{
Yr; 0 ≤ r ≤ t/ε2

}
. In the same way,

ϕε2(Y0) −ϕε2(Yt/ε2) −
∫ t/ε2

0
[L∗ϕε2 − D0ϕε2 ](Yr) dr = M∗,ε

0 −M∗,ε
t/ε2 ,

whereM∗,ε is a martingale with respect to the backward filtration(Gε
t )0≤t≤T , whereGε

s is the
σ-algebra onΩ generated by

{
Yr; t/ε

2 ≤ r ≤ T/ε2
}

. We deduce from these two expressions:
∀0 ≤ t ≤ T

−ε

∫ t/ε2

0
Sϕε2(Yr) dr =

εMε
t/ε2 − εMε

0

2
−

εM∗,ε
t/ε2 − εM∗,ε

0

2
.

By proving the tightness of these two last terms, we will conclude our proof. In order to prove the
tightness of these martingales, it is sufficient to prove thetightness of their brackets (see [4] theorem
4.13). But for0 ≤ t ≤ T , their brackets are equal to

ε2

∫ t/ε2

0
∇σϕε2∇σϕ∗

ε2(Yr) dr.

Moreover we have

ε2

∫ t/ε2

0
∇σϕε2∇σϕ∗

ε2(Yr) dr = ε2

∫ t/ε2

0
[∇σϕε2∇σϕ∗

ε2 − ζζ∗](Yr) dr

+ε2

∫ t/ε2

0
ζζ∗(Yr) dr
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We can easily see that

IEπ

[
sup

0≤t≤T

∣∣∣∣∣ε
2

∫ t/ε2

0
[∇σϕε2∇σϕ∗

ε2 − ζζ∗](Yr) dr

∣∣∣∣∣

]
≤ T |∇σϕε2 − ζ|2

−−−→
ε→0

0.

Moreover for each fixedt, the Birkhoff ergodic theorem proves that the termε2
∫ t/ε2

0 ζζ∗(Yr) dr
convergesπ almost surely tot

∫
Ω ζζ

∗(ω) dπ. Then theorem 3.37 in [4] says that the brackets are
tight in D([0, T ]; IRd×d)

References

[1] Bhattacharya N.R., Gupta V.K., Walker H.F., Asymptotics of solute dispersion in periodic
media, SIAM J. Appl. Math. 49 (1989), n° 1, 86-98.

[2] A. Bourgeat & A. Pianitski, Approximations of effectivecoefficients in stochastic homog-
enization, Annales de l’institut Henri Poincarré, Probabilités et statistiques, PR (2004),
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