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Abstract

The LMDZ4 general circulation model is the atmo-
spheric component of the IPSL-CM4 coupled model
which has been used to perform climate change simu-
lations for the 4th IPCC assessment report. The main
aspects of the model climatology (forced by observed
sea surface temperature) are documented here, as well
as the major improvements with respect to the previous
versions, which mainly come form the parametrization
of tropical convection. A systematic methodology is
proposed to help analyse the sensitivity of the tropi-
cal Hadley-Walker circulation to the parametrization
of cumulus convection and clouds. The tropical cir-
culation is characterized using scalar potentials asso-
ciated with the horizontal wind and horizontal trans-
port of geopotential (the Laplacian of which is pro-
portional to the total vertical momentum in the atmo-
spheric column). The effect of parametrized physics is
analysed in a regime sorted framework using the verti-
cal velocity at 500 hPa as a proxy for large scale verti-
cal motion. Compared to Tiedtke’s convection scheme,
used in previous versions, the Emanuel’s scheme im-
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proves the representation of the Hadley-Walker cir-
culation, with a relatively stronger and deeper large
scale vertical ascent over tropical continents, and sup-
presses the marked patterns of concentrated rainfall
over oceans. Thanks to the regime sorted analyses, this
differences are attributed to intrinsic differences in the
vertical distribution of convective heating, and to the
lack of self-inhibition by precipitating downdraughts in
Tiedtke’s parametrization. Both the convection and
cloud schemes are shown to control the relative impor-
tance of large scale convection over land and ocean,
an important point for the behaviour of the coupled
model.

1 Introduction

A great amount of effort has been spent in the past few
years by climate modellers to prepare improved climate
models suited to climate change simulations, in support
of the 4th assessment report of the Intergovernmental
Panel on Climate Change (IPCC).

Climate change modelling is a particular exercise
in that the sensitivity of the model to anthropogenic
forcing can hardly be assessed with respect to
observation. Because of uncertainties in radiative
forcing and because of climate internal variability,
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the observed 20th century climate change does not
yet provide a strong constraint on climate sensitivity
(Wigley et al., 1997; Gregory et al., 2005). To overcome
this difficulty, one can use however the climate
variations observed in the past decades or paleoclimate
records in order to identify key mechanisms involved
in the climate sensitivity, which may then serve as
a guide for validation of the model and improvement
of its physical content. A key issue in that
respect is the representation of unresolved subgrid-
scale processes accounted for in climate models through
parametrizations, in which the complexity of the real
world is reduced to a few deterministic equations. A
full climate change prediction, for a given “scenario”
of anthropogenic emissions, also requires appropriate
treatment of ocean thermodynamics and circulation,
water budget including routing from continental
surfaces to the ocean, as well as computation of the
evolution of the atmospheric composition, under the
effect of bio-geochemical processes for carbon dioxide
or chemistry for methane or ozone.

The general circulation model LMDZ4 presented
here is the atmospheric component of the IPSL-CM4
version of the Institut Pierre Simon Laplace Coupled
Model (Marti et al., 2005), developed with the above
mentioned perspective in mind, and recently used to
produce climate change simulations for IPCC (Dufresne
et al., 2005). With respect to the previous LMDZ3
version (Li, 1999; Li and Conil, 2003), the major change
in terms of physical content concerns the representation
of cumulus convection, the Tiedtke (1989) scheme
being replaced by the Emanuel (1991, 1993) scheme.
After the development and tuning of LMDZ4, another
version was derived which only differs by the use of
Tiedtke’s scheme in place of Emanuel’s for convection.
Both versions are presented here. They will be used
in a companion paper to analyse the role of the
parametrized convection on the coupled climate and
climate sensitivity (Braconnot et al., in preparation).

Here we relate some characteristic behaviours of
those very different parametrizations to the changes
observed in the simulated climate and large-scale
circulation. This question is generally difficult to
address because the cumulus convection and large-
scale circulation are tightly coupled. To overcome
this difficulty, we propose the following methodology:
we characterize on the one hand the parametrization
behaviour for a given large-scale regime using the
monthly mean of the vertical velocity as a proxy for
the large-scale circulation, a framework proposed by
Bony et al. (1997) to analyse cloud radiative forcing
and feedbacks; on the other hand, we characterize
the impact of those different parametrizations on the

large-scale circulation using the velocity potential as
well as a z-weighted potential, the Laplacian of which
corresponds approximately to the vertical momentum
of atmospheric columns. Note that the main focus
here is not to discuss the impact of one particular
aspect of the convective parametrization such as
closure, triggering or entrainment. A better strategy
for that would be to vary parts of one particular
convection scheme (see e. g., Jakob and Siebesma,
2003; Grandpeix et al., 2005).

Major model improvements and tunings are first
presented in section 2. Then we document in section
3 some aspects of the simulated climate. Finally in
section 4, we analyse in more details the sensitivity
of the simulated climate to the parametrized physics
with a focus on the relationships between tropical
convection and divergent circulation. One goal of this
paper is to serve as a reference for the analysis of
the IPCC simulations, so that the model content and
climatology are described in some details. For readers
who would like to concentrate on the sensitivity analysis
concerning the tropical convection and Hadley-Walker
circulation and on methodological aspects, sections 2.3,
2.4 and 3.2 may be sufficient to introduce the core of
the discussion (sections 4.3 and 4.4).

2 Model description

2.1 LMDZ

LMDZ is the second generation of a climate model
developed at Laboratoire de Météorologie Dynamique
(Sadourny and Laval, 1984; Le Treut et al., 1994; Le
Treut et al., 1998). The dynamical equations are
discretised on the sphere in a staggered and longitude-
latitude Arakawa C-grid (see e. g. Kasahara, 1977).
The grid is stretchable (the Z of LMDZ standing
for Zoom capability) so that the model can be used
for climate studies at both global (Li, 1999; Li and
Conil, 2003) and regional scale (Krinner and Genthon,
1998; Genthon et al., 2002; Zhou and Li, 2002; Poutou
et al., 2004; Krinner et al., 2004). The discretization
ensures numerical conservation of both enstrophy
(square of the wind rotational) for barotropic flows
(following Sadourny, 1975b,a) and angular momentum
for the axi-symmetric component. The finite-difference
formulation thus correctly represents the enstrophy
transfer from large to small scales of motions, down to
grid-scale cut-off. An horizontal dissipation is added
to the dynamical equations. Based on an iterated
Laplacian, it is designed so as to represent properly
the pumping of enstrophy at the cut-off scale. The
time step is bounded by a CFL criterion on the fastest
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gravity modes. For the applications presented here,
with a uniform resolution of 3.75◦ in longitude and
2.5◦ in latitude, the time-step is 3 minutes. For
latitudes poleward of 60 degrees in both hemispheres,
a longitudinal filter is applied in order to limit the
effective resolution to the one at 60 degrees. The time
integration is done using a leapfrog scheme, with a
periodic predictor/corrector time-step. On the vertical,
the model uses a classical hybrid σ−p coordinate1. The
standard version is based on 19 layers2 with the first
4 layers in the first kilometre above surface, a mean
vertical resolution of about 2 km between 2 and 20 km
and 4 layers above 20 km.

Both vapour and liquid water are advected with
a monotonic second order finite volume scheme
(Van Leer, 1977; Hourdin and Armengaud, 1999). This
scheme is used also for the simulation of the direct
and inverse transport of trace species (Hourdin and
Issartel, 2000; Krinner and Genthon, 2003; Cosme
et al., 2005; Hourdin et al., 2005) and coupling with a
module of atmospheric chemistry and aerosols (INCA,
Hauglustaine et al., 2004).

2.2 Parametrized physics

Different sets of parametrized physics are coupled to
the same dynamical core through a common interface,
including specific versions for Mars (Hourdin et al.,
1993; Forget et al., 1999; Levrard et al., 2004) and
Titan (Hourdin et al., 1995; Rannou et al., 2002).
The dynamical core is written in a 3D world whereas
the physics package is coded as a juxtaposition of
independent 1D columns. Thus testing the physics
package in a single-column context or developing simple
climate models in a latitude-altitude frame (Hourdin
et al., 2004) are easily done. We describe below the
parametrized physics which defines the LMDZ4 version
used for the IPCC simulations (Dufresne et al., 2005).

The radiation scheme is the one introduced several
years ago in the model of the European Centre
for Medium-Range Weather Forecasts (ECMWF) by
Morcrette: the solar part is a refined version of the
scheme developed by Fouquart and Bonnel (1980) and
the thermal infra-red part is due to Morcrette et al.
(1986). The radiative active species are H2O, O3, CO2,
O2, N2O, CH4, NO2 and CFCs. The direct and first

1The pressure pl in layer l is defined as a function of surface
pressure ps as pl = Alps + Bl. The values of Al and Bl are
chosen in such a way that the Alps part dominates near the
surface (where Al reaches 1), so that the coordinate follows the
surface topography, and Bl dominates above several km, making
the coordinate equivalent to a pressure coordinate.

2A 50-layer version is also used for stratospheric studies (Lott
et al., 2005).

indirect radiative effects of sulfate aerosols (introduced
in LMDZ according to Boucher and Pham, 2002; Quaas
et al., 2004) are not activated here. The effects of
mountains (drag, lift, gravity waves) are accounted for
using state-of-the-art schemes (Lott and Miller, 1997;
Lott, 1999). Cloud, convection and boundary layer
schemes, which have been significantly modified in the
last few years, are described below.

2.3 Parametrization of moist convec-

tion

The Tiedtke’s (1989) scheme, used in previous versions
of LMDZ, was replaced by the Emanuel’s (1991, 1993)
scheme which improved significantly the large scale
distribution of tropical precipitation as discussed later
in the paper. Both schemes are based on a ”mass
flux” representation of the convective updraughts and
downdraughts as well as of the induced motions in the
environmental air.

In the Tiedtke’s scheme, only one convective
cloud is considered, comprising one single saturated
updraught. Entrainment and detrainment between the
cloud and the environment can take place at any level
between the free convection level and the zero-buoyancy
level. There is also one single downdraught extending
from the free sinking level to the cloud base. The mass
flux at the top of the downdraught is a constant fraction
(here 0.3) of the convective mass flux at cloud base.
This downdraught is assumed to be saturated and is
kept at saturation by evaporating precipitation. The
version used here is close to the original formulation
of Tiedtke (1989) and relies on a closure in moisture
convergence. Triggering is a function of the buoyancy of
lifted parcels at the first grid level above condensation
level. Most models that use the Tiedtke’s scheme
today have changed at least the closure, introducing the
CAPE (Convective Available Potential Energy) in one
way or another (see e. g. Jakob and Siebesma, 2003).

In the Emanuel’s scheme, the backbone of the
convective systems are regions of adiabatic ascent
originating from some low-level layer and ending at
their level of neutral buoyancy (LNB). Shedding
from these adiabatic ascents yields, at each level,
a set of draughts which are mixtures of adiabatic
ascent air (from which some precipitation is removed)
and environmental air. These mixed draughts move
adiabatically up or down to levels where, after further
removal of precipitation and evaporation of cloud
water, they are at rest at their new levels of neutral
buoyancy. In addition to those buoyancy-sorted
saturated draughts, unsaturated downdraughts are
parametrized as a single entraining plume of constant
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fractional area (here 1% of the grid cell) driven by
the evaporation of precipitation. The version of
the Emanuel’s scheme used here is close to Emanuel
(1993). Closure and triggering take into account both
tropospheric instability and convective inhibition. The
mass flux MB at cloud base reads:

MB =
α

p0

∫ pB

pLNB

(

max(Bmin(p), 0)

B0

)2

ρ
√

CAPE(p)dp

where pB = pLCL−40hPa, pLCL and pLNB are pressure
at LCL and at LNB respectively, Bmin(p) is the lower
bound of adiabatically lifted parcel buoyancy between
levels pB and p, B0 = 1 K and p0 = 105 Pa are reference
values for the buoyancy and pressure respectively and
CAPE(p) is the work of buoyancy forces between levels
pB and p. α = 0.03 is a scale factor. Inhibition
is accounted for by the Bmin term and tropospheric
instability by the CAPE term. With respect to the
version released by Kerry Emanuel, most of the explicit
grid dependencies have been removed (e.g. lifting
condensation level LCL varies continuously and not
from grid level to grid level).

Emanuel’s and Tiedtke’s mass flux schemes thus
differ by several fundamental aspects. The triggering
depends on atmospheric stability in both schemes (the
max in the closure formula for Emanuel’s) but only the
closure in Emanuel’s scheme does. Also the ratio of
the downdraught to updraught mass fluxes is limited
for Tiedtke (0.3 at the downdraught top) but not
for Emanuel (it can be occasionally greater than 1).
As a matter of fact, Emanuel’s scheme is one of
the few schemes simulating precipitating downdraughts
with an intensity comparable to the one obtained in
CRM simulations (Guichard et al., 2004). Finally, the
updraught in Tiedtke’s parametrization is an entraining
plume. Both its vertical extension and intensity are
thus sensitive to the humidity of the free troposphere.
In Emanuel’s scheme, the adiabatic updraught does not
entrain air from the free troposphere so that the cloud
top is always at LNB. A dry free troposphere can thus
reduce convection (by modifying the humidity of the
mixed draughts) but not limit its vertical extension.

2.4 Cloud scheme

As originally proposed by Sommeria and Deardorff
(1977), the cloud cover f and cloud water content
qc are diagnosed from the large scale value qt of the
total (vapour + condensed) water qt, the moisture
at saturation qsat, and the subgrid scale variability
of the total water, through a Probability Distribution
Function (PDF). Following Bony and Emanuel (2001),
the top-hat distribution used previously (Le Treut and

Li, 1991) was replaced in LMDZ4 by a generalised log-
normal PDF (Hosking and Wallis, 1997) defined by
three statistical moments (mean, variance, skewness).
By using zero as a lower bound, the PDF depends
on two parameters only (the mean qt and variance σ)
and becomes positively skewed. The skewness increases
with increasing values of the ratio r = σ/qt. When this
ratio is small compared to 1, the distribution is close to
a Gaussian distribution. Since qt is predicted explicitly
by the GCM, the only unknown to be determined is σ
(or r). The cloud cover seen by the radiative code is
computed as the maximum of the so called “large scale”
and “convective” cloud fractions.

For the “Large-scale clouds”, f and qc are predicted
from the large scale variables qt and qsat by imposing
the parameter r of the PDF. r increases (as a linear
function of pressure) from r0 at the surface to r1
at pressure p1 = 300 hPa. This shape was chosen
rather arbitrarily and the numerical values retained for
r0(= 0.05) and r1(= 0.33) were fixed during the tuning
phase of the LMDZ4 version. Part of the condensed
water is precipitated in the cloudy fraction of the grid
cell. The precipitation is partially re-evaporated when
falling through unsaturated atmospheric layers.

In convective regions, large-scale variables are poor
predictors of the cloud fraction (Xu and Randall
1996b), and the parametrization of clouds needs to be
coupled to the convective parametrization. Here, these
“convective clouds” are computed differently depending
on the convective parametrization used.

When the Tiedtke’s scheme is used, a homogeneous
cloud cover between the cloud base and cloud top is
imposed, its value being a function of the vertical
integral of the positive part of the moisture sink due
to convection. In the previous LMDZ versions, the
cloud cover was predicted with the same function
but applied to the total convective rainfall at the
surface (Slingo, 1987). Both predictors are identical for
strongly precipitating systems but the new one results
in a much more realistic cloud cover in regions with non
precipitating convection.

When using the Emanuel’s scheme, the cloud and
convective parametrizations are coupled following the
approach proposed by Bony and Emanuel (2001) and
evaluated in a single-column model forced by TOGA-
COARE3 data. In this approach, the in-cloud water
content qc predicted by the convection scheme is used,
together with qt and qsat, to infer the variance σ (or r)
of the qt PDF through an inverse procedure. The PDF
is used afterward to predict the cloud fraction f (see
appendix B of Bony and Emanuel 2001).

3TOGA-COARE: Tropical Ocean Global Atmosphere Cou-
pled Ocean-Atmosphere Response Experiment.
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Cloud microphysical properties are computed as
described in Bony and Emanuel (2001, Table 2 for water
clouds and case ”ICE-OPT” of Table 3 for ice clouds):
temperature thresholds (-15◦C and 0◦C) are used to
partition the cloud condensate into liquid and frozen
cloud water mixing ratios; cloud optical thickness is
computed by using an effective radius of cloud particles
set to a constant value for liquid water clouds (12 µm
in the simulations presented here), and decreasing with
decreasing temperature (from 60 to 3.5 µm) for ice
clouds (Suzuki et al., 1993; Heymsfield and Platt, 1984).
The vertical overlap of cloud layers is assumed to be
maximum-random.

2.5 The boundary layer scheme

The (quite old) boundary layer scheme of the LMDZ3
version was kept for LMDZ4 with some adjustments
and ad-hoc tunings. The vertical turbulent transport
is treated as a diffusion. Up-gradient transport of heat
in the convective boundary layer is ensured by adding a
prescribed counter-gradient of -1 K km−1 to the vertical
derivative of potential temperature (Deardorff, 1966).
Unstable profiles are prevented using a dry convective
adjustment. The surface boundary layer is treated
according to Louis (1979). Over oceans, the surface
roughness length is computed following Smith (1988).
The ratio between the neutral drag coefficient for heat
and momentum is fixed to 0.8, consistently with the
ratio obtained by Smith (1988) in moderate to high
wind speed.

Following Laval et al. (1981), the turbulent eddy
diffusivity is computed as

Kz = max

(

l2

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∂~V

∂z

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

√

1−Ri/Ric,Kmin

)

(1)

where the mixing length l is prescribed as l =

l0(p/ps)
2 with l0 =35 m, Ri = g

θ
∂θ
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/
∣

∣

∣

∣

∣

∣
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∣

∣

∣

∣

∣

∣

2

is the

local Richardson number and Ric(=0.4) is a critical
Richardson number. Over continents and ice, the
value of the minimum diffusivity, Kmin=10−7 m2 s−1,
was tuned in order to get the right strength for the
polar inversion (Krinner et al., 1997; Braconnot, 1998;
Grenier et al., 2000). Over oceans, in order to obtain
a satisfactory contrast between trade wind cumuli
and strato-cumuli on the eastern borders of basins, a
diffusion coefficient Kz is first computed with a very
small minimum diffusivity Kmin=10−10 m2 s−1, which
tends to produce a strong overestimate of boundary
layer cloud coverage over the oceans (Grenier, personal
communication). A second ad-hoc (and generally
stronger) diffusivity, Kz = ξl2 with ξ = 0.002 s−1,

is used if the temperature inversion at the boundary
layer top is weak (in practice if the maximum value of
the vertical gradient of potential temperature, −∂θ/∂p,
is larger than 0.02 K/Pa). The first coefficient is mainly
active in the subsidence regions, especially on the East
side of oceanic basins. The second one produces smaller
(in fact too small) cloud covers in regions of trade wind
cumuli.

2.6 Surface processes

For coupling purposes, a fractional land-sea mask is
introduced in the model. Each grid cell is divided into
4 sub-surfaces corresponding to continental surface,
free ocean, sea-ice and ice-sheet. Surface fluxes are
computed using parameters (roughness length, albedo,
temperature, humidity etc..) adapted to each surface
type. For each atmospheric column, vertical diffusion
is applied independently for each subsurface, and the
resulting tendencies are averaged. An interface model
is introduced which separates surface and atmospheric
processes. The calculation of surface fluxes is done
in an independent model, to which the sensitivities of
the fluxes to temperature have to be provided in order
to preserve the properties of the implicit scheme as
described by Dufresne and Grandpeix (1996) and Marti
et al. (2005). With this formulation the flux model can
be either a routine in the atmospheric model, an ocean
model or a land surface scheme.

For continental surfaces, thermal conduction is com-
puted with a 11-layer model following Hourdin et al.
(1993). The bucket model used in previous versions
to compute soil moisture and evaporation4 is replaced
in LMDZ4 by the two-layer hydrological scheme (in-
spired from Jacquart and Choisnel, 1995) of the OR-
CHIDEE surface-vegetation-atmosphere transfer and
dynamic vegetation model (de Rosnay et al., 2002;
Krinner et al., 2005). Computation of the evapo-
transpiration depends on the plant functional type.
Seasonally varying plant leaf area index is prescribed
after satellite data (Myneni et al., 2002). Details are
given by Krinner et al. (2005). Note that a numerical
problem in the surface scheme was identified after the
realisation of the IPCC simulations. It produces occa-
sionally very cold temperatures over one time-step in
very dry continental regions in the tropics. Although a
more robust and improved version of this surface model

4In the bucket model, the soil water content is described as
a single reservoir height h which evolves according to the net
water budget P−E (Precipitation minus Evaporation); E = βEp,
where Ep is the potential evaporation (that of a free surface of
water) and β = min(1, h/hp) with hp = 75 mm. Water in excess
of the maximum content (hmax = 150 mm) is lost through run-
off.

5



is now available, the same version as for the IPCC sim-
ulations is used here, on purpose.

3 Basic elements of model clima-

tology

In this section, we present elements of climatology of
the LMDZ4 model using simulations which follow the
protocol of the Atmospheric Model Intercomparison
Project (AMIP, see Gates, 1992)5. An ensemble of
5 AMIP simulations covering the 1979-2002 period
has been performed. Each simulation differs from the
others only by the initial state of the atmosphere,
which is issued from 5 different 1st January of a
previous AMIP II experiment. The monthly sea
surface temperatures and sea-ice boundary conditions
constructed at PCMDI (Program for Climate Model
Diagnosis and Intercomparison) (Taylor et al., 2000)
are first interpolated on the LMDZ grid and then to
daily values using cubic-splines.

3.1 Mean meridional structure

Fig. 1 presents, in latitude/pressure coordinates, the
zonally averaged zonal wind, temperature and relative
humidity for mean January and July conditions (grey
scales). The thick superimposed contours show the
difference with the European Re-Analysis (ERA40) of
ECMWF for the same period.

First, and contrary to previous versions of the LMD
model, LMDZ4 no longer shows a systematic cold
bias in the lower troposphere. A significant cold bias
however persists at the tropopause (100-300 hPa) in
the extra-tropics. The model tends to be drier than
ERA40 in the ITCZ region and wetter in mid-latitudes,
with a maximum difference of about 15% in the roaring
forties in July. The intensity of the winter jets is
generally somewhat overestimated. The summer jets
maximum intensity is better reproduced. A systematic
shift toward the equator can also be seen from the
dipolar structure in the difference with ERA40 with
positive difference equatorward and negative difference
poleward of the jet.

To evaluate the cloudiness in terms of cloud types
and cloud properties, we compare the model with
the International Satellite Cloud Climatology Project
(Rossow and Schiffer, 1999) ISCCP-D2 data. To

5The AMIP II experimental protocol requirements are all
fulfilled for the simulations presented here, except that the model
was not explicitly spun-up at the beginning of the AMIP period.
Instead, each simulation starts from a ”quasi-equilibrium” state
corresponding to a previous AMIP II simulation for which there
was no perceptible trend in deep soil temperature and moisture.

be consistent with observations, we use the so-called
“ISCCP simulator” (Klein and Jakob, 1999; Webb
et al., 2001) that emulates the satellite view of clouds
using as inputs the vertical profiles of convective and
large scale cloud amounts simulated by the model.
The model simulates reasonably well the latitudinal
distribution of high clouds, with an overestimate of the
high thick clouds at mid latitudes (Fig. 2). The thin
and medium mid clouds are strongly underestimated.
The low thin clouds are underestimated, the mid low
clouds are overestimated at mid and high latitudes,
whereas the thick low clouds have a reasonable
latitudinal distribution. The LMDZ model displays
biases which are common to other GCMs (see e. g.,
Zhang et al., 2005).

Additional diagnostics more specific of low, mid or
high latitudes are detailed below.

3.2 Tropics

Regarding the tropics, we show in Fig. 3 the structure
of the rainfall and net cloud radiative forcing.

In January, the model predicts a maximum of
rainfall in the region of the Indonesian oceanic
continent, in qualitative agreement with observations.
The strong maxima simulated on the major islands in
this region are however irrealistic. Over continents,
the maximum rainfall is also rather well located with a
correct intensity but with a tendency to ”confine” the
precipitation regions. There is a lack of precipitation
over the amazonian delta for January and over Sahel
and North-West India for July. The rainfall monsoon
is also underestimated on the West coast of India
and overestimated over the Indian sub-continent. The
maximum over Bay of Bengal has almost the good
intensity but it is shifted to the south when compared
to Xie and Arkin (1997) climatology.

The distribution of the net cloud radiative forcing
is compared to the data of the Earth Radiation Budget
Experiment (ERBE, Barkstrom, 1984) on the right
panels of Fig. 3. The strong positive bias on the
West tropical Pacific Ocean in the winter hemisphere
and over Sahara is due to an overestimate of the
longwave radiative forcing by high clouds. The negative
radiative forcing is also not strong enough over the
regions of tropical rainfall on continents, due to an
underestimate of the shortwave cloud radiative forcing.
However, this bias is partly explained over South
America by the underestimate of the convective activity
itself (and associated rainfall). One can notice a good
representation of the seasonal cycle of cloud forcing
(by strato-cumulus clouds) on the east side of oceanic
basins (with a maximum in local summer) and a good
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Figure 1: Zonally averaged temperature (T , K), relative humidity (RH, %) and zonal wind (U , m s−1) simulated
for the AMIP period (grey scale) in January (left) and July (right). The model results are averaged over the 5
simulations and for the period 1980-2002. The difference with the ERA40 reanalysis is superimposed with regular
(thick) contours (2 K for T, 6% for RH and 2 m s−1 for U).
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Figure 3: Averaged precipitation (mm/d) and net cloud radiative forcing (W m−2) for the ensemble mean of the
AMIP simulations over the period 1980-2002 and for the Xie and Arkin (1997) and ERBE observations.
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longitudinal contrast over oceans (especially for the
summer hemisphere).

3.3 Mid latitudes

Steady and transient planetary waves

For conciseness, and because the variability is largest
during winter, we show results for December-January-
February in the Northern Hemisphere and June-July-
August in the Southern Hemisphere.

For the Northern Hemisphere, the averaged geopo-
tential at 700 hPa, Z700 (Fig. 4, panels a), presents
two major troughs at the east coasts of America and
Asia, and two major ridges over Northeastern America
and Northeastern Europe. There is a less pronounced
trough over Central Europe and a weak ridge to its East
(i.e. to the North of the Himalayan plateau). These
features are well predicted in the model (left side of
Fig. 4) when compared to the reanalysis (right side).
This, in part, results from the action at low level of the
Subgrid Scale Orographic scheme (Lott, 1999). The
model however slightly overestimates the ridge over the
Rockies but underestimates the difluence of the jet over
western Europe. The systematic shift of the simulated
jets toward the equator is also visible on those maps.

The Root Mean Square (RMS) of Z700 (Fig 4)
reveals two centres of action, slightly to the west of
the two major ridges in Fig. 4a. The location of these
two centres of action is realistic when compared to
reanalysis. The model nevertheless seems to slightly
overestimate the tropospheric variability over the North
eastern Pacific. As the total variance in the atmosphere
is dominated by the low-frequency variability (Sawyer,
1976; Blackmon, 1976), the RMS fields in (panels b)
hide the transient eddies resulting from the baroclinic
instabilities generated where the mid-latitude jet is
intense (on the lee side of the two major troughs
in panels a). To isolate these baroclinic eddies, we
next use the procedure of Hoskins et al. (1996) and
define the high pass transient fields by the difference
between the daily field and the centred box-car 3–
day mean of that field. The RMS of this high pass
field (Fig. 4c) shows baroclinic storm tracks located
at the two jet exits, with maximum variance over the
western half of the two oceans and extension over the
entire oceanic basins. Note nevertheless that the model
underestimates substantially the high pass RMS over
the entire Pacific.

For the Southern Hemisphere winter, the climato-
logical mean flow (Fig. 4d) is much more zonal. Around
60oS, it presents enhanced variance over nearly half the
globe, with a maximum over southern east Pacific near
the Drake passage (Fig. 4e). The pattern of high fre-

quency in Fig. 4f presents enhanced variance slightly to
the north of the maximum of total variance in Fig. 4e.
It covers more than half the globe around 50oS. Again,
these patterns are rather realistic, with the model over-
estimating the total variance and underestimating the
high pass variance.

Interannual variability

A large number of spatial patterns and indices has
emerged in studies of the northern hemisphere winter-
time extra-tropical variability. Recently, Quadrelli and
Wallace (2004) have shown that they can all be almost
fully retrieved by a linear combination of only two basis
patterns: the leading two Empirical Orthogonal Func-
tions (EOF) computed by a principal component analy-
sis of the monthly sea level pressure (SLP) field. EOF1
of the ERA40 SLP for the 1980-2001 period (Fig. 5) is a
quasi-zonally symmetric dipole between the polar and
mid-latitudes also called the Northern Annular Mode
or Arctic Oscillation (Thompson and Wallace, 1998).
EOF2 is a wavy pattern with a large centre of action
over the Pacific and a weaker secondary wave train over
Europe. The two EOFs are orthogonal by construction.

Following Quadrelli and Wallace (2004), the first
2 EOF of each simulation are projected on the two
basis patterns. In the right panel of Fig. 5, each
EOF is represented by a line whose projections on the
horizontal and vertical axes give the correlation with
the basis EOF 1 and 2, respectively. The lines gather
around the two axes with a spread indicative of the
variability between different simulations. An ensemble
EOF, computed from all experiments together, is also
shown. The simulated patterns of variability correlate
very well with the observed basis functions, particularly
for EOF1 which is the larger scale pattern.

3.4 High latitudes

In polar region, the climate is often rather poorly
represented in global models (Chen et al., 1995). The
data are also scarce and the quality of gridded datasets
often remains questionable. Here we compare model
output to station measurements over the relatively
uniform plateau regions in the centre of the ice sheets.
Fig. 6 shows the simulated (but altitude-corrected
following Krinner and Genthon (1999)) and observed
(Automatic Weather Stations Project, 2004; Automatic
Weather Stations Greenland Project, 2004) monthly
mean surface air temperatures at Summit (Central
Greenland) and Dome C (Central East Antarctica).
The model reproduces rather correctly the observations
apart from a cool bias at Summit. This cool
bias is probably caused by an underestimate of the
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Summit, Central Greenland

Dome C, Central East Antarctica

Figure 6: Monthly mean surface air temperatures at
Summit (38◦W, 72◦N, 3250 m asl) and Dome C (123◦E,
75◦S, 3300 m asl) as simulated with LMDZ4 (full curve,
AMIP simulation) and observed (dashed).

downwelling longwave radiation, a relatively frequent
model bias over ice sheets (e.g., King and Connolley,
1997). In Antarctica, the smaller bias probably comes
from an error compensation. As noted by Krinner et al.
(1997), the orographic roughness calculated from the
subgrid variability of surface altitude is often too high
(as is the case here) over the ice sheet escarpments,
which are in reality smooth sloping surfaces. It leads
to an underestimate of the surface wind speed over the
continent margins and of the intensity of the Antarctic
katabatic drainage flow in general (James, 1989).
Sensitivity tests with strongly decreased orographic
roughness have shown strongly increased, and more
realistic, surface wind speeds in Antarctica, but a
strong cooling (about 5◦C) over the continent.

In the two polar sites considered here, with rare
blowing snow and no melt, the surface mass balance is
easy to measure through shallow firn cores and is simply
the difference between precipitation and sublimation.
Surface mass balance at Dome C is 25 kg m−2 per year
(EPICA community members, 2004); at Summit, it is
approximately 220 kg m−2 per year (Shuman et al.,

1995). The corresponding values for LMDZ4 are 43
kg m−2 per year for Dome C and 146 kg m−2 per year
for Summit. High resolution (60 km) simulations over
Antarctica with a zoomed version of the same model
(Krinner et al., submitted) yield a surface mass balance
of 31 kg m−2 per year at Dome C, which is closer to
the observed value.

Over Antarctica as a whole, the average simulated
precipitation minus sublimation for Antarctica is 184
kg m−2 per year, which is not far from the current
best estimate of surface mass balance of 166 kg m−2

per year (Vaughan et al., 1999). Over the Arctic
basin, available gridded precipitation maps (Arctic
Climatology Project, 2000) suggest a wet bias (about
25 to 50%) of the model.

4 Sensitivity to parametrized

physics

4.1 Sensitivity experiments

A series of sensitivity experiments were conducted by
replacing one element or parameter of the reference ver-
sion. All the sensitivity experiments use climatological
SSTs (no interannual variations) corresponding to the
mean seasonal cycle of the AMIP boundary conditions.
The simulations are performed over 7 years, the last 6
of which are retained for analysis. The following simu-
lations are considered here:

1. CONTROL: Same model version as for AMIP
simulations but with climatological SSTs. Used
as a control for the sensitivity experiments.

2. TIEDTKE: The convection scheme is switched
from Emanuel’s to Tiedtke’s. The radiative
impact of convective clouds is also treated
differently as explained above. Both the
CONTROL and TIEDTKE simulations are in
global radiative balance with a difference of less
than 1 W m−2.

3. CLOUDSA: The coupling between the convection
scheme and cloud schemes (Bony and Emanuel,
2001) is NOT activated.

4. CLOUDSB: Same as CLOUDSA but with a wider
PDF for subgrid-scale water (r1 and r0 multiplied
by 2 with respect to CLOUDSA). This case is
used here to show the impact on the large scale
circulation of the radiation tuning and to help
analysing the other sensitivity experiments. In
terms of the accuracy of the cloud radiative
forcing representation, this simulation is not so far
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Figure 7: Impact of the convection (TIEDTKE,
top) and cloud scheme (CLOUDSB, bottom) on the
January mean temperature (left, difference between
the sensitivity run and CONTROL) and humidity
(right, relative difference between the sensitivity run
and CONTROL in %). We use log pressure on the
vertical in order to focus on the tropopause level. The
shaded area correspond to a colder (left) and wetter
(right) atmosphere in the sensitivity experiment.

from what was typically at work in the previous
generation of climate models (e. g. Bony et al.,
2004).

5. BUCKET: The bucket scheme is activated in
place of ORCHIDEE for the surface hydrology.

An additional simulation (HIGHRES) is performed
with the same version of the model as for CONTROL
but with a finer horizontal resolution of 1.876◦ by 1.25◦.

4.2 Mean meridional structure

The magnitude of the cold bias of the mid and high
latitude tropopause (100-300 hPa) is sensitive to both
the convection and cloud schemes. The bias is about
twice as strong in the TIEDTKE simulation as in the
CONTROL (typically -8 K instead of -4 K) in the
summer (southern) hemisphere (upper left panel in
Fig. 7). On the contrary the CLOUDSB simulation
is globally much warmer at the tropopause in the
extra-tropics (lower left panel), and even shows a
slight warm bias there. In both cases, the difference
in temperature is directly related to the humidity
change shown in the right panels. At the model
tropopause indeed, the radiation alone almost balances
the large scale dynamical tendency. The optically thin

approximation is also valid so that, in the absence
of temperature change, a larger humidity results in a
larger cooling to space. For the two cases discussed
here, it can be shown that this radiative effect is directly
responsible for the modification of the temperature at
the tropopause. More precisely, the atmosphere cools
(TIEDTKE) or warms (CLOUDSB) until radiation
balances the dynamical large scale tendency which is
not strongly affected (not shown).

For TIEDTKE, the additional humidity comes
directly from a small but systematic import of water by
detrainment, due to a so-called ”mid-level” convection.
This additional convection is active above the main
convection which peaks well bellow 300 hPa in mid and
high latitudes.

For CLOUDSB, when increasing the width of
the PDF6, large scale clouds appear and precipitate
well before reaching large scale saturation, which
explains the drier atmosphere. Note also that,
because of the weaker atmospheric extinction, the
longwave radiation escapes more easily from the lower
troposphere resulting in a colder atmosphere there.

For all the runs presented here, the zonally averaged
rainfall (upper panels of Fig. 8) is overestimated
between 40 and 70◦S for all seasons and underestimated
in the southern tropical band in January, when
compared to Xie and Arkin (1997) climatology. Note
also, for January, an underestimate of the rainfall
at 10◦S, corresponding to an underestimate of the
South Pacific Convergence Zone. In the TIEDTKE
simulation, the rainfall is even slightly stronger at
10◦N than at 10◦S. The introduction of the Orchidee
scheme in place of the old bucket scheme (CONTROL
simulation versus BUCKET) for soil moisture results
in a decrease of summer rainfall in the mid latitudes
over continents, in better agreement with observations
as seen in the upper right panel of Fig. 8 (40-70◦N).

As stated above, particular care was given to
the tuning of the cloud radiative forcing, and
in particular to its latitudinal variations. The
overall agreement with ERBE observations (Barkstrom,
1984) is good, especially in the tropics (intermediate
panels in Fig. 8). The CLOUDSA simulation has
a weaker (less negative and farther from ERBE
observation) shortwave radiative forcing in the tropics.
Beyond physical consistency, this is the main reason
why the Bony and Emanuel (2001) approach was
adopted. The CLOUDSB simulation shows a very good
representation of the net cloud radiative forcing in the
tropics, but this is due to a compensation between
forcings that are too weak in both the longwave and

6The difference is the same when comparing CLOUDSB with
CLOUDSA or CONTROL simulations.
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January July

Figure 8: Zonally averaged rainfall (mm d−1);
shortwave (SW), longwave (LW) and net (NET) cloud
radiative forcing (CRF, W m−2); and wind stress over
the ocean (N m−2). Superimposed to observations
(grey), we show the AMIP results (+), the CONTROL
simulation (×, often superimposed) and results of
the sensitivity experiments (thin curves). For clarity,
each graph only considers a relevant subset of those
experiments. Observations are from Xie and Arkin
(1997) for rainfall, from ERBE for radiation and from
ERS for surface drags.

shortwave radiation.
The surface stress (lower panels in Fig. 8) is

also a very important quantity for the coupling with
oceans. The zonally averaged zonal stress associated
with trade winds (local minima around 20◦N and
20◦S) are well simulated for the AMIP and CONTROL
simulations when compared to ERS scatterometer data,
and slightly too strong for TIEDTKE. The latitudinal
shift of the mid-latitude jets is clearly visible on those
curves as well as the strong positive impact of an
increase of the horizontal resolution (HIGHRES) in
that respect.

The finer grid has impact on other aspects of the
climatology. The high frequency variability in mid-
latitudes is for instance much better represented. At
the same time, the tendency of the model to confine
the tropical precipitations over continents is reinforced.
The interpretation of those results is out of the scope
of this paper and will not be discussed here.

4.3 Hadley-Walker circulation

The large scale distribution of tropical rainfall displays
important differences between the sensitivity runs.
These changes are usually difficult to interpret because
they are often dominated by localised patterns or small
shifts in the spatial structure. However, those changes
are associated with large scale circulation changes.
These changes will be described in this section and will
be interpreted in the following one.

Method of analysis

In order to characterize the tropical large scale
circulation in the tropics in the various sensitivity
experiments, we first consider the scalar potential ϕ200

of the horizontal wind at 200 hPa. The scalar potential
is defined from the decomposition of the horizontal
velocity ~V into its divergent and rotational parts as

~V = ~∇ϕ+ ~∇∧ ~ψ (2)

This potential will be called velocity potential ϕ. Its
Laplacian is also the wind divergence

~∇.~V = ∇2ϕ (3)

A local minimum of the velocity potential at 200 hPa
corresponds to a horizontal divergence and is generally
associated to a large scale ascent in the atmospheric
column. This pressure level is generally retained for
analysis because the divergence is generally maximum
there. This is true on average, but a divergence below
200 hPa can be missed in the velocity potential even for
a strong ascent but confined to lower pressures. In order

13



ϕ200 ϕ̃

Figure 9: Velocity potential of the wind at 200 hPa (ϕ200, left, unit 10
6 m2 s−1) and of the z-weighted potential (ϕ̃,

right, unit 1015 W); annual mean for the 1980-2002 period for ERA40 and for a 6-year average for CONTROL and
TIEDTKE simulations.

to overcome this problem, we consider also the scalar
potential ϕ̃ associated with the vertically integrated
horizontal transport of geopotential

∫ ps

0
dp ~V gz. This

potential is close to a z-weighted integral of the velocity
potential (see Appendix A)

ϕ̃ '

∫ ps

0

dp z ϕ (4)

It will be called z-weighted potential hereafter. It is
also shown in Appendix A that

w̃ '
1

g
∇

2ϕ̃ (5)

where w̃ is the total vertical momentum of the
atmospheric column

w̃ =

∫ ∞

0

dz ρ w ' −

∫ ∞

0

dz
ω

g
(6)

where w and ω are the vertical velocity expressed in z
and pressure coordinate respectively.

Annual mean potentials

In the reanalysis, the overall structure of the velocity
potential at 200 hPa, ϕ200, is characterized by a
strong minimum (maximum ascending motion) over the
western equatorial Pacific (upper left panel in Fig. 9).
Secondary minima, associated with the tropical forests

ϕ200

Figure 10: Velocity potential at 200 hPa (ϕ200,
unit 106 m2 s−1); annual mean for a 6-year average
for CLOUDSA, CLOUDSB and BUCKET sensitivity
experiments.
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over Africa and Amazonia are also visible as well as the
maxima associated with dry subsiding regions on the
eastern side of the tropical Atlantic and Pacific oceans.

This structure is reproduced reasonably well in the
CONTROL simulation. Among the main differences,
one can note that the trough of the equatorial East
Pacific is not as marked as in the reanalysis. The
minimum over Amazonia is also somewhat more
confined and shifted toward central America than
in the reanalysis. More quantitatively, one may
notice that the velocity potential variation between its
minimum on the West and local maximum on the East
equatorial Pacific is about 30% larger in the CONTROL
simulation. In comparison, the structure of ϕ200 in the
TIEDTKE simulation shows significant differences, the
most noticeable being the quasi disappearance of the
velocity potential minimum over Africa and the shift
of the Amazonia minimum towards the equatorial East
Pacific.

As expected, the z-weighted potential ϕ̃ maps (right
panels of Fig. 9) are quite similar to the velocity
potential ϕ200 ones. In the CONTROL simulation,
most of the comments made from the velocity potential
ϕ200 remain true, except for the total variation of
ϕ̃ over the equatorial Pacific which is quite close in
CONTROL and ERA40. This remarks also holds for
the contrast between the local minimum over East
Africa and local maximum over South Atlantic. For the
TIEDTKE simulation, the ϕ̃ field is closer to ERA40
over continents (some z-weighted potential trough is
present over East Africa while absent in ϕ200 field) but
farther over ocean (a strong trough is associated to the
ITCZ over the eastern equatorial Pacific).

The two potentials ϕ̃ and ϕ200 considered together
yield indications about the vertical distribution of
vertical velocity. In particular, the fact that the local
minima over continents are overmarked in ϕ200 but not
in ϕ̃ for the CONTROL simulation is indicative of large
scale vertical (upward) velocities peaking higher, with
a larger wind divergence at 200 hPa than in the re-
analysis. The same comparison of ϕ̃ and ϕ200 for the
TIEDTKE simulation suggests a relatively lower height
for the large scale ascent over Amazonia and Africa
than in the re-analysis.

For the CLOUDSA experiment (Fig. 10), the ϕ200

minima over Africa and Amazonia are deeper than in
the CONTROL. It is the opposite for CLOUDSB which
tends to mimic the relative weakness of continental
ascent in TIEDTKE. The ϕ̃ fields are in fact very
close to each other over Africa and Amazonia for the
CLOUDSB (not shown) and TIEDTKE simulations.
However, the associated minima in ϕ200 still appear
for CLOUDSB while they are absent for TIEDTKE.

This suggests that the cloud scheme change affects the
strength of the large scale ascent, but not its height,
whereas the use of the Tiedtke’s scheme in place of
the Emanuel’s both affect the strength of the ascending
motions over continents and the vertical profile of the
vertical velocity.

Finally, the BUCKET simulation is not very
different from CONTROL with possibly a better
representation of the large scale ascent over Amazonia
but a worse representation of the African trough which
is shifted to the East.

Potential and rainfall

The changes analysed above have significant signature
in terms of seasonal rainfall. In January, three
of the sensitivity runs (TIEDTKE, CLOUDSB and
BUCKET) show a similar and unrealistic maximum
of precipitation North-East of Madagascar (Fig. 11,
left). This feature is related to a weakening of the
large scale ascent over Indonesia (positive difference
Fig. 11. right) associated with a weakening of the
Walker circulation across the Indian Ocean. In July,
a similar weakening of continental ascent in TIEDTKE
simulation is associated with a longitudinal structure
of wave number 1 (Fig. 12) in the difference of the z-
weighted potentials. The large scale ascent is globally
weakened in the 0-160E longitude band, and monsoon
rainfall are less abundant over the Indian and African
continents. For India itself, this can be considered as
an improvement with respect to CONTROL simulation
which produces too much rain over the continent and
not enough on the West coast.

The Tiedtke’s scheme also tends to produce narrow
and strong rainfall patterns over oceans. This is
especially the case over East Pacific (Fig. 11 and 12)
where it is associated with a strong trough in the annual
mean velocity potentials ϕ200 and ϕ̃ (Fig. 9).

4.4 Regime sorted analyses

So far, we have analysed how the different parametriza-
tions affect the large scale Hadley-Walker circulation
and the distribution of rainfall. In this section, we try
to relate these modifications to the intrinsic behaviour
of the parametrizations.

The heating and moistening effect of each
parametrization on the atmospheric environment
(which corresponds in GCMs to diabatic tendencies of
temperature and moisture) depends to a large extent
on the large-scale atmospheric circulation in which it
is embedded. As the geographical distribution and the
intensity of large-scale dynamical patterns generally dif-
fer between simulations (as well as between models and
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Figure 11: January rainfall (left, mm d−1) and z-weighted potential ϕ̃ (right, unit 1015 W) for the CONTROL
and sensitivity experiments. For the sensitivity experiments, the right panel is the difference of ϕ̃ with that of the
CONTROL simulation with same units.

Figure 12: Same as Fig. 11 but for July and CONTROL and TIEDTKE.
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Figure 13: Probability distribution function of ω500 in
the 30S-30N latitude band over oceans for two sets
of reanalysis (ERA40 and NCEP2 giving rise to the
grey area) and for the CONTROL, CLOUDSA/B and
TIEDTKE experiments.

observations), it is difficult to analyse and to compare
the behaviour of parametrizations by considering only
horizontal maps or zonal averages.

To make this comparison easier and to get some
deeper insight in how the different schemes work,
we adopt the compositing methodology proposed by
Bony et al. (1997) which uses the large-scale monthly-
mean mid-tropospheric (500 hPa) vertical pressure
velocity ω as a proxy for large-scale rising (ω < 0)
or sinking (ω > 0) motions. As shown by Bony
et al. (1997), and illustrated further below, this method
allows to classify the tropical regions according to
their convective activity, and to segregate in particular
regimes of deep convection from regimes of shallow
convection.7

This methodology, previously applied to cloud
feedback studies (Bony et al., 2004; Bony and Dufresne,
2005; Wyant et al., 2005), is used here to study the
behaviour of different parametrizations in the Tropics.
Following those previous studies, we keep ω500 as a
proxy although ∇2ϕ̃ is a promising alternative (see
Appendix A). The regime sorting is applied to
monthly outputs of a 6 years long simulation (i. e.
72 monthly means) for the 30◦S-30◦N region. Given
a bin K in vertical velocity, of central value ωK

and width δω (here 5 hPa/d), and for each model
variable X, the regime sorted value reads XK =
∑

(i,m)∈Wk
aiX(i,m)/

∑

(i,m)∈WK
ai where WK is the

ensemble of pairs of grid indices i and months m, for
which ωK − δω/2 < ω500(i,m) ≤ ωK + δω/2 and ai is
the area of mesh i.

7In the tropics, nearly all of the upward motion associated
with ensemble-average ascent occurs within cumulus clouds,
and gentle subsidence occurs in-between clouds. The rate of
subsidence in-between clouds being strongly constrained by the
clear-sky radiative cooling (which is nearly invariant), an increase
of the large-scale mean ascent corresponds, to first order, to an
increase of the mass flux in cumulus clouds (Emanuel et al. 1994).

Figure 14: Convective heating rate (K d−1) in a
regime sorted diagram (pressure in hPa versus ω500 in
hPa d−1) for the CONTROL (with Emanuel’s scheme)
and TIEDTKE experiments over oceans (left) and
continents (right). Note that the contouring is refined
around 0.

When comparing different parametrizations in this
framework, one must keep in mind the underlying
probability distribution function which gives the
relative weight of the various regimes. The PDF itself
is indeed sensitive to parametrization changes (Fig. 13).
When compared to the ERA40 and NCEP re-analysis
or to the TIEDTKE simulation, the CONTROL
simulation with Emanuel’s convection scheme seems to
overestimate the frequency of the moderate convective
regimes (-60 < ω500 < -20 hPa/d) and underestimate
the very strong convective regimes. Changes in the
representation of large scale clouds (CLOUDSB versus
CLOUDSA or CONTROL) affects more the PDF in
subsidence regimes.

Convection

In order to compare the convective parametrizations
(CONTROL versus TIEDTKE), we shall use a series of
regime-sorted versus pressure graphs of the convective
heating rate, convective moistening, relative humidity
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Figure 15: Scatter plot of the convective heating rate
(K d−1) at the 550 hPa pressure level, as a function of
ω500 (hPa d−1).

and cloud cover.
First we consider the general features of these

graphs. Fig. 14 displays the convective heating rate
ω500-pressure graphs. In consistency with the above
discussion of the link between large-scale vertical
velocity ω and convective activity, we see that
the behaviour of convective tendencies and of the
atmospheric state is very contrasted between deep
convective regimes (ω500 < 0) and shallow convective
regimes (ω500 > 0). The difference between continents
and oceans is also well marked with, for instance,
a cooling by downdraughts in a very shallow layer
close to the surface over the ocean and in a much
thicker layer over land. The heating rate by convection
increases less rapidly as a function of −ω500 over
continents because there is less water available there.
This contrasted behaviour is further illustrated by a
scatter plot (Fig. 15) showing the same heating rates
as in Fig. 14 but for the 550 hPa pressure level. Each

Figure 16: Convective moistening (g kg−1 d−1) with
same conventions as in Fig. 14. Note that the
contouring is refined around 0.

point on these graphs corresponds to one point of the
horizontal grid and one of the 6×12 months of the
simulation used to produce the regime sorted analyses.
Note the relatively weak dispersion around the mean,
especially for intermediate regimes (-50 hPa d−1<
ω500 < 0) over oceans. This is consistent with the
picture of a quasi-equilibrium between convection and
large scale dynamics in the tropics.

The convective moistening (Fig. 16) is also very
contrasted between deep convective regimes (ω500 < 0),
where the parametrization essentially dries the whole
atmosphere by precipitating water onto the ground, and
shallow convective regimes (ω500 > 0), where the water
is transported from the surface up to the 850-500 hPa
pressure range over oceans (with a similar but weaker
effect on continents). Near the surface and for all
regimes, the (dominant) effect of downdraughts results
from the combination of moistening (and cooling) by
evaporation of the falling precipitation and drying
(and heating) by downward advection. On continents,
because of the relatively weak relative humidity (see
Fig. 17), a large part of the precipitation evaporates
in the boundary layer, explaining the weak drying and
strong cooling there. Over ocean, the near saturated

18



Figure 17: Relative humidity (%) with same conven-
tions as in Fig. 14.

boundary layer inhibits evaporation and the strong
stratification in humidity leads to stronger positive
drying and heating by downward advection.

Turning to the comparison of the two convective
schemes, the vertical distribution of convective heating
(Fig. 14) appears quite different. The Tiedtke’s scheme
produces a deeper convective heating over oceans than
Emanuel’s, with a peak at 550 hPa. Over continent,
the convective heating is more homogeneous on the
vertical with Emanuel’s, corresponding to a stronger
heating above 500 hPa. This is consistent with
the fact that the marked local minima of ϕ200 in
the CONTROL simulation over Africa and Amazonia
(Fig. 9) have almost no counterpart in TIEDTKE,
while both simulations show similar troughs in the same
regions for the z-weighted potential ϕ̃. The convective
heating is altogether significantly stronger and deeper
over ocean than over continent with Tiedtke’s while it
is somewhat weaker and shallower over ocean than over
continent when using Emanuel’s scheme.

Another major difference is the much stronger near
surface cooling with the Emanuel’s scheme. This strong
cooling arises from reevaporation of convective rainfall
in the unsaturated atmosphere, below the cloud base.
This point is further illustrated by a scatter plot of

Figure 18: Cloud cover (%) with same conventions as
in Fig. 14.

Figure 19: Scatter plot of the convective heating
rate at the lowest model level and of the surface
precipitation over ocean (left) and continent (right)
for the Tiedtke’s scheme (light grey crosses), and for
the Emanuel’s scheme (dark grey: no selection, black:
ω500 > 20 hPa).
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the near surface convective heating rate versus surface
rainfall in Fig. 19. Over oceans, the near surface cooling
increases rapidly as a function of precipitation for the
Emanuel’s scheme, with a weak dispersion. The cooling
also increases with precipitation for Tiedtke but with
much smaller values (typically 0.5 instead of 5 K/day
for Emanuel for a monthly mean precipitation of 10
mm/d).

This cooling associated with convective precipita-
tions is the main mechanism by which convection sta-
bilizes the troposphere (Emanuel et al., 1994). In
Emanuel’s scheme the closure is a function of the tropo-
spheric stability, which, combined with the near surface
cooling, results in a strong self-inhibition of convection.
This self inhibition is responsible for the larger occur-
rence of moderate convective regimes (-60 < ω500 < -20
hPa/d, Fig. 13), and for the limitation of the convec-
tive rainfall and heating rate at 500 hPa visible on the
scatter plots (Fig. 19 and Fig. 15 respectively).

With Tiedtke’s scheme, the moisture convergence
closure does not provide any sensitivity to the
atmospheric stability. Some self-inhibition could
however be at work since triggering depends on the
atmospheric stability, but the stabilization by re-
evaporation is too weak. The signature of the absence
of self-inhibition is visible in the tail of the PDF in
strong convective regimes (Fig. 13), and in the very
large values reached by convective rainfall (Fig. 19).
Note also that the dispersion of heating rates around
the mean (Fig. 15) is particularly weak over oceans
for the Tiedtke’s scheme. This weak dispersion is
presumably mainly a consequence of the closure in
moisture convergence of this scheme which does not
leave many degrees of freedom for the parametrization
over the ocean, where humidity is close to saturation,
and the convergence of mass is strongly correlated to
ω500. This correlation together with the absence of self
inhibition explains the boundless linear increase of the
heating rate as a function of ω500.

These features of the Tiedtke’s scheme relate
to commonly admitted statements about convective
parametrizations. (i) A strong high frequency
variability is often attributed to moisture convergence
closures, whereas small high frequency variability seems
to be a rather general feature of quasi-equilibrium mass-
flux schemes (Horinouchi et al., 2003). Consistently,
the high frequency variability of tropical rainfall is
about 30 to 50% stronger with Tiedtke’s than with
Emanuel’s scheme (not shown). In that respect, the
TIEDTKE simulation is much closer to observations.
(ii) These features are also closely related to the wave-
CISK mechanism described by Lindzen (1974) by which
coupling between convection and small spatial scale

waves may lead to very localized strong convective
events (grid points storms); the absence of evaporative
cooling in Lindzen’s model is worth mentioning here.
(iii) Finally, these features probably explain the
irrealistic patterns of strong rainfall obtained over
oceans in the TIEDTKE simulation, over East Pacific
(Fig. 11 and 12) all year round and over North-East
of Madagascar in January (Fig. 11). Very similar
pattern are indeed reported in climate simulations
performed with the ECMWF model, although it uses a
different closure for the Tiedtke’s scheme which takes
into account atmospheric stability (see e. g. Fig. 12 in
Jakob and Siebesma, 2003). This apparent insensitivity
to closure points to the key role of the lack of near
surface cooling in Tiedtke’s scheme over oceans.

In the much drier continental air over continents,
both schemes yield a similar near surface cooling for
precipitation rates smaller than 3-4 mm/d (left panel
in Fig. 19). For higher precipitation rates the cooling is
bounded by 3 K/d for Tiedtke’s scheme while it reaches
6 K/d with Emanuel’s.

One can notice other differences between the two
convection schemes. There is a thin layer of cooling
around 100 hPa with the Tiedtke’s scheme which has
no counterpart with the Emanuel’s scheme (Fig. 14).
The simulation with the Emanuel’s scheme shows a
systematic moistening between 250 and 150 hPa which
is predicted by Tiedtke’s scheme on continents but not
on oceans.

In the subsiding regimes over oceans, the near
surface convective heating is positive in TIEDTKE
and negative in the CONTROL simulation. Apart
from this difference linked to the difference in rainfall
evaporation, the heating rate profiles are qualitatively
similar. They both exhibit a maximum heating of
1 K/d around 900 hPa and a small cooling between
800 hPa and 550 hPa (smaller with Emanuel’s scheme).

The associated cloud covers are shown in Fig. 18.
The fractional cover of mid-level clouds in convective
regimes is much larger with Tiedtke’s scheme, since
the cloud cover is imposed as a constant between
cloud basis and cloud top when convection is active.
By comparison, the Emanuel’s scheme coupled to the
Bony and Emanuel (2001) cloud scheme produces less
cloudiness below 500 hPa. In both simulations, there
are very few boundary layer clouds in subsiding regimes
over continents.

Clouds

Most of the changes observed in the large scale
organisation of convection for CLOUDSA and B
(Fig. 10) can be explained by looking at cloud radiative
forcing in the regime-sorted framework (Fig. 20).
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CRFNET CRFLW CRFSW LWTOP NETTOP SWS T2M PRECIP EVAP
CONTROL -5.3 51.5 -56.7 -237.0 70.9 225.1 25.6 5.3 4.2

Difference with CONTROL
TIEDTKE -13.4 -6.8 -6.7 -8.6 -14.8 -9.5 0.6 1.4 0.6
CLOUDSA 7.5 -4.4 11.9 -4.5 6.7 12 -0.1 0 0
CLOUDSB -3.5 -18.8 15.2 -24.6 -9.7 15.1 -0.4 0.6 0.4
BUCKET -1.4 -2.1 0.5 -1.8 -2.1 -0.4 -0.1 0.2 0.1

Table 1: Net (CRFNET, W m−2), longwave (CRFLW, W m−2) and shortwave (CRFSW, W m−2) cloud radiative
forcing, infrared radiation to space (LWTOP, W m−2), net radiation budget at the top of atmosphere (NETTOP,
W m−2), total solar radiation absorbed by the surface (SWS, W m−2), air temperature at 2m above surface
(T2M, Celcius), precipitation (PRECIP, mm d−1) and evaporation (EVAP) averaged for convective regimes (-
100hPa d−1< ω500 <0) over oceans between 30S and 30N.

CRFNET CRFLW CRFSW LWTOP NETTOP SWS T2M PRECIP EVAP
CONTROL 1.6 47.9 -46.3 -241.5 54.0 212.9 24.5 3.9 1.9

Difference with CONTROL
TIEDTKE -15.7 -12.3 -3.4 -12.1 -16.5 -6.4 -0.1 -0.5 -0.1
CLOUDSA 7.9 1 6.9 0.8 5.9 6 0.1 0.3 0.1
CLOUDSB -3.4 -15.6 12.2 -19.7 -10.3 12 -1.1 0 0.1
BUCKET -13.5 -2.3 -11.2 0 -9 -9.3 -2 0.7 1.3

Table 2: Same as Table 1 but for continents.

The CONTROL simulation shows reasonable agree-
ment with ERBE observations. In subsiding regimes
(ω500 > 0), the longwave, shortwave and net compo-
nents of the cloud radiative forcings are reasonably close
to the observation on average, when compared for in-
stance to the previous generation of models (Bony et al.,
2004). For the intermediate regimes, between -30 and
0 hPa d−1, the agreement is still good for the longwave
radiative forcing but the shortwave forcing is not neg-
ative enough leading to a net negative forcing which is
not strong enough. For strong convective regimes, be-
tween -90 and -60 hPa d−1, the good agreement for the
net forcing is due to a compensation of errors between
the shortwave and longwave forcing.

The CLOUDSA experiment is very close to CON-
TROL in subsiding regimes (as expected). In convec-
tive regimes, the activation of the Bony and Emanuel
(2001) cloud scheme (CONTROL versus CLOUDSA)
reinforces the (negative) shortwave radiative forcing by
about 10-15 W m−2, with almost no effect in the long-
wave. Because of the weaker shortwave radiative forc-
ing (< 0) in CLOUDSA (with respect to CONTROL)
more solar radiation can reach the surface. The mean
solar radiation at the surface (SWS) is increased by 12
W m−2 on the averaged over the tropical oceans for
convective regimes (Table 1) and by 6 W m−2 over
continents (Table 2). This increased solar radiation

increases the convection over continents but has almost
no effect over ocean (SSTs are fixed) explaining the
stronger minima of the velocity potential over Amazo-
nia and Centre Africa (Fig. 9 and Fig. 10).

In CLOUDSB, the drier and less cloudy atmosphere
(with respect to CONTROL) leads to a larger infrared
cooling to space in the lower and mid troposphere.
This increased cooling is only partly compensated by
the weaker back-scattering of solar radiation by clouds.
Over ocean with fixed SSTs, the larger cooling to space
destabilizes the atmosphere and increases convection.
This increased convection results in a colder near-
surface air over the ocean in convective regions (by
0.4 K on average, Table 1) despite the imposed SSTs.
The same change in radiative forcing produces a cooling
of continental surfaces (by about 1.1 K on average in the
convective regimes, Table 2). This in turn explains the
reduction of the large scale ascending motions reported
in Fig. 10 and 11.

Similarly, the net radiative forcing is more negative
in TIEDTKE simulation than in CONTROL in the
convective regimes, which may also contribute to
the reduction of large scale ascending motions over
continents (Fig. 9, 11 and 12).
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Figure 20: Cloud radiative forcing (CRF) in the 30S-
30N latitude band over ocean (top: long wave CRF;
middle: short wave CRF; bottom: net CRF)

Surface scheme

We finally explain the weakening of large scale conti-
nental ascent in the BUCKET experiment (Fig. 11).
The bucket model tends to evaporate much more easily
convective rainfall over continental convective regions.
The effect on temperature (cooling by more than 2 K,
Table 2) is probably dominant and explains the reduc-
tion in continental large scale convection. This effect is
particularly clear in January over the Indian ocean as
explained below. In July (not shown) the rainfall over
India is even better represented with the bucket model
in the sense that it extends farther north-west, toward
Pakistan. This improvement is probably due to a lo-
cal coupling: the rapid cooling of the surface by faster
evaporation of convective rainfall (with respect to the
CONTROL simulation) favours a triggering of convec-
tion in the very hot regions further north. The impact
over African monsoon is however very weak. The same
effect probably explains also the weaker rainfall over
the largest islands in the oceanic continent in January,
in better agreement with observations.

5 Concluding remarks

The development of the new version of the IPSL
coupled model defines the new cycle, LMDZ4, of the
LMD atmospheric general circulation model. The
LMDZ4 model still exhibits significant biases. First, the
mean thermal structure exhibits a cold bias of several K
in mid and high latitudes at the tropopause. This bias
is sensitive to the transport of water in that region,
an increase in water reinforcing the infrared cooling
to space there. A second important bias, attributable
to the rather coarse horizontal resolution retained for
the climate change simulations, is a systematic shift of
the winter jets toward the equator. The model also
tends to produce monsoon rainfalls that are spatially
too confined. Part of the explanation comes from
the coupling with the surface scheme as suggested by
the better extension of the Indian monsoon toward
Pakistan with the BUCKET scheme. The cloud
radiative forcing still exhibits some biases but smaller
than what was generally obtained in the previous
generation of climate models (Bony et al., 2004).

Despite those biases, the LMDZ4 version represents
a significant step further with respect to the previous
LMDZ3 version (Li and Conil, 2003). When coupled
to the ORCALIM oceanic model (Madec et al., 1998;
Fichefet and Maqueda, 1997), it also reproduces
a rather satisfactory seasonal cycle and interannual
variability in the tropics (Marti et al., 2005).

A major improvement arises from the change of the
parametrization of convection and clouds. With respect
to the Tiedtke’s scheme used in previous versions,
the Emanuel’s scheme improves the representation
of the Hadley-Walker circulation, with a relatively
stronger and deeper large scale ascent over continents,
and suppress the irrealistic patterns of strong rainfall
over tropical oceans. Thanks to the regime-sorted
framework, originally proposed by Bony et al. (2004)
to analyse the cloud radiative forcing and sensitivity,
these differences were attributed to intrinsic differences
in the vertical distribution of the convective heating
and to the lack of self-inhibition by precipitating
downdraughts for the Tiedtke’s scheme. The combined
use of velocity (or z-weighted) potential to characterize
the large scale circulation on the one hand, and
regime-sorted approach on the other, appears as a
promising framework to work on the validation and
improvement of the physical content of atmospheric
general circulation models.

The parametrization of clouds has also a significant
impact on the relative intensity of large scale convection
over land and ocean. The coupling of the convection
scheme with clouds according to Bony and Emanuel
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(2001) reinforces the backscattering of solar radiation
by convective clouds, thus cooling and reducing the
convection over continents. This continental convection
is probably still a little bit too strong in the standard
version when compared to ERA40 reanalysis.

The modifications of the large scale divergent
circulation has very important implications for the
coupling with the ocean. For instance, the erroneous
maximum of precipitation observed on the Indian
Ocean, north-east of Madagascar, in three of the
sensitivity experiments (CLOUDSB, BUCKET and
TIEDTKE) is associated with a strong underestimate
of the eastward equatorial wind stress over the Indian
Ocean (converging over Indonesia), or even with a
stress in the wrong direction (toward the west). The
Emanuel’s and Tiedtke’s versions of LMDZ4, which
only differ in the treatment of the cumulus convection
and associated clouds, have been used to further
analyse the impact of the parametrized physics on the
coupling with ocean and on the climate response to an
increase of the concentration of greenhouse gases in the
atmosphere. The results of those simulations will be
analysed in a companion paper.
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A About verticaly integrated ve-

locity potential

The purpose of this appendix is: (i) to express the
vertical momentum of atmospheric columns as a z-
weighted integral of the Laplacian of the velocity
potential; (ii) to show that it is also approximately
the Laplacian of a z-wheighted integral of the velocity
potential. Only monthly mean velocity fields are
considered and the scalar velocity potential at each level
is chosen so that it is zero at the poles.

A.1 Vertical momentum

The vertical momentum w̃ of atmospheric columns
reads:

w̃ =

∫ ∞

zs

dzρw = −

∫ ∞

zs

dz
ω

g
(7)

where w and ω are the vertical velocity expressed in
z and pressure coordinates, respectively and zs is the
altitude of the surface.

Vertical integration of the continuity equation
(taking into account ~∇~V = ∇2ϕ) yields an expression
of ω in terms of the velocity potential:

ω(z) − ωs =

∫ z

zs

dz′∇2ϕ(z′)ρ(z′)g (8)

For monthly mean fields, the term ωs =
∂ps
∂t

is

negligible. Then, substitution of (8) in (7) yields:

w̃ = −

∫ ∞

0

dz

∫ z

zs

dz′ρ(z′)∇
2ϕ(z′)

Let Z0 be an altitude high enough so that ω(Z0) ' 0.
Then the integration may be limited to the triangle
(z < Z0, z

′ < z). Permuting the two integrations yields:

w̃ = −

∫ Z0

zs

dz′
∫ Z0

z′

dzρ(z′)∇
2ϕ(z′)

= −

∫ Z0

zs

dz′ρ(z′)∇
2ϕ(z′)(Z0 − z

′)

(9)
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The Z0 term drops out since the vertical integral of
∇2ϕ is close to zero:

w̃ =
1

g

∫ ps

p0

dpz(p)∇
2ϕ(p) (10)

A.2 Expressing the vertical momentum

w̃ in terms of the potential of the

geopotential transport

We wish to express w̃ as the Laplacian of some
potential. In order to do this, one has to commute
the Laplacian operator in formula (10) with the z term
and with the integral operator.

We shall limit ourselves to the tropical band
where the geopotential altitude has weak horizontal
variations. With such an approximation, the Laplacian
and the z term commute.

Now we want to commute the horizontal differen-
tials with the vertical integration. Taking into account
the fact that the velocity is zero at the surface (so that
~∇ϕ(ps) = 0), one may write:

∂

∂x

(
∫ ps

p0

dpzϕ

)

=

∫ ps

p0

dpz
∂ϕ

∂x
+ z(ps)ϕ(ps)

∂ps
∂x

∂2

∂x2

(
∫ ps

p0

dpzϕ

)

=

∫ ps

p0

dpz
∂2ϕ

∂x2
+ z(ps)ϕ(ps)

∂2ps
∂x2

(11)
Adding the analog formula for the y derivative, one
gets:

∇
2

(
∫ ps

p0

dpzϕ

)

=

∫ ps

p0

dpz∇2ϕ+ z(ps)ϕ(ps)∇
2ps

(12)
Over oceans, the last rhs term is zero. Over

continents, it is not necessarily zero, because of
orography. However, with a spatial resolution of the
order of 100 km, it stays several order of magnitude
smaller than the first rhs term and we shall neglect it.

Then, one may write the vertical momentum w̃ as
the Laplacian of a function ϕ̃:



















w̃ '
1

g
∇

2ϕ̃

ϕ̃ =

∫ ps

p0

dpzϕ

(13)

Finally, using the same technique and the same
approximations one may prove that ϕ̃ is close to
the saclar potential of the horizontal transport ~G of
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Figure 21: Potential ϕ̃ of the annual mean
of the horizontal transport of geopoten-
tial (upper pannel) and mean vertical veloc-

ity ω =
1

Z0 − zs

∫ Z0

zs

dzω =
−1

Z0 − zs
∇

2ϕ̃ (with

Z0 − zs = 15 km) (second pannel) for one of the
AMIP simulations; to be compared with ω500 and
annual precipitation (two lower pannels).

geopotential:

~G =

∫ ∞

0

dzρ~V gz

=

∫ ps

0

dpz~V

(14)

As an illustration, Fig. 21 displays the potential
ϕ̃ of the annual mean geopotential transport and the
mean vertical velocity. The similarity of ω and ω500 is
obvious. However, ω is smoother than ω500 and might
be a better indicator of dynamic regimes. Finally, the
lowest pannel illustrates the strong link between large
scale ascent and precipitation.
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