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Abstract. Let M be a complete connected Riemannian manifold. Assuming that the Rie-
mannian measure is doubling, we define Hardy spaces H? of differential forms on M and give
various characterizations of them, including an atomic decomposition. As a consequence, we
derive the HP-boundedness for Riesz transforms on M, generalizing previously known results.
Further applications, in particular to H* functional calculus and Hodge decomposition, are
given.
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1 Introduction and main results

The study of Hardy spaces started in the 1910’s and was closely related to Fourier series and
complex analysis in one variable (see [p0], Chapters 7 and 14). In the 1960’s, an essential
feature of the development of real analysis in several variables was the theory of real Hardy
spaces HP(R"), and in particular H*(R"), which began with the paper of Stein and Weiss
[6]. In this work, Hardy spaces were defined and studied by means of Riesz transforms
and harmonic functions. The celebrated paper of Fefferman and Stein [P provided many
characterizations of Hardy spaces on R", in particular in terms of suitable maximal functions.
The dual space of H'(R™) was also identified as BMO(R™). An important step was the
atomic decomposition of H'(R"), due to Coifman (for n = 1, [[4]) and to Latter (for n > 2,
B]). A detailed review and bibliography on these topics may be found in [£3. Hardy spaces
have been generalized to various geometric settings. See for example the work of Strichartz
[T for compact manifolds with a characterization via pseudo-differential operators, and
more generally, starting from the point of view of the atomic decomposition, the work of
Coifman and Weiss [[[7 for spaces of homogeneous type, which are known to be a relevant
setting for most tools in harmonic analysis such as Hardy-Littlewood maximal function,
covering lemmata, Whitney decomposition, Calderén-Zygmund decomposition and singular
integrals (see [[[7], [L6], [B2]).

The connection between Hardy spaces and area functionals will be most important to us
thanks to the theory of tent spaces developed by Coifman, Meyer and Stein in [[[5]. Let us
recall the main line of ideas. For suitable functions f on R™ and all x € R", define

o=/,

where A = — Z?Zl 88722. Hence, e VA ig nothing but the Poisson semigroup. It is proved in
J

2 dydt\ >
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Bq] that, if f € H'(R"), then Sf € L*(R") and
Sy < ClU gy -

This fact exactly means that for f € H'(R") the function F defined by F(t,z) =
tv/Ae VA f(z) belongs to the tent space TH2(R"). Conversely, for any F € T'2(R") and
F,(z) = F(t,z), the function f given by

+o00 VA dt
f — /; t\/Zeit Ft 7 (11)

is in the Hardy space H!(R"™) with appropriate estimate. The round trip is granted by the
Calderon reproducing formula

+o0o
f=4 / tVAe VB Ne VA F %.
0

It is proved in [[J] that the tent space T1?(R™) has an atomic decomposition. Applying this
to the function F'(t,x) = t\/Ke*t\/Zf(x) and plugging this into the reproducing formula, one
obtains a decomposition of f, not as a sum of atoms but of so-called molecules (see [I7]).
Molecules do not have compact support but decay sufficiently fast that they can be used in
place of atoms for many purposes. Had we changed the operator tVAe VA to an appropriate
convolution operator with compactly supported kernel, then the same strategy would give
an atomic decomposition of f. The tent space method can be used in different contexts, for
instance to obtain an atomic decomposition for Hardy spaces defined by maximal functions
involving second order elliptic operators, see [[i]. See also [£g] for a variant of this argument.

Let us also mention that the duality for tent spaces provides an alternative proof of the
H' — BMO duality (see [24], [E5]).

If one wants to replace functions by forms given some differential structure, then the first
thing that changes is the mean value condition. A function f in the Hardy space H'(R"™) has
vanishing mean, that is [ f = 0. For general forms, the integral has no meaning. However,
an appropriate atomic decomposition of the Hardy space of divergence free vector fields was
proved in [B§]. This space turned out to be a specific case of the Hardy spaces of exact
differential forms on R™ defined by Lou and the second author in [BJ] via the tent spaces
approach. There, atomic decompositions, duality results, among other things, were obtained.
What replaces the mean value property in [Bg is the fact that atoms are exact forms (see
section [f).

One motivation for studying Hardy spaces of forms is the Riesz transforms. Indeed,
the Riesz transforms R; = 9, (vVA) ! are well-known bounded operators on H*(R") (and
LP(R™), 1 < p < 00). However, the vector map (Ry, Ry, ..., R,) = V(v/A) 7! is geometrically
meaningful as its target space is a space of gradient vector fields (in a generalized sense). This
observation is valid in any Riemannian manifold. On such manifolds the understanding of
the L? boundedness property of Riesz transforms was proposed by Strichartz in [i§. What
happens at p = 1 is interesting in itself and also part of this quest as it can give results



for p > 1 by interpolation. As the “geometric” Riesz transform is form-valued, getting
satisfactory H' boundedness statements for this operator requires the notion of Hardy spaces
of differential forms. Our aim is, therefore, to develop an appropriate theory of Hardy spaces
on Riemannian manifolds (whether or not compact) and to apply this to the Riesz transform
(for us, only the “geometric” Riesz transform matters so that we drop the “s” in transform).
This will indeed generalize the theory in [B3] to a geometric context. In particular, their
Hardy spaces will be our spaces H}(A*T*R") for 0 < k < n (see Section B:2.3). Also, our
Hardy spaces are designed so that the Riesz transform is automatically bounded on them.

Specializing to specific situations allows us to recover results obtained by the third author
alone [BY] or with M. Marias [BJ].

We now describe precisely our setting. Let M be a complete Riemannian manifold, p the
geodesic distance and dp the Riemannian measure. Complete means that any two points
can be joined by a geodesic, thus M is connected. For all x € M and all r > 0, B(x,r)
stands for the open geodesic ball with center x and radius r, and its measure will be denoted
V(z, ).

For all x € M, denote by AT M the complex exterior algebra over the cotangent space
TyM. Let AT*M = &, _gim 1N T*M be the bundle over M whose fibre at each z € M
is given by ATM, and let L?>(AT*M) be the space of square integrable sections of AT*M.
Denote by d the exterior differentiation. Recall that, for 0 < k£ < dim M — 1, d maps,
for instance, CS°(A*T*M) into C°(A*1T*M) and that d?> = 0. Denote also by d* the
adjoint of d on L*(AT*M). Let D = d+ d* be the Hodge-Dirac operator on L?(AT*M), and
A = D? = dd* + d*d the (Hodge-de Rham) Laplacian. The L? Hodge decomposition, valid
on any complete Riemannian manifold, states that

L*(AT*M) = R(d) @ R(d*) @ N(A),

where R(T') (resp. N(T)) stands for the range (resp. the nullspace) of T', and the decom-
position is orthogonal. See for instance [B5], Theorem 24, p. 165, and [[J].

In view of the previous discussions, we will start the approach of Hardy spaces via tent
spaces. The first observation is that this theory can be developed in spaces of homogeneous
type subject to an additional technical condition BY]. For us, it only means that we impose
on M the doubling property: there exists C' > 0 such that, for all z € M and all r > 0,

Vi(z,2r) < CV(x,r). (1.2)

A straightforward consequence of ([.F) is that there exist C, x > 0 such that, for all x € M,
all>0and all 0 > 1,
V(z,0r) < CO°V(x,r). (1.3)

The hypothesis ([[.2) exactly means that M, equipped with its geodesic distance and its
Riemannian measure, is a space of homogeneous type in the sense of Coifman and Weiss.
There is a wide class of manifolds on which ([.2) holds. First, it is true on Lie groups with
polynomial volume growth (in particular on nilpotent Lie groups), and in this context the
heat kernel on functions does satisfy Gaussian estimates, see [(]. In particular, ([.3) is true
if M has nonnegative Ricci curvature thanks to the Bishop comparison theorem (see []]).
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Recall also that ([.J) remains valid if M is quasi-isometric to a manifold with nonnegative
Ricci curvature, or is a cocompact covering manifold whose deck transformation group has
polynomial growth, [R(]. Contrary to the doubling property, the nonnegativity of the Ricci
curvature is not stable under quasi-isometry.

The second observation is that the Euclidean proofs using tent spaces and formuleae such as
(L) use pointwise bounds on kernels of the Poisson semigroup (or of appropriate convolution
operators). Here, the only available operators are functions of A and this would require some
knowledge, say, on the kernel p,(z,y) of the heat semigroup. If one deals with the Laplace-
Beltrami operator on functions, “Gaussian” pointwise estimates may hold for the heat kernel
p¢, but this depends on further geometric assumptions on M. For instance, when M non-
compact, it is well-known (see [}, R9]) that M satisfies the doubling property and a scaled
L? Poincaré inequality on balls if and only if p, satisfies a “Gaussian” upper and lower
estimate and is Holder continuous. More precisely, there exist C1, ¢y, Cs, ¢o, a > 0 such that,
for all z,2',y,y’ € M and all t > 0,

Co _C P2 (z.y) 01 P2 (z,y)

T 2 gpt(x,y)éme ’ (1.4)

pu(,y) — pi(2',y)| < C (p@j/’;/)) , |pe(z,y) — pela,y)| < C (p%%y,)) .

Note that such a result concerns the heat kernel on functions, i.e. on O-forms. For the
heat kernel on 1-forms, the pointwise Gaussian domination holds for |p(z,y)| if M has non
negative Ricci curvature from the Weitzenbock formula (see [[[0] and also the recent work
[BT] for more and the references therein). Very little seems to be known about estimates for
the heat kernel on general forms.

Hence, for our theory to be applicable, we have to forbid the use of Gaussian estimates
similar to ([[.4). Fortunately, there is a weaker notion of Gaussian decay, which holds on any
complete Riemannian manifold, namely the notion of L? off-diagonal estimates, as introduced
by Gaffney [B7]. This notion has already proved to be a good substitute of Gaussian estimates
for such questions as the Kato square root problem or LP-bounds for Riesz transforms when
dealing with elliptic operators (even in the Euclidean setting) for which Gaussian estimates do
not hold (see [fll, {, f] in the Euclidean setting, and [B] in a complete Riemannian manifold).
We show in the present work that a theory of Hardy spaces of differential forms can be
developed under such a notion.

The results of this work have been announced in the Note [f]. Let us state the main ones.
We define in fact three classes of Hardy spaces of differential forms on manifolds satisfying
(7). These definitions require some preliminary material, and we remain vague at this stage.
The first class, denoted by H'(AT*M), is the one defined via tent spaces. Actually, using
fully the theory of tent spaces, we also define HP(AT*M) for all 1 < p < 4o00. The second
class, H! (AT*M), is defined via “molecules” (see above). Our third class, H! . (AT*M),
is defined in terms of an appropriate maximal function associated to the Hodge-de Rham
Laplacian. Within each class, the Hardy spaces are Banach spaces with norms depending on
some parameters. We show they are identical spaces with equivalence of norms. Eventually

we prove that the three classes are the same. This can be summarized as follows:



Theorem 1.1 Assume ([.3). Then, H*(AT*M) = H}

mol

(ANT*M) = H}  _(AT*M).

Let us mention that we do not use much of the differential structure to prove the first
equality. As a matter of fact, it can be proved on a space of homogeneous type for an
operator satisfying L? off-diagonal bounds and L? quadratic estimates. We leave this point
to further works (see also Remark 1.4 below).

As a corollary of Theorem [[1], we derive the following comparison between HP(AT*M)
and LP(AT*M):

Corollary 1.2 Assume (I.3).

(a) For all 1 < p < 2, HP(AT*M) C LP(AT*M), and more precisely, HP(AT*M) C
R(D)n Le(AT ) ),

LP(AT*M

(b) For2 <p < +o00, R(D) N Lr(AT*M) " HP(AT*M).

Of course, it may or may not be that equalities hold for some/all p € (1,00) \ {2}.
For our motivating operator, namely the Riesz transform DA~'2 on M, we obtain a
satisfactory answer.

Corollary 1.3 Assume (I.4). Then, for all 1 < p < +o0o, DA™Y2 s HP(AT*M) bounded.
Consequently, it is H'(AT*M) — L*(AT*M) bounded.

The plan of the paper is as follows. As a preliminary section (Section PJ), we focus on
the case of H?(AT*M) and define what we mean by Riesz transform, because this case just
requires well-known facts of the Hodge-de Rham theory of L2(AT*M), and this motivates
the foregoing technical tools needed to define and study H?(AT*M) spaces for p # 2. Section
is devoted to the statement and the proof of the off-diagonal L? estimates for the Hodge-
Dirac operator and the Hodge-de Rham Laplacian. In Section [, we present tent spaces on
M and establish the boundedness of some “projectors” on these spaces. Relying on this
fact, we define Hardy spaces HP(AT*M) for 1 < p < 400 in Section fl and state duality
and interpolation results. We also establish the H?(AT* M) boundedness of Riesz transforms
(Corollary [.3) and show more generally that there is a functional calculus on HP(AT*M).
Section [ is devoted to the description of molecules and the identification of H'(AT*M)
with H! (AT*M). As a consequence, we obtain Corollary [[.7, which completes the proof
of Corollary [[-3. In Section [], we prove the maximal characterization of H'(AT*M), which
ends the proof of Theorem [L1].

In Section B, we give further examples and applications of the previous results. Namely,
specializing to the case of 0-forms, we compare our Hardy spaces with the classical Hardy
spaces for functions under suitable assumptions on M (such as Poincaré inequalities), gen-
eralizing known results about the Riesz transform. We also go further in the comparison of
HP(AT*M) with LP(AT*M) assuming “Gaussian” estimates for the heat kernel, and recover
well-known results about the L” boundedness for the Riesz transform.



Remark 1.4 During the preparation of this manuscript, we learnt that S. Hofmann and
S. Mayboroda have been developing the theory of Hardy spaces associated with second order
elliptic operators in divergence form in R™ [34]. This is an alternative generalisation of
the usual theory, which is associated with the Laplacian on RY . Although there is much in
common, such as the use of off-diagonal estimates, the results are different, and the proofs
have been obtained independently.
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Notation: If two quantities A(f), B(f) depend on a function f ranging over a certain
space L, A(f) ~ B(f), for f € L, means that there exist ¢,C > 0 such that c A(f) <
B(f) < CA(f), Vf € L.

2 The H*(AT*M) space and the Riesz transform

Set H*(AT*M) = R(D) = {Du € L*(AT*M);u € L>(AT*M)} and note that

L*(AT*M) = R(D) @ N(D) = H*(AT*M) & N'(D).

It is an essential fact for the sequel that H*(AT*M) can be described in terms of tent spaces
and appropriate quadratic functionals, which we describe now. If 6 € (O, g), set,

Yor = {z€C\{0}; |arg z| <0} U {0},
59, = {z€C\{0}; |arg 2| <0},

29 = 29+ U (-29+) 5

S = e U(—Z94).

and denote by H*(X9) the algebra of bounded holomorphic functions on 9. Given o, 7 > 0,
define ¥, ,(X9) to be the set of holomorphic functions ¢ € H>(%9) which satisfy

[¥(2)| < Cinf{|z]”, |27}

for some C' > 0 and all z € X)). Then let V(X)) = Uy r50Vs(39).
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For example, if 1(z) = 2V(1 4 42)™® for integers N,a with 1 < N < « then ¢ €
Vo n(29),if 1h(2) = 2N (1422)7F for integers N, Bwith 1 < N < 2B then ¢ € Uy o5 n(2D),
and if ¥(z) = 2" exp(—2?) for a non-negative integer N then ¢ € ¥y ,(39) for all 7 > 0.

dt
Define H = L* ((O, +00), LA(AT*M), 7), equipped with the norm

1Fl= ([ [ 1r@orat)
0 M

with |F(z,t)|* = (F(x,t), F(x,t)),, where (.,.), stands for the inner complex product in
T M, and we drop the subscript x in the notation to simplify the exposition. Note also that,
here and after, we write dx, dy, ... instead of du(zx),du(y),.... If F € H and t > 0, denote
by F; the map z — F(z,1).

Given ¢ € U(X9) for some 6 > 0, set 1;(z) = 1(tz) for all ¢ > 0 and all z € £ and define
the operator Qy : L*(AT*M) — H by

(Qwh)t =y (D)h, t>0.

Since D is a self-adjoint operator on L2(AT*M), it follows from the spectral theorem that
Qy is bounded, and indeed that

19y f iy ~ 11l

for all f € H*(AT*M). (Note that Q,f = 0 for all f € N(D).) Also define the operator
Sy : H — L*(AT*M) by

+o0o
SyH = (D )Ht—: lim /wt Ht—

0 e—0,N—o0

where the limit is in the LQ(ATiM ) strong topology. This operator is also bounded, as
Sy = Qp" where 1 is defined by ¥(2) = ¥(z).

If ¢ € W(Xf) is chosen to satisfy fooow(it){/;(j:t)% = 1 (e.g. by taking ¥(z) =
{J57 (2?2 "4p(z) when z € X9.), then the spectral theorem implies the following
version of the Calderén reproducing theorem:

S;Quf =8sQuf = [

for all f € R(D) and hence for all f € H*(AT*M). (Indeed S;Qy is the orthogonal
projection of L*(AT*M) onto H?(AT*M).) It follows that R(Sy) = H*(AT*M) and that

[Flly ~ i {[[Hl5 5 f=SuH}

for all f € H*(AT*M).

Remark 2.1 With a little more care we could take {/; € U, (X9) for any given o,7. This
fact will be used in Section . 1.



Thus, we have two descriptions of H*(AT*M) in terms of quadratic functionals, involving
the H space (which is nothing but the tent space T>?(AT*M) of Section f| below) and
independent of the choice of the function .

Let A = D?. Note that N (A) = N(D) and, hence, D and A are one-one operators on
H?*(AT*M). Observe also that replacing D by A and W(2§) by W(X).) would lead exactly
to the similar descriptions of the Hardy space H?(AT*M) in terms of functions of A only.

We define the Riesz transform on M as the bounded operator DA™Y2: H2(AT*M) —
H?(AT*M).
Set H3(AT*M) = R(d) and H2% (AT*M) = R(d*), so that by the Hodge decomposition

H*(AT*M) = H3(AT*M) @ H3.(AT*M), (2.1)

and the sum is orthogonal. The orthogonal projections are given by dD~! and d*D~*.
The Riesz transform DA~'/2 splits naturally as the sum of dA~Y2 and d*A~'/2, which
we call the Hodge-Riesz transforms. As

dATYV? = (dD)(DATV?) and  d*ATYV? = (d*D7')(DATY?),

they extend to bounded operators on H2(AT*M). One further checks that dA~'/2 is bounded
and invertible from H2, (AT*M) to H3(AT*M), that d*A~%/? is bounded and invertible from
H2(AT*M) to H3.(AT*M), and that they are inverse to one another.

3 Off-diagonal L*-estimates for Hodge-Dirac and Hodge-
Laplace operators

Throughout this section, M is an arbitrary complete Riemannian manifold (we stress the
fact that M is not assumed to satisfy the doubling property ([.3)). We collect and prove all
the off-diagonal L?-estimates which will be used in the sequel for the Hodge-Dirac operator
and the Hodge-de Rham Laplacian (and also for d and d*). We will make use of the following
terminology:

Definition 3.1 Let A C C be a non-empty set, (T.).ca be a family of L*(AT*M)-bounded
operators, N > 0 and C' > 0. Say that (T,),ca satisfies OD,(N) estimates with constant C
if, for all disjoint closed subsets E, FF C M and all z € A,

' ‘Z‘ N
M., T, M < n .
” XF+z XE”272 — Cl f <17 ( (E, F) ’ (3 1)

where, for any G C M, xq denotes the characteristic function of G and, for any bounded
function n on M, M, stands for the multiplication by 7).

In this definition and in the sequel, if £ and F are any subsets of M, p(FE, F') is the infimum
of p(z,y) for all x € F and all y € F. Moreover, if T is a bounded linear operator from
LP(AT*M) to L(AT*M), its functional norm is denoted by [T, -

9



Remark 3.2 We remark that if (T,).,ca satisfies OD,(N) estimates, and 0 < Ny < N, then
(T%.).ca satisfies OD,(Ny) estimates.

The off-diagonal estimates to be used in the sequel will be presented in four lemmata.

Lemma 3.3 Let N and o be nonnegative integers with 0 < N < « and p € (O,g).
Then, for all integers N' >0, ((zD)N(I + izD)™®) satisfies OD,(N') estimates with
constants only depending on p, N, N' and o.

262%7#

Remark 3.4 Note that, with the same notations, if o > N+1, (zd(zD)N(IJrizD)*a)Zeg%_H
and (zd*(zD)N(I+izD)*a)zeg%_H satisfy OD,(N') estimates with constants only depending
on u, N, N',a. However, these estimates will not be used in the sequel.

Lemma 3.5 Let k, N and o be nonnegative integers with 0 < N < « and p € (O,g).
Then, for allT € ¥x_,, (I +4imD) " (zD)N(I + izD)’O‘)ZGEW
oK

satisfies OD,(N) estimates
with constants only depending on pu, N, k,« and 5 (and, in particular, uniform in 7).

Since the operator D is self-adjoint in L?(AT*M), one may define the L?>-bounded operator
f(D) for any f € H®(XD). If f € U(X9), then f(D) can be computed with the Cauchy
formula: .

f(D) = 53 [ (61 = D) 7O (32

i ),

where v is made of two rays ret™ r > 0 and 3 < 6, described counterclockwise (see
B3, [B, Section 0.1]). Moreover, for every f € H*(X)) there is a uniformly bounded
sequence of functions f,, € ¥(39) which converges to f uniformly on compact sets, and then

f(D)y(D) = lim f,(D)®(D) in the strong operator topology for all ¢ € ¥(39).
Lemma 3.6 Let N be a positive integer and p € (0, g)

(a) If (g(t))t>0 is a uniformly bounded family of functions in H“(E%w) and « is an integer

such that a > N +1, then (g (D)(tD)N (I £itD)™*)ss¢ satisfies ODy(N —1) estimates
with constant bounded by C'sup Hg(t) HOO
>0

(b) If f € HOO(Z%fﬂ) and ¢ € Uy (3], ,), then (f(D)Yu(D))iso satisfies ODy(N — 1)

estimates with constants bounded by C || f]| .-

In what follows, we set h,p(u) = inf (u“, u_b), where a, b, u > 0. Recall that if ¢ € U(%9)
and t > 0, then v, is defined by ¥y (z) = ¢ (tz2).

Lemma 3.7 Let ¢ € \Ile,al(Z?T/qu) and ) € \I’Nmaz(z?r/%u) where o, a2, Ny, Ny are
positive integers and p € (O, g), and suppose that a,b are nonnegative integers satisfying
a < min{Ny,ay — 1}, b < min{Ny,ay — 1}. Then, there exists C > 0 such that, for all
fe Hw(Zg), there exists, for all s,t > 0, an operator T, with the following properties:

10



S

(0) V(D) (DY(D) = hop (3 ) Tes
(17) (Tst)ess satisfies ODy(Nay + a — 1) estimates uniformly in s > 0;
(133) (Ts4)s>t satisfies ODs(Ny + b — 1) estimates uniformly in t > 0.
Proof of Lemma B.3: The proof is exactly as the one of Proposition 5.2 in [{]. r
Proof of Lemma B.5: We use the notation
T,S] =TS - ST

for the commutator of two operators 7" and S. The proof is done by induction on k£ and
relies on a commutator argument, as in [J], Proposition 5.2.
For k& = 0, the conclusion is given by Lemma B.J. Let & > 1 and assume that,
for all integers 0 < N < «, (I +47D) % D(zD)N(I +izD)™)__,  satisfies OD.(N)
9 TH

2
estimates uniformly in 7. To establish that ((I+iTD)*k(zD)N(I+2'2D)*°‘)Zezﬂ sat-
oMK
isfies OD,(N) estimates uniformly in 7 whenever 0 < N < «, we argue by2 induc-
tion on N. The case when N = 0 is obvious. Let 1 < N < « and assume that

((I+ itD)*(2D)N=D(T + izD)™%) satisfies OD,(N — 1) estimates uniformly in 7.
We intend to show that ((I +i7D) "(zD)N (I + ’L',7:D)_o‘)2627r satisfies OD,(N) estimates
2K

uniformly in 7. Let E, F' be two disjoint closed subsets of M, x the characteristic function
of F and n a Lipschitz function on M equal to 1 on F, to 0 on F and satisfying

Z2€Xx _
2

11Vl < Cp(E,F)™", p(supp n, E) ~ p(E, F).

Our conclusion reduces to proving that

|0, (I +i7D)*(=D)N (I + i=D) ) M, |, < C (p< g'm) (3.3)

where we recall that M, and M, denote the multiplication by n and x respectively. But,
because of the supports of x and 7, the left hand side of (B.3) is equal to the |||, , norm of

[M,,, (I +irD)™ (zD)N(I + izD)~*)] M,
= (I+irD)"" [M,, (I +irD)"* D (=D)N(I +izD)"*)] M, (3.4)
+ [M,, (I +itD)'] (I +irD)"* D (=D)N(I +izD)™*) M,.

By the induction assumption, the ||.||,, norm of the first term is bounded by

[y (7 57D) DD (1 +42D) )], < 0 ()

The second term in (B-4) is equal to

(I +itD)"*z[D, M,] (itD)(I +itD) " (2D)N"YI 4 izD)~*M,,

11



and its ||.||,, norm is therefore bounded by

|(I +i7D) "2 [D, M) (I +irD)"* D (zD)N"Y(I +izD)"*M,||,,
|(I +irD)~" 2 [D, M,] (I +irD)*(2D)N~"(I +izD) "M,

< A Nnll (=2 )Nl
] )

<C ,

- (p(E,F)

where the penultimate inequality follows from the induction assumptions and the formula

D(nb) =nDb+dnANb—dn Vb, (3.5)
where
(Vv B,7) = (B, A7)
This concludes the proof of (B.3), and therefore of Lemma B.3. C

Proof of Lemma B.§: We begin with assertion (a). First note that for f € ¥(X? a/a—p) and

0<r< R< oo, then

1

o | PO dc| < 2/l -
¢evr<|¢I<R

20T

To see this, apply Cauchy’s theorem to change to an integral over four arcs. This fact is
used to handle the second last term in the following expression.

0 (DD (1 +itD) ™ = 5= [ gy (OCT = D)D) (1 +ieD) de

- L 90 (Q)ED(I — ED) " (tD)N NI + itD)

20T Jeeyicl<1yt

R~>oo AT

1 e
T olim / 9 (Q) (EDYY (I +itD) ™ d¢
¢ey;1/t<|¢I<R
1
+ lim —/ g (O (I — ID) T DYV (I +itD) ™ d¢
RHOO 2271- CGPY 1/t<‘<‘<R (t) tC C

Apply Lemmas and B to see that each term satisfies OD;(N — 1) estimates. A limiting
argument gives the result for a family (g )eo uniformly bounded in H>(X? Ja- “)

To prove assertion (b) in Lemma B.6, apply assertion (a) with g,(2) = f(2)¥:(2)(t2) "N (1+
itz)(NFD, C
Proof of Lemma B.7: If s < t, write

YD) D)D) = (2) (D) un(D)H(D)eD) 5 (D) = () T,

where



with f(2) = (;92)*“@&(52)]0(2) and E(z) = za{Z;(z) Now f(s) € HOO(ZSJF/2 " ) with Hf(s)Hoo <

Cillfll., and ¥ € Unyraay—a, S0 Lemma Bg ensures that T, satisfies OD,(Ny + a — 1)
estimates with a constant not exceeding C'|| f|| .. The part ¢t < s is proved in a similar way.
a

We remark that, since A = D?, Lemmata B.3, B.5, B.6 and B.7 imply similar off-diagonal
estimates when (tD)N (I +itD)~“ is replaced by (£?A)N (I +t>A)~* for appropriate N and «.
Furthermore, we can strengthen these to “Gaffney” type estimates for the heat semigroup.

Lemma 3.8 For all N > 0, there exists C,a > 0 such that, for all disjoint closed subsets
EFCM andallt >0,
P*(E.F)

<Ce 2
2,2

HMXF (tQA)Ne_tQAMXE

Lt HMXFtD(tzA)Ne‘t AN,

In particular, ((2A)YNe 2),o0 and (tD(t2A)Ne 2, satisfy OD,(N') estimates for any
integer N' > 0.

Proof: The proof of the estimate for the first term is analogous to [B3] (this kind of estimate

originated in Gaffney’s work [27]) and [4], Lemma 7, whereas the second term can be

estimated by the same method as in [J, estimate (3.1) p. 930. r
Observe that the same argument yields

—£2A
HMXFtde eAN

Lt HMXFtd*e_t AN,

4 Tent spaces on M

4.1 Definition, atomic decomposition and duality for tent spaces

We first present tent spaces on M, following [[J]. For all x € M and « > 0, the cone of
aperture oo and vertex x is the set

Fo(z) ={(y,t) € M x (0,400); y € B(x,at)}.

When a = 1, ', (x) will simply be denoted by I'(x). For any closed set F' C M, let R(F) be
the union of all cones with aperture 1 and vertices in F'. Finally, if O C M is an open set and
F = M\ O, the tent over O, denoted by T'(O), is the complement of R(F') in M x (0, +00).

Let F' = (F})i~0 be a family of measurable sections of AT*M. Write F(y,t) := Fi(y) for
all y € M and all t > 0 and assume that F is measurable on M X (0, +0o0). Define then, for

all v € M,
= (ff reor s s)
V(z,t) t ’

and, if 1 < p < +o0, saythatFETpQAT* ) if

”F”TPJ(AT*M) = ”SF”LP(M) < +00.
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Remark 4.1 Assume that ([I.3) holds. If « > 0 and if we define, for all x € M,

srw) = (f[ ol i “e,

then ||F||Tp,2(AT*M) ~ ||SaF||Lp(M) forall1 <p < +oo (see [I3]).

In order to ensure duality results for tent spaces, we do not define 7°>?(AT*M) in the same
way. For any family (F});~o of measurable sections of AT*M and all x € M, define

ere) =smp (i [ rwora®)”
) =sup | ——= , — :
Bali V(B) JJrs Y V%

where the supremum is taken over all open balls B containing z, and say that F' €
T2 (AT M) it || Fllgeo2ageary = lICF |l < 400
We first state a density result for tent spaces which does not require ([.3)

Proposition 4.2 When 1 < p < oo, then TP?*(AT*M) N T?**(AT*M) is dense in
TP2(AT*M).

Proof: Set
E = {F € T**(AT*M); F is bounded and has compact support in M x (0, —i—oo)} ,

which is obviously contained in TP?(AT*M) N T*?(AT*M). Fix any point xo in M and, for
all n > 1, define x,, = X B(zo.m)x(Ln)- Then, it is easy to check that, for all ' € TP?(AT*M),
if

Fo = XnX{(2,0)eMx(0,400); |F(at)|<n}
for all n > 1, then F,, € £ and F,, — F in TP?(AT*M).

Remark 4.3 The same argument shows that, if F € TP2(ANT*M) N T*?(AT*M), then
XnF — F both in TP2(AT*M) and in T**(AT*M).

If we assume furthermore property ([.2), duality, atomic decomposition and interpolation
results hold for tent spaces as in the Euclidean case. The proofs are analogous to the
corresponding ones in [[], and we will therefore not write them down (see however [BY]
for the atomic decomposition for tent spaces on spaces of homogeneous type). Let us just
mention that, apart from property ([-3), these proofs rely on the existence of a > 0 such
that, for all » > 0 and all z,y € M satisfying p(z,y) <,

w(B(x,r) N B(y,r)) > aV(z,r).

This last assertion follows from the definition of the geodesic distance on M, the completeness
of M and the doubling property.

The duality for tent spaces is as follows:

Theorem 4.4 Assume ([.3). Then:

14



(a) There exists C > 0 such that, for all F € TY*(AT*M) and all G € T°>*(AT*M),

J[ iRl <c [ srwecw.
M x(0,400) M

(b) The pairing (F,G) ffo O+oo F(x,t),G(x,t))dz realizes T**(AT*M) as equiv-
alent with the dual of T”(AT*M) and TP *(AT*M) as equivalent with the dual of
TPAHANT*M) if 1 <p < 4oco and 1/p+1/p' = 1.

In assertion (b) and in the sequel, (.,.) denotes the complex inner product in AT*M.
The TP2(AT*M) spaces interpolate by the complex interpolation method:

Theorem 4.5 Assume ([1.3). Let 1 < py < p < p1 < 400 and § € (0,1) such that
1/p=(1—-0)/po+0/pi. Then [TP*(AT*M),TP?(AT*M)], = TP*(AT*M).

The TH?(AT*M) space admits an atomic decomposition. An atom is a function A €
L?((0,+00), LA(AT*M), dt/t) supported in T'(B) for some ball B C M and satisfying

// Az, )| dxait_v(lB)

An atom belongs to TV*(AT*M) with a norm controlled by a constant only depending on
M. Tt turns out that every F € TH?(AT*M) has an atomic decomposition (see [BY)):

Theorem 4.6 Assume ([[.3). There exists C > 0 such that every F € TY?(AT*M) can be
written as F' =3, A\jA;, where the A;’s are atoms and ;- [Aj| < C|F || proapenn-

Remark 4.7 It is plain to see that, in the definition of an atom, up to changing the constant
in Theorem [[-G, the tent T'(B) over the ball B can be replaced by the Carleson box

B(B) = B x [0,r(B)]
where r(B) is the radius of B.

We end up this section by a technical lemma for later use:
Lemma 4.8 Assume ([I.3).

(a) Let 1 < p < 4o0. If (Hp)n>1 is any sequence in TP2(AT*M) which converges to
H € TP2(AT*M), there exists an increasing map ¢ : N* — N* such that Hpym)(y,t) —
H(y,t) for almost every (y,t) € M x (0, +00).

(b) Let (H,)n>1 be a sequence in TY*(AT*M) N T*2(AT*M) which converges to H in
TY(AT*M) and to G in T**(AT*M). Then, H = G.

Proof: For assertion (a), since, for all j > 1, S;(H,, — H) — 0 in LP(AT*M) (see Remark
f.1), a diagonal argument shows that, up to a subsequence, S;(H,, — H)(x) — 0 for all j > 1
and almost every € M. Fix then x € M such that S;(H,—H)(z) — 0 for all j > 1. Thanks
to a diagonal argument again, one has |(H,, — H)(y,t)| — 0 for almost every (y,t) € I';(z),
up to a subsequence, which gives the conclusion. Assertion () is an immediate consequence
of assertion (a). C
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4.2 The main estimate

dt
Recall from Section P that H = L? <(0, +00), LA (AT*M), 7), equipped with the norm

1Fh= ([ [ raorad)
0 M

It is easy to see that H = T>?(AT*M) with equivalent norms.

The main result of the present section is the following theorem, which will play a crucial
role in our definition of Hardy spaces via tent spaces on M, and in establishing the functional
calculus for Hardy spaces.

Theorem 4.9 Assume that M is a complete connected Riemannian manifold which satisfies
the doubling property ([.4). Define r as in (I.3), and let = [5] + 1 (the smallest integer

larger than 5 ) and 0 € (O, g) For given @Z),QZ € V(X)) and f € H®(X)), define the bounded
operator Q¢ : H — H to be Qf = Q¢f(D)SJ, i.e.,

+oo ~ dt

Qf(F)s = ; @/)s(D)f(D)?/)t(D)ﬂ?

for all F € H and all s > 0. Suppose either
(a) 1 <p<2andy € Uy541(55), ¢ € Upp(X5); or

(b) 2 <p< oo, and ) € Wss(59), & € Uy g1(59).
Then Q; extends to a TP2(AT*M)-bounded map, and, for all F € TP*(AT*M),

1Qs(ENlzo2arensy < Co lf lloo 1 Ellzw2azeary » (4.1)

where Cp, > 0 only depends on the constant in ({3), k, 0, p, ¥ and {E

Remark 4.10 In the case when [~ (£t)(+t)% = 1 and hence S§;Qph = h for all h €
R(D), then Q;Q, = Qy,y. In particular Puoiy = Q1 is a bounded projection on TP?(ANT*M)

when 1 < p < oo. In order that these operators be the same for all p, choose ¥ = {bv €
U1 5+1(2g) N Wsa(X9) and set Py = Py, 5 = QuSy. In this case we sece that the spaces
PyTP*(AT*M) interpolate by the complex method for 1 < p < oco.

Proof of Theorem @.9: This proof will be divided in several steps.

Step 1: The boundedness of Q; in T*?(AT*M) = H follows immediately from the results
in Section .

Step 2: An inequality for 7"?(AT*M) atoms. We now assume that ¢ € ¥y 5,,(X9) and
(CHS 11’672(22). Let us prove that, for any atom A € T1’2(AT*M),

||Qf(A)||T172(AT*M) S C (42)

16



Let A be an atom in TH?(AT*M). There exists a ball B C M such that A is supported in

T(B) and
[ e orat v
T(B) t

Set AV = Qf(A)7 :4\; = AVXT(4B) and, for all &k Z 2, ;-4\_]; = AVXT(Zk+IB)\T(2kB)7 so that AV = Z ;-4\_];

k>1
(actually, we should truncate A by imposing § < s < R, obtain bounds independent of §
and R, and then let 0 go to 0 and R to +00; we ignore this point and argue directly without
this truncation, to simplify the notation).

We need to show that, for some ¢ > 0 and C' > 0 independent of k, A and f, &:4\; is

a T"? atom, which will prove that A € T"?(AT*M) with a controlled norm, by the atomic

decomposition of T"?(AT*M). Since Ay is supported in T (28T B), it is enough to check
ds —2ke

Azl < g (4.3)

that, for all £ > 1,
A (
//’ ez s)| des < gy

For k = 1, using the T%**(AT*M) boundedness of @, the fact that ||A|,, < V(B)~"/? and
the doubhng property, one obtains

|41, < el < cvras) < cvaias),

02

Fix now k > 2, and suppose 0 < 6 < § — /2. Applying Lemma B.] with a = 1,b = 3, N; =
1, Ny = ,01 = f+ 1,3 = 2 and the fact that A is supported in T'(B), write

- o0 . d r S d
A== [ eDfOEDIAT = [ 1 (3) 1A

0
where r is the radius of B. The Cauchy-Schwarz inequality yields

(/Otoohw@‘f) (] s (5) )

¢ [ mars (3) Tl S

IN

—~ |2
‘Aks

IN

Since A; is supported in T’ (2’”13) \T (2’“3), one may assume that 0 < s < 2¥ 1. Moreover,
if s < 2¥1r and if (x, s) belongs to T(Zk“B) \ T(2*B), then z € 2*'1B\ 2*"1B | so0 that

— dt ds
//‘Ak(%s) dx— < C/ / hi,25- 5 HszHB\zk 1BTstAtHL2 ATM) T g

dt ds
+ C/ / h1 25— 5 HTstAtHL2 AT M) F g
ok—1p S
(4.4)
Thanks to ([.3), the last integral in ([£.4) is bounded by

e, H t”L2 AT*M) o ok ” tHLQ(AT*M) +

Co MDY/~ (B)
2~ k(28—0— /@)V (2k+1B),

IAINA
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where we now need the fact that 23 — 6 — k > 0. Moreover, Lemma B.7 yields that (Ts;)s>t
satisfies O D,(3) estimates, and hence O Dy(3—0) estimates by Remark B.3. The first integral
on the right hand side of (f.4) is therefore dominated by

r t 20 2k—1p 28-6 26-25
C 1A e sSY(_t ) ds 4 ¢ 5 ds ) dt <
0 L2(AT*M) o \t 2k 5 . s 2k s |t
r 26 28-25
C/ ”AtH22 i i + L @
0 L2(AT*M) 2k 2k t

" dt
Cz—k(Qﬁ—Q(S)/ ||At||i2(AT*M) 7 < 02—19(26—26)‘/—1(3) < Cz—k(Qﬁ—Qé—n)V—l(Zk—HB) :
0

IA

using Lemma B.7. We now need the fact that 26 —20 —k > 0 to complete the proof of (f.3).

Step 3: conclusion of the proof when p = 1. Consider again ¢ and @Z as in asser-
tion (a) of Theorem [.9. Observe first that the extension of Q; to a TH?(AT*M)-bounded
operator does not follow at once from (f1.2). Indeed, up to this point, Qs is only defined
on T?**(AT*M), and our task is to define it properly on T*2(AT*M). One way to do this
could be to observe that, by Theorem [L.G, any element F' € T%?(AT*M) has an atomic
decomposition F' = > \;A;, and to define Q(F) = > . \;Qf(A;) (which converges in
TY2(AT*M)), but we should then check that this definition does not depend on the decom-
position of F' (which is not unique). Here, we argue differently. Since, by Proposition [L.2,
TY2(AT*M) NT**(AT*M) is dense in T?(AT*M), it is enough to show that there exists
C > 0 such that, for all F' € TY2(AT*M)NT**(AT*M), (E] ) holds for F with p = 1.
Consider such an F, and write F' = 7, A\jA; where 37 |Aj[ ~ [|F[|z12(p7- 1) and, for
each j > 1, A; is a T"*(AT*M) atom supported in B; x [0,7;] (r; denotes the radius of
Bj). By Remark 1.3, if 20 € M and x,, = X B(aom)x(L.n)> then F,, := x,F converges to F'
both in TY2(AT*M) and in T*%(AT*M). For all n > 1, F, has an atomic decomposition in
TY2(AT*M):
F= (), 15)
J
where, for each j, x,A; is a TY*(AT*M) atom. In particular, The series in (f.H) clearly

converges in TV2(AT*M), but we claim that it also converges in T*?(AT*M). This relies on
the following observation:

Fact 4.11 For all n > 1, there exists k, > 0 such that, for all j > 1, if V(B;) < Kk, then
(B(:Eo,n) X (%,n)) N (B; x [0,7;]) = 0.

Proof of the fact: We claim that

. V(zo,m)
T CO(1 + 4n?)R

where C' and k appear in ([[.3), does the job. Indeed, assume now that V(B;) < k,. If
B(xg,n) N B; = 0, there is nothing to do. Otherwise, let y € B(xg,n) N B;, and write
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B; = B(z;,r;j). The doubling property yields

V(zo,n) V(xzj,n+d(zo,y) + d(y, x;))
V(xj, 2n+1;) i
eximy(122)

J

VARVAN

IA

Since V(B;) < Ky, it follows at once that r; < 5=, which obviously implies the desired

0
conclusion. =

This fact easily implies that the series in ([LF) converges in T%*(AT*M). Indeed, we can
drop in this series all the j’s such that V(B,) < k,, and, if V(B;) > k,,

HXnAjHT?,?(AT*M) < V(Bj)_1/2 < ’{;1/27

which proves the convergence (remember that ) |A;| < 400).
As a consequence,

Qs(F) = 3o AQs (i), (16)

and this series converges in T%*(AT*M). But, since 1Qr(XnAj)lpr2agepry < C for all

Jj > 1, the series in the right-hand side of (L) also converges in TH?(AT*M) to some
G € TY*(AT*M), and, according to Lemma [[.§, G = Q;(F),). Therefore,

HQf(Fn)HTw(AT*M) < Z |)‘j‘ ”Qf(XnAj)HTM(AT*M) <C HF”TL?(AT*M) : (4-7)
J

Let us now prove that (Q;(F,))n>1 is a Cauchy sequence in TH*(AT*M). From (£Q), one
has

Qf(Fn - Fm) = Z )‘J'Qf«Xn - Xm)Aj)7
J
where the series converges in TH?(AT*M). Thus,

1Qf(F — Fm)||T1,2(AT*M) < CZ A 1@ ((xn — Xm)Aj)||T1,2(AT*M) :
J
Fix now € > 0. There exists J > 2 such that ) |\;| < e. Moreover, for each 1 < j < J —1,
j=J
there exists N; > 1 such that, for all n > Nj;, x,A; = A;. Therefore, there exists N > 1
such that, for all n,;» > N and all 1 <j < J —1, (xn — xm)A; = 0. As a consequence,

1Qs(Fu = Fn)llpraarenry < Ce

for all n,m > N. Since (Q;(F,))n>1 is a Cauchy sequence in T?(AT*M), Q;(F,) — U in
TY2(AT*M) for some U € T**(AT*M). Moreover, since F,, — F in T**(AT*M), Q;(F,) —
Q¢ (F) in T**(AT*M), and a new application of Lemma yields Q¢(F) = U. It follows
that Q;(F,) — Qs(F) in TY?(AT*M). Letting n go to +oo in ({7) gives the desired result,
which ends up the proof of the case p = 1.
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Step 4: End of the proof. Using the interpolation results for tent spaces (Theorem
[.5), we obtain the conclusion of Theorem [L.9 for all 1 < p < 2. Finally, the duality for tent
spaces (Theorem [.4) also yields this conclusion for p > 2 (note that the assumptions on 1)
and {/; have been switched), which ends the proof of Theorem [LJ. r

From now on, we constantly assume the doubling property ([.2).

5 Definition of Hardy spaces and first results

5.1 Definition and first properties of Hardy spaces

We are now able to give the definition of the HP(AT*M) space for all 1 < p < o0,
p # 2, by means of quadratic functionals (as was done for H*(AT*M) in Section fl) and tent
spaces. Theorem [[.9 tells us that we have to distinguish between the cases 1 < p < 2 and
2 < p < +o0.

Given ¢ € U(X)) for some 0 > 0, set ¥y(z) = ¥ (¢z) for all ¢ > 0 and all z € X). Recall
that the operator Sy : T**(AT*M) — L*(AT*M) is defined by

+eo dt
0

and Qy : L*(AT*M) — T**(AT*M) by
(Qwh)t = wt(D)h
for all h € L*(AT*M) and all ¢ > 0.

Definition 5.1 For each 1 € W(Xy), define EY, ,(AT*M) = Sy(TP*(AT*M)NT**(AT*M))
with semi-norm

14l xapy = W H gy s H € TP2(AT M) O T>2(AT*M), SuH = h}

The case when 1 < p < 2: Recall that § = [g} +1 (the smallest integer larger than ). It
turns out that, provided ¢ € Wy 5(X5), Ef, ,,(AT*M) is actually independent from the choice

of 9, and can be described by means of the operators Q:Z if zz € Uy 511(29) (see Section [) :

Lemma 5.2 If 1,1 € W435(%9) and ¢ € Uy 541 (%9), then
Ep (AT"M) = B} (AT*M) = {h € H*(AT*M) ; ||Q;Zh||Tp,2(AT*M) < oo}

with norm

”h”H%’w(AT*M) ~ HhHH;E)(AT*M) ~ ”Q;h”TW(AT*M) :
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Proof: Fix 1,¢ and ¢ as in Lemma (.2 Observe first that, if ¢ € Uy 541(29), then
Theorem g tells us that Q,S,, extends to a bounded operator in TP?(AT*M).

(a) First, let h € B}, (AT*M) and ¢ € ¥ 3,1(%5). There exists H € T*(AT*M) with
[ H |2y < 2 ”h”Hp (AT M) such that h = Sy H, so that h € H*(AT*M) and, because
of our observation, "Q¢h|’Tp2 arany < ClH |l ppearann < C HhHHp ST M) In particular,
E} o(AT*M) C {h € H*(AT*M) ; HQwhHsz AT M) < 0O}

(b) Assume now that h € H*(AT*M) and Qih € TP2(AT*M). We claim that there exists

€ Up,(X5) such that h € B}, ((AT*M). Indeed, by Remark P.1, there exists ¢ € Wg2(3))
such that S, 3 = Id on H2(AT* ). Therefore, if H = Q:Zh, one has h = S¢H, which shows

d

‘Q TP2(AT* M)

(¢) We check now that, if ¢ is as in step (b) and h € E}, (AT*M), then h € E},  (AT*M).
Indeed, thanks to Remark P again, there exists ¢ € \I’1 5+1(2Z9) such that Sy Qeo Id on
HZ(AT*M) According to (a), [|Quhllrpearnry < CHhHHPD’C(AT* . Since h € H*(AT*M),
one has h = S;,Q,h, which shows that HhHHp STy S C HhHH%’C(AT*M).

(d) Tt remains to be shown that |[All HE (AT M) is a norm rather than a seminorm on
E} J(AT*M). Let h € E% ,(AT*M) with 1olls, wrenny = 1Q3hllasecaz-asy = 0. Then

h e H*(AT*M)NN(Q ) R(D) NN (D) = {0}. z.e.h—()asrequlred. -

that ”h”H%’C(AT*M

Remark 5.3 It follows that these spaces and maps are independent of 6 € (0, %) too.
Proposition 5.4 With the notation of Lemma B.3, {h € R(D) ; HQ:;}LHTW(AT*M) < o0} is
dense in B, (AT*M) for all s Uy 501(39).

Proof: Fix @/} € Uy 441(X9) and choose ) € U59(X9) such that S Q h = h for all

h € H*(AT*M). For a given h € E}, ,(AT*M), set H = Qwh € TPQ(AT*M) NT?*(AT*M),
and define, for each natural number N, Hy € TP*(AT*M) N T*?*(AT*M) by Hy(z,t) =
H(zx, t)X[l (). Tt is not difficult to show that Hy — H in T**(AT*M), and so hy :=
SiHy — hin B} (NT*M) = Ef) _(AT*M).

It remains to be shown that hN € R(D). This holds because

/@/)t @_D/ (tD)H, dt

where ¢ € H>(S) is defined by ¢(z) = %@Z(z) C
We are now in a position to define the Hardy spaces associated with D.

Definition 5.5 Suppose1 < p < 2. Define Hp,(AT*M) to be the completion of EY, ,,(AT*M)
under any of the equivalent norms ||h| ST M ) with ¢ € Vg o(5p), which we wmte as just

(LI —
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In particular,

HL(AT*M) = {h € R(D) ; ||Quhl|lzr2ar+n) < 0o}

under the norm ||Qyhl|zs2ar-ar) for any ¢ € Uy 541(59). For example,

ol g aensy ~ HtDe—”h!

TP:2(AT* M)
—t Ah

TP2(AT*M)

~ |[tD(I +t*A) NhHTﬂAT*M)

WhereNngrl.

The case when 2 < p < oo: The same procedure works, but with the roles of ¥4(X%9) and
U, 5,1(2)) interchanged.

Definition 5.6 Suppose 2 < p < oo. Define HY(AT*M) to be the completion of
B}, o (AT*M) under any of the equivalent norms ||h||Hp ST M) with ¥ € Uy 5,.1(%)), which

we write as just ||h||H% AT M)

In particular,

H)(AT*M) = {h € R(D) ; |Quh|lrr2ar-n) < 00}

under the norm ||Qyhl|zr2ar+ar) for any ¢ € Wg,(3)). For example,

Bo—tVA
||h||H%(AT*M) H tD h‘ TP2(AT*M)
~ e
TP2(AT*M)
H tD [+t2A NhHTPaQ(AT*M)

WhereMzgandN2§+1.

Suppose that the function ¢ used in any of the above norms is an even function. Then
(D) = (t2A), where 1 € ¥(%9,4). We thus see that we have defined Hardy spaces
HR(AT*M) corresponding to the Laplacian A, and that they are the same as the spaces
HP (AT*M). From now on, for all 1 < p < +o0, the H?,(AT*M) space, which coincides with
HR(AT*M), will be denoted by HP(AT*M).

We define H*(AT*M) in a different way. This definition relies on the following lemma:

Lemma 5.7 Let ¢ € Uy 5.1(%).

(a) Let G € T>*(AT*M). Then the map Tg, initially defined on EL(AT*M) by Tg(f) =
[J{(Quf), (z), G(z,t))dx, extends in a unique way to a bounded linear functional on
HYAT*M), denoted again by Tg.
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(b) Conversely, if U is a bounded linear functional on H'(AT*M), there exists G €
T>2(AT*M) such that U = Tg.

The proof is an immediate consequence of assertion (b) in Theorem (.4 and the definition of
EpL (AT*M). We define H*(AT*M) as the dual space of H'(AT*M), equipped with the
usual dual norm. Observe that, by Lemma .7, one has

HUHHOO(AT*M) ~ inf{HGHToo,Q(AT*M) ; U= Tg} .

Theorems .4 and [.] yield duality and interpolation results for Hardy spaces:

Theorem 5.8 The pairing {(g,h) — [,,{g(z), h(z))dz realizes H? (AT*M) as equivalent
with the dual of HP(AT*M) if 1 < p < +o0 and 1/p+1/p" = 1. Moreover, by definition, the
dual of H'(AT*M) is H*(AT*M).

Theorem 5.9 Let 1 < py < p <p; < +oo and € (0,1) such that 1/p = (1—0)/po+0/p:.
Then [HP (AT M), HP'(AT*M)], = HP(AT*M).

Proof:  The spaces PyTP?(AT*M) defined in Remark [I] interpolate by the com-
plex method for 1 < p < oo, where we have taken ¥ € Wy 5,1(29) N Vg,(XY) with
fooo w(it)@b(it)% = 1 and defined the projection P, := Qu;S,. It is straightforward to
see that the map Qy extends to an isomorphism from P,TP*(AT*M) to HP(AT*M) with
inverse Sy, for each p, and that these maps coincide for different values of p. The result
follows. r

Remark 5.10 Since H®(AT*M) is the dual space of HY(AT*M), it turns out that
H>(AT*M) is actually a BMO-type space. Recall that BMO(R") is the dual space of
HY(R™) ([24]) and that similar duality results have been established for other kinds of Hardy
spaces, in particular in [33] for Hardy spaces of exact differential forms in R™. To keep ho-

mogeneous notations and simplify our previous and foregoing statements about Hardy spaces,
we write H*(AT*M) instead of BMO(ANT*M).

5.2 Riesz transform and Functional calculus

We are now ready to prove the first part of Corollary [.3, namely

Theorem 5.11 For all 1 < p < 4oo0, the Riesz transform DA™Y2, initially de-

fined on R(A), extends to a HP(AT*M)-bounded operator. More precisely, one has
~1/2

HDA / hHHP(AT*M) ~ ”h’HHP(AT*M)

Proof: The case when p = 2 is in Section Pl Consider now the case when 1 < p < 400
and p # 2. Choose 1) € ¥y 5,1(X9) when 1 < p < 2, and ¢ € Ws,(2)) when 2 < p < oo.
In either case the holomorphic function ¢ defined by v(z) = sgn(Rez)i(z) belongs to the
same space, and moreover ¢(D) = DA~Y/2y(D). Hence, by Lemma 3,

| DA™y iersy ~ IPAT2EDIA pyaiagensy = [ H(DIA]

T2 (AT M) ~ HhHHP(AT*M)
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for all h € HP(AT*M). The case p = 400 follows from the case p =1 by duality. r

Similar estimates actually give the following more general result on the holomorphic
functional calculus of D:

Theorem 5.12 For all1 < p < +oo, f(D) is H?(AT*M)-bounded for all f € H®(XZ)) with
1A DYl o s nry < C W Mo Wl pzo sy -

When 1 < p < oo, this estimate follows from Theorem B.9 and the definitions of
HP(AT*M). When p = oo, use duality.

Let us finish this section by discussing the boundedness of the Hodge-Riesz transforms.
Let 1 < p < 400, and denote by n the dimension of M. First, the splitting AT*M =
Bo<kenN*T*M allows us to define naturally HP(A*T*M) for all 0 < k < n (first for 1 < p <
+00, then for p = 400 by duality), and one has, if f = (fy,..., fn) € AT*M,

||f||HP(AT*M) ~ Z ||flc||Hp(AkT*M) : (5.1)
k=0

To see this when 1 < p < oo, recall that HP(A*T*M) = HR(AFT*M), and note that A
preserves the decomposition into k-forms. Specializing Theorem to k forms implies
that, for all 0 < k < n — 1, dA™Y2 is HP(A*T*M) — HP(A*'T*M) bounded, and that,
for all 1 < k < n, d*A~Y2is HP(A*T*M) — HP(A*~'T*M) bounded. Using (5.1]) we have
obtained:

Theorem 5.13 For all 1 < p < +o0, dA™Y2 and d*A™Y? are both HP(AT*M) bounded.

5.3 The Hodge decomposition for H?(AT*M)

We can define other Hardy spaces, associated to the operators d and d*, which leads us to a
Hodge decomposition for H?(AT*M). Recall from Section P that

H*(AT*M) = H3(AT*M) @ H2.(AT*M),
where H3(AT*M) = R(d) and H2 (AT*M) = R(d*) and that the orthogonal projections
are given by dD~! and d*D!.
For 1 <p < 400 and p # 2, set

HP(AT*M) = R(d) N H?(AT*M), HE.(AT*M) = R(d*) N H?(AT*M)

where the closure is taken in the H?(AT* M) topology. We have the following Hodge decom-
position for HP(AT*M):

Theorem 5.14 For all 1 < p < +o00, one has HP(AT*M) = HY(AT*M) @& HL. (AT*M),
and the sum s topological.
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Proof: The orthogonal projection dD~! from H*(AT*M) to H3(AT*M) defines a bounded
operator from HP(AT*M) to HY(AT*M). Indeed, dD~' = dA~Y2DA~Y2 DA-Y2 is
HP(AT*M) bounded by Theorem B-11 and dA~Y/2 is HP(AT*M) — HY(AT*M) bounded
by Theorem [.13. Similarly, d*D~! is a bounded operator from H?(AT*M) to HY.(AT*M).
Since, for all f € HP(AT*M), one has f = dD~'f +d*D~'f, the theorem is proved. L
Note that, for all 1 < p < +o0, H}(AT*M) and HL.(AT*M) can also be described by
means of tent spaces in the same way as HP(AT*M). More precisely, if ¢ € ¥, (39) for
some 7,0 > 0, define ¢ € H> (X)) by ¢(z) = 21(z) and then define, for H € T**(AT*M),

Hoo dt too dt
Sdﬂ/,(H) = / td(bt(D)Ht? and Sd*,w(H) = / td ¢t(D>Ht77
0 0

and, for all h € L*(AT*M), define
(Qd7¢h)t = td¢t(D)h and (Qd*,lﬂh)t = td*gbt(D)h

Then, for 1 < p < +o0, replacing S; by S, ; (resp by S,. IZ) and Qy by Qg (vesp. Quy)
in Section p.]], one obtains a Characterlzatlon of HY (AT* ) (resp. HL.(AT*M)) by means
of S, ; and Qg (vesp. S,. 5 and Qg ), provided that ¢ € Uy 5,1(%7) and ¢ € Wy ,(X7) if

1< p < 2, and ¢ € \I!@g(EO) and ¢ € Uy 501(29) if 2 < p < o0,

It is plain to observe that, if 1 < p < +oo, the dual of HJ(AT*M) is isomorphic to
Hgl(AT*M), where 1/p + 1/p" = 1. We define H®(AT*M) (resp. H(AT*M)) as the
dual space of HY(AT*M) (resp. H).(AT*M)). Lemma [.7 provides another description of
HP(AT*M) and H¥(AT*M). Namely, fix Ve Uy 541(29). For all G € T°*?(AT*M) and
all f € HY(AT*M)NR(d), define

Tpea(f) = / ((Qur o Fl), Gl 1)z

Then, Ty ¢ is a bounded linear functional on HJ}(AT™*M), and conversely, any bounded linear
functional U on H}(AT*M) is equal to Ty g for some G € T**(AT*M). Furthermore,
[Ta |l ~ |Gl 7oz ar= sy The description of (HL(AT*M)) is similar.

As a consequence we have a more precise statement for the Hodge-Riesz transforms.

Theorem 5.15 Let 1 < p < 4o00. Then dA~Y? extends to a continuous isomorphism from
HE.(AT*M) onto HY(AT*M) and d*A~Y2 to a continuous isomorphism from HE(AT*M)
onto HY.(AT*M). These operators are inverse to one another.

Proof: Assume first that 1 < p < 4+00. Theorem [.1J shows that dA~/2 extends to a
HP(AT*M)-bounded linear map, and the very definition of HY(AT*M) therefore ensures
that it is HL.(AT*M) — H)(AT*M) bounded. Similarly, d*A~/2 extends to a H}(AT*M) —
HP.(AT*M) bounded map. Next, for f € HJ(AT*M) N R(d), (dA™Y2)(d*A2)f =
dd*A='f = f since d*df = 0, which shows that dA™'/2 is onto HL(AT*M) and d*A~Y/2
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is one-to-one from HY(AT*M). Symmetrically, d*A~Y/2 is onto HY, (AT*M) and dA~Y/2 is
one-to-one from HY, (AT*M).

Finally, the conclusion for p = +o0o follows from the case p = 1 by duality. The proof
is straightforward and relies on the fact that d*A~Y2 = A~1/2d* on a dense subspace of

HYAT*M). L

To finich, let us specialize the above to k-forms. For 1 < p < 400, one can also naturally
define HL(A*T*M) for all 1 < k < n and HL(A*T*M) for all 0 < k < n — 1 (first for
1 < p < 400, then using duality for p = +00), and Theorem p.15 shows the following result:

Theorem 5.16 Let 1 < p < +o00.

(a) For all0 <k <n—1, dA™Y2 is a continuous isomorphism from HY.(A*T*M) onto
HE(AMT M),

(b) For all 1 < k < n, d*A7Y% is a continuous isomorphism from HYL(AFT*M) onto
H (AF1T M),

6 The decomposition into molecules

As recalled in the introduction, an essential feature of the classical H!(R™) space is that
every function in H'(R") admits an atomic decomposition. Recall that an atom in H'(R")
is a measurable function a € L*(R"™), supported in a ball B, with zero integral and satisfying
lall, < |B|7"%. The Coifman-Latter theorem says that an integrable function f belongs to
H'(R") if and only if it can be written as

=Y May

k>1

where 3, [Ar| < 400 and the a;’s are atoms. Moreover, || f|| 1 gn is comparable with the
infimum of > |\¢| over all such decompositions.

In [BZ], Lou and the second author establish an atomic decomposition for H}(R™, A¥) for
all 1 < k < n. In this context, an atom is a form a € L?(R", A¥) such that there exists
b € L*(R", AF=1) supported in a ball B C R™ with radius r, a = db and ||al|, + 71 ||b]|, <
|B|™"/?. Note that the cancellation condition (in the case of functions) is replaced by the
fact that an atom is the image of some other form under d (that is, a is exact), which implies
in particular that da = 0 whenever a in an atom. The proof relies on a classical result due
to Necas ([B7], Lemma 7.1, Chapter 3) and on ([{2], Theorem 3.3.3, Chapter 3).

In the present section, we prove a “molecular” decomposition for H'(AT*M) inspired
by the Coifman-Weiss terminology (see the introduction). In our context, we do not know
how to get atoms with compact support. Roughly speaking, a “molecule” is a form f in
L*(AT*M) which is the image under D" of some g € L*(AT*M), with L? decay for f and
g, and for some integer N large enough.
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To be more precise, we adopt the following terminology. Fix C' > 0. If B C M is a
ball with radius r and if (xx)r>0 is a sequence of nonnegative C*° functions on M with
bounded support, say that (xx)r>0 is adapted to B if xq is supported in 4B, x; is supported
in 282B\ 2*"1B for all k > 1,

C
> xk=1lon Mand |||Vl < 5 (6.1)
k>0

where C' > 0 only depends on M. Note that, when C' > 0 is large enough, there exist
sequences adapted to any fixed ball.

Let N be a positive integer. If a € L*(AT*M), a is called an N-molecule if and only if
there exists a ball B C M with radius r, b € L2(AT*M) such that a = D™b, and a sequence
(X&)k>0 adapted to B such that, for all £ > 0,

HXkaHLQ(AT*M) < 2%‘/71/2(2]?3) and ”Xkb”L2(AT*M) < 27kTNV*1/2<2kB)- (6.2)
Note that the first set of estimates in (.9) imply
”a”L2(AT*M) < 2‘/71/2(3) and ”b”L2(AT*M) < 2TNV71/2<B) : (6.3)

Thus a € R(D) C H*(AT*M). Furthermore, any N-molecule a belongs to L'(AT*M) and
one has

HG’HLI(AT*M) <20 (6.4)
where C' is the constant in ([[.J).

Definition 6.1 Say that a section f belongs to H, , y(AT*M) if there exists a sequence
(Aj)j>1 € I' and a sequence of N-molecules (a;)j>1 such that

f = Z )\j(lj,
j>1

and define ||f||H71nol,N(AT*M) as the infimum of > |\;| over all such decompositions.

It is plain to see that H ;wh ~(AT*M) is a Banach space. We prove in this section the following
Theorem 6.2 Assume ([I.3) and let r is gwen by (1.3). Then, for integers N > 5§ +

1, Hy oy y(AT*M) = HY(AT*M). As a consequence, H) , y(AT*M) is independent of N
provided that N > & + 1.

Corollary 6.3 (a) For 1 <p <2, H/(AT*M) C R(D) N LP(AT*M)LP(AT*M)‘

LP(AT*M

(b) For2 < p < +oo, R(D) N LP(AT*M) " ¢ HY(AT*M).

27



Proof of Corollary B.3: For assertion (a), the inclusion H'(AT*M) C L'(AT*M) is an
immediate consequence of Theorem and of (B.4)). Since H*(AT*M) C L*(AT*M), we
obtain by interpolation (Theorem [p.9) that HP(AT*M) C LP(AT*M). Therefore

HP(AT* M)

HP(AT*M) = R(D) N H?(AT*M)
LP(AT* M)

C R(D) N Lp(AT*M)

For assertion (b), observe first that, for all 1 < p’ < 2, there exists C' > 0 such that, for all
G € TPV2(AT*M) N T**(AT*M),

185G 1y xgerny < C G s area, (6.5)

where 1) € Wg,(3)) with 3 = [£] 4+ 1. Indeed, S,G € HP (AT*M), and therefore belongs to
LP'(AT*M) by assertion (a).

Let p > 2 and f € R(D) N LP(AT*M). For all G € TP >(AT*M) N T**(AT*M) where
1/p+1/p' =1, since Q;, = S5 (see Section B), one obtains, using (.9),

‘//((wa)t(x),G(x,t))dx% - '/ <f(37),3@G(x))d:c‘

M

S ||f||LP(AT*M) HSEGHLP/(AT*M)

< C Hf”LP(AT*M) ”GHTP/’Q(AT*M) )

which shows that [|Qufllrpepr-any < Clfleareay (remember that, by Proposition
E3, TV2(AT*M) N T*>*(AT*M) is dense in T ?(AT*M)), therefore ||fllypnreny <

) iy
C 1l oiareany Next, if f € R(D) N Lp(AT-3)" " ™

), there exists a sequence (f;);>1 €
R(D)NLP(AT*M) which converges to f in the LP(AT* M) norm, therefore in the HP(AT*M)
norm, which shows that f € HP(AT*M). r

Remark 6.4 Note that the inclusion H'(AT*M) C L*(AT*M) did not seem to be an im-
mediate consequence of the definition of HY(AT*M).

Remark 6.5 What assertion (b) in Corollary tells us is that, for all ¢ € Wg4(X0), for
all 2 < p < +oo, there exists C > 0 such that, for all f € R(D) N LP(AT*M), Quf €
TP2(AT*M) and

190 Flgwinronsy < C I mcazenn - (6.6)

In the Euclidean case and with the Laplacian on functions, this inequality is nothing but
the well-known LP-boundedness of the so-called Lusin area integral (for p > 2, it follows
directly from the LP-boundedness of the vertical quadratic g function and the LP boundedness
of the Hardy-Littlewood mazimal function, see for instance [[4], p. 91). In the context of
spaces of homogeneous type, the LP boundedness (for all 1 < p < 4+00) of the area integral
associated to an operator L was proved in [§] under the following assumptions: L is the
generator of a holomorphic semigroup acting on L?, the kernel of which satisfies Gaussian
upper bounds, and L has a bounded holomorphic calculus on L*. Note that, in the framework

of the present paper, we do not require any Gaussian upper estimate for the heat kernel of
the Hodge Laplacian to obtain ([6-4) for p > 2.

28



As a consequence of Corollary and Theorem p.T1], we obtain the last part of Corollary
L3:

Corollary 6.6 Assume (I.3). Then DA™Y? is HY(AT*M) — L*(AT*M) bounded.

In Section § below, this theorem will be compared with previously known results for the
Riesz transform on manifolds.

The proof of Theorem will be divided into two subsections, each corresponding to one
inclusion.

6.1 H'(AT*M) C H),,, x(AT*M) for all N > 1.

Fix N > 1 and set 8 = [£] + 1 as usual. Choose M > max{3, N} and define ¢(z) =

M1 +iz) ™2 ¢ \I/MQ(ZO) and let ¢(2) = 2M "N (1 +42)"M72 50 that ¢(2) = 2V¢(2). It is
enough to prove that Ep, ,(AT*M) C H,, ,; y(AT*M), which means that, if

e dt
= [ wmrd
0
with F' € TY*(AT*M) NT**(AT*M), then f € H, , y(AT*M). According to the atomic
decomposition for tent spaces (Theorem [[.§), one may assume that F' = A is a TV2(AT*M)-
atom, supported in T'(B) where B is a ball in M with radius r. Let

+00 d
9:/0 tNth( )At_t

so that f = DVg, and let (x1)k>0 be a sequence adapted to B. We claim that, up to a
multiplicative constant, f is a N-molecule, which gives the desired conclusion. To show this,
we just have to establish the following L? estimates for f and g:

Lemma 6.7 There exists C' > 0 only depending on M such that, for all k > 0,
||ka||L2(AT*M) < CQ_kV_l/Q(QkB)a ||ng||L2(AT*M) < CTN2_kV_1/2(2kB)-
Proof: We first deal with the estimates for f. First, since D is self-adjoint, one has

+oo d
T —— <0/ / NP < ov(B)”

This shows that HXOme(AT* < | fll, <CV(B)~'2.

Fix now & > 1 and m > 5 + 1. Lemma B.3 and the fact that A is supported in T'(B)

yield
r dt
HkaHm(AT*M) < HX2’“+1B\2’“‘1Bwt<D)AtHL?(AT*M) n

0
T\ dt
e[ () Wi orn 7
r 2m 1/2
dt dt
C(/ () ) ([ 14800 )
0

C(2"r) ™V (B) 2
2 Hm=5)y =122k B),

VAN VAN

IA A
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We now turn to the estimates on g. First,

" dt
ooz < [ O 1Al T

ot 1/2 r n de\ V2
. t + o | t||L2(AT*M)7

< CTNV(B)’IH,

IN

which shows that |[xogll ,2(xr-ar) < llgll, < Cr¥V(B) =12,
Fix now k > 1 and m > g + 1. Lemma yields

r dt
Hng”L2(AT*M) < /tNHXZ‘““B\Zk1B¢t<D)AtHL2(AT*M)7

0
r t\™" dt
cAtNQ;)n&mMpm7

<
1/2
< et ([ o) g Y
S Cz—k‘m,r,Nv—l/Z(
< OrNYV2(2kgyah(m=3),
This completes the proof of Lemma p.7, and provides the desired inclusion. L

6.2 H', n(AT*M) C H'(AT*M) for all N > 4 + 1.

For the converse inclusion, it is enough to prove that there exists C' > 0 such that, for every
N- molecule fin H,,, y(AT*M), f € H'(AT*M) with || f|| ;1 ap-pry < C-

Let f be such a N-molecule. Since f € R(D), according to Lemma b.2, it suffices to show
that, if F(z,t) = (Quf)i(x) with ¥(2) = 2(1 +i2)77"% € ¥y 511(X)) for some v > N — 1,
then

1El712azeary < C, (6.7)

There exists a ball B, a section g € L*(AT*M) and a sequence (xx)r>o adapted to B such
that f = DVg and (.2) holds. Define

Mo = X2Bx(0,2r)
and, for all k£ > 1,

Tk = X(@+1B\2*B)x (0): T = X (2k+1B\2k B)x (r,2+1r) M = XokBx (2*r,2k+1r))

where these functions xg are the (un-smoothed) characteristic functions of S C M x (0, c0).

Write
F=nF+Y mF+Y nF+> niF

k>1 k>1 k>1

The estimate (.7]) will be an immediate consequence of the following
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Lemma 6.8 (a) For each k > 0, ||nhF || pnippepy < C275.
(b) For each k > 1, (| F | pronpenry < Cc27k.
(c) For each k > 1, [0 F |l p12arepy < C27k,

Proof:

Assertion (a): Since 1, F is supported in the box B(2*"!B) (see Remark [£7), we just
have to prove that its T7%?(AT*M) norm is controlled by C27*V~1/2(2"B) (recall that the
T*2(AT*M) norm is equivalent to the norm in H, see Section [L.2), which will prove that
280, F is an atom in T*?(AT*M). First, by the spectral theorem, one has

2 2
HTIOF”T2,2(AT*M) < HF”T?(AT*M)
o dt
2
< C/ ||¢t(D)f||L2(AT*M)7
0
2
< Clflz2aran
< Ccv(B)™.

Fix now £ > 1. One has

16 F | peeareary < Z"X(2k+1B\2kB)><(O,T)wt(D)(le)HTQ,Q(AT*M)
1>0

= Z[l'

>0

Assume that 0 < [ < k — 2. Then, using ([.3), Lemma B.3, (£.9) for f and the fact that
p (supp xif, 2" B\ 2¥B) > ¢(2¥ — 2)r and choosing m > & + 1,

B [, R ) §

2m
7‘ t 2 dt
< C/O (m) I Wz arenny
O s=2m)g—Us+2) Y71 (9 By,

IN

It follows that

e

-2

X 2r+1 B2k By (0, Lt (D) (Xu f ) HT2,2(AT*M) < C27FV T2 (28B).
]

Il
o

Assume now that k — 2 <[ < k + 2. Then, by the spectral theorem,

+eo dt
”Q/Jt(D)(le)”i?(AT*M) i

0 9 t
C ||le||L2(AT*M)
C272 V12" B).

IAIA A
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Assume finally that [ > k+3. Then, using Lemma B and p (supp x.f, 25" B\ 2"B) > ¢2'r,
and choosing m > 5 + 1,

2m
"t dt
2 2
Iy < /o (QT,,,) HleHLQ(AT*M) n
< 0272lm272lvfl(2k8>.

As a consequence,

Z HX(2’€+1B\2’€B)><(O,r)¢t(D)(le)HT2,2(AT*M) < C27FV2(2¢B).
I=F13

This ends the proof of assertion (a) in Lemma [.§8.
Assertion (b): Similarly, we now estimate

”nI/cFHTQQ(AT*M) < Z}}X(2k+lB\2kB)X(r,2k+1r)wt(D>DN(Xlg)HT2,2(AT*M)

1>0
= ZJ[
1>0
Define now @(z) = 2V(2) € Uny1441-n(29), so that
, [ ~ 2 dt
JP = /r Xor+1p\ 25U (D) (X19) Lo (AT A N

Assume first that 0 < [ < k — 2. Then, (B.2) applied to g, Lemma and the support
conditions on x; yield

ok+1,

c t am ) dt
m ||Xlg||L2(AT*M) 12N+ 1
< C2fl(li+2)2fk(2mfn)vfl(214:8)’

J}

IN

if m is chosen so that x +2 < 2m < 2N, which is possible since N > & + 1. This yields

E
[\

"X(zkHB\sz)x(r,zkﬂr)?/ft(D)DN(Xlg)HLz(AT*M) < C27FV TR (28B).
!

Il
o

Assume now that £ — 1 <1 < k 4+ 1. Then one has
JE < o27*v(2FB).

Assume finally that [ > k + 2. Then, using Lemma B.J and the support conditions again,

2k+1r 2m dt
2 2
Ji < : ANy ”Xlg”m(AT*M) 2N +1
< 02—2(m+1)lv—1(2k3)’
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provided that m < N. Thus,
+oo
Z HX(2k+1B\2kB)><(r,2k+17’)’l/}t<D)DN(Xlg)HT2,2(AT*M) < CQ?kV?1/2(2kB)

I=k+2

and assertion (b) is proved.
Assertion (c): Finally, as in assertions (a) and (b), we have to estimate

HTIIZFHTZ?(AT*M) < Z"szBx(zkr,zkHrWt(D)DN(XlQ)HTM(AT*M)

>0
= ZKI
1>0
Similarly, one has
2 ~ 2 dt
K2 = D ‘ .
l /ri X2t 5Yr(D)(X19) L2(ATw A1) £2NH
Assume first that 0 <[ < k. Then, one obtains
ok+1,

dt 2
K} < C . tQN—HHXlgHLQ(AT*M)

< 0272(/:+2)IV71<2kB)2k(/if2N).
Since 2N > k + 1, it follows that

k
> X2t B (20,2001 U (D) DY (19) | o2y < C27FV 22" B).
=0

Assume now that [ > k4 1. Then, using Lemma B.3 once more,

PN dt )
c - o tQN—HHXlgHLQ(AT*M)

< 02_(2m+2)12k(2m_2N)V_1(ZkB),

IN

K}

provided that m < N. It follows that

> HXQkBX(ganHl,)@z)t(D)DN(Xlg)HTM(AT*M) < C27FV V2 (9 B).
I>k+1

Assertion (c) is therefore proved.

Remark 6.9 Let N > 1(% + 1) be an integer. Say that a € L*(AT*M) is an N-molecule
for A if there exists b € L*(AT*M) such that a = ANb, a ball B C M with radius r and a

sequence (Xk)k>o adapted to B such that, for all k > 0,
Ixeall, < 27*V12(25B) and [|xad|l, < 27NV U2(28B).

1
Moreover, define Hy .,

N as the space of all sections [ such that [ = ijl)\ja’j? where

>~ 1Al < 400 and the a;’s are N-molecules for A, and equip HX iy With the usual norm.
Then, using Theorem B3, it is plain to see that, for all N > $(5+1), H} .o n = H'(AT*M).
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Finally, we also have a decomposition into molecules for H}(AT*M) and Hj.(AT*M).
Let N > £+ 1. An N-molecule for d is a section a € L*(AT*M), such that there exists a
ball B C M with radius r, b € L*(AT*M) with a = dDV~'b and a sequence (xj)x>0 adapted
to B such that, for all £ > 0,

||Xka||L2(AT*M) < 2ikvil/2(2k3) and ||Xkb||L2(AT*M) < 27k7nNV71/2(2kB)- (6.9)

Then, f € Hy(AT*M) if and only if f = 3 Aja; where the a;’s are atoms in Hj(AT*M) and
> |Aj| < +00. The proof is analogous and uses the characterization of H(AT*M) by means
of Sy and Qg- 4 given in Section f.J. One obtains a similar decomposition for Hj. (AT*M),
defining an N-molecule for d* similarly to an N-molecule for d.

Remark 6.10 [t turns out that, under some Gaussian upper estimates for the heat kernel of
the Hodge-de Rham Laplacian, we can take N = 1 in Theorem [6.3 and other similar results.
We will come back to this in Section [S.2.43.

7 The maximal characterization

In this section, we provide a characterization of H'(AT*M) in terms of maximal functions.
Recall that, for classical Hardy spaces of functions in the Euclidean case, such maximal
functions are defined, for instance, in the following way: if [o, | f(y)| (1+|y[*)~"+D/2 < +o0
and z € R", define

(@)= sup | VA f(y)].
ly—=z|<t
Then, a possible characterization of H!(R") is the following one: f € H'(R"™) if and only if

f* e LYR").

In the present context, such a definition has to be adapted. Let us explain the main lines
before coming to the details. First, the lack of pointwise estimates forces us to replace the
value at (y,t) by an L? average on a ball centered at (y,t). Secondly, the Poisson semigroup
(on forms) e VA only satisfies OD,(1) estimates in general, which is unsufficient to carry
out the argument in [ or its adaptation in [fj]. Hence, we abandon in the maximal function
the Poisson semigroup in favor of the heat semigroup. Thirdly, the good-\ argument of [24]
or [ff] with the heat semigroup produces then uncontrolled error terms involving the time
derivatives due to the parabolic nature of the equation associated with. The trick is to
modify the maximal function to incorporate the errors in the very definition of the maximal
function (see the function f;c below) so that they are under control in the argument.

In the sequel, if z € M and 0 < r < t, B((z,t),r) = B(x,r) x (t —r,t +r). For all
x € M and all a > 0, recall that

Co(z) ={(y,t) € M x (0,+0); y € B(z,at)}.

Let 0 < a. Fix ¢ > 0 such that, for all z € M, whenever (y,t) € Ty (x), B((y,t), ct) C I'ya(x).
Elementary geometry shows that ¢ < a/(1 + 2a) works. For f € L2(AT*M) and all z € M,

define
1/2
dzds)

—52A (Z)

fr() = sup (

(y:t)€la(2)

B((y,t),ct)
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Define H.,,,(AT*M) as the completion of {f € R(D);
set

arc < 0o} for that norm and

(M)

HfHHW (AT*M) —

The norm depends a priori on «,c. However, the doubling condition ([.J) allows us to
compare them. For fixed a, the pointwise bound f; . < C(1 + c/c’)“/2f2*a7c, holds if 0 <
¢c < af(l+2a)and 0 < ¢ < 2a/(1 +4a). Next, if 0 < a < f and ¢ < /(1 + 2a)
then fi, < f;. whileif 0 < 8 < a and ¢ < /(14 20) (hence ¢ < /(1 + 2a)), we have
1 foelln < C(ﬁ/a) 1f5./l1 by a variant of the Fefferman-Stein argument in [P§ which is
skipped. Hence, the space H} _(AT*M) is independent from the choice of a, c. Notice also
that, in the definition of f; ., because of the doubling property again, replacing V(y,t) by
V(y, ct) yields an equivalent norm.
The following characterization holds as part of Theorem [[]]

Theorem 7.1 Assume ([[.3). Then H'(AT*M) = H},,.(AT*M).

max

Remark 7.2 The average in s in the definition of f, . is useful only in the proof of the
inclusion H}  (AT*M) C H'(AT*M). Equivalent norms occur without the average is s in

the definition.

As a consequence of this result and Corollary .G, we have

Corollary 7.3 Assume (I.3). Then DA™Y? s H} (AT*M) — L*(AT*M) bounded.

max

For the proof of the theorem, we introduce an auxiliary space
following chain of inclusions HYAT*M) C H}, (AT*M) =

This space is built as H,,,,(AT*M) with f; . changed to

H!_(AT*M) and show the
AT*M) ¢ H(AT*M).

maaﬂ (

max (

1/2
rx o —32A 3 —52A 2
Jaelr) = oo (W //B(Wt ()} +[s5g¢ " /() dzds) . (7.1)
7.1 Proof of H'(AT*M) C H} . (NT*M)

Fix a =1/2 and 0 < ¢ < 1/4 and set f* = fi2,0- In view of Theorem 6.9, it is enough to
show that any N-molecule for A (for suitable N) in H(AT*M) belongs to H! (AT*M).
We denote by M the usual Hardy-Littlevvood maximal function:

max (

Mf(x) = = Sup

/ ()] dy.
BBJ:

where the supremum is taken over all the balls B C M containing x. Here is our first
technical lemma:

Lemma 7.4 Assume that (T})~o satisfies ODy(N) estimates with N > r/2. Then, there
exists C' > 0 such that, for all f € L2, (ANT*M), all x € M and all (y,t) € Ty(x),

# 2 2
tV{(y,ct) / /B«y,t),ct) I deds = CMUTT )
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Proof: Decompose f = ) fr, with fo = XBoef and fr = Xpyos+icnp2ref for all
k

k > 1 (where y 4 stands for the characteristic function of A). For k = 0, the L?-boundedness
of Ty and the fact that s ~ ¢t and V (z, (2¢ + 1)t) ~ V(y, ct) yield

1 ) ,
ol /B«y,w,ct) T fo(2)? dads < CMUIfP) ().

For k > 1, the estimate OD;(N) and the fact that s ~ t and V(z, (2" lc+1)t) <
C2%:V (y, ct) give us

1 2 C 1\ )
m//;((yﬂf),ct) | Tsfi(2)]" dzds - < V(.o (ﬁ) /‘fk<2)| dz

C kK 9
< S MOTP)E)

Since 2N > k, one can sum up these estimates by the Minkowski inequality. L
We prove now that HY(AT*M) C H} (AT*M). Let a = ANoh € R(D) be a Ny-molecule

for A in H*(AT*M), for some Ny > 5 + 1, 7 > 0 the radius of the ball B associated with a,
(x;j);j>0 a sequence adapted to B such that (B.§) holds (see Remark p.9) . For each j > 0, set
a; = xja. First, the Kolmogorov inequality ([Bg], p. 250), Lemma [.4], the maximal theorem

and the doubling property ([[.3) show that

1/2

1,00

/23 a*(x)dx < CV(QB)I/2 HM (\a|2)H < CV(B)I/2 lall, < C.

We next show that, for some § > 0 only depending on doubling constants and all k£ > 1,
/ a*(z)dx < C27K. (7.2)
2k+1B\2k B

3 3 * * * * * *
Fix k > 1 and write a* < a},,, + @, cgiwm T @hign, Where aj,, (vesp. a

*
¥ edivm Qi gh) correspond

to the constraint ¢t < r (resp. r < t < 2871r ¢ > 2F1p) in the supremum defining a*.
We first deal with aj,,. According to the definition of a; we have aj,, < > . ,aj,, Fix
(y,t) € To(z), t <7,z € 28M1B\ 2FB. 1If j < k — 2, so that p(B(y, ct),supp a;) ~ 2Fr, then,
using the fact that s ~ ¢ and off-diagonal estimates for e—*"4 (Lemma B.§) and arguing as
in Lemma [7.4 (using the fact that ¢ < r), one obtains, provided that 2N > x,

1 1 //
t V(y7 Ct) B(y,t),ct)

If j > k + 2, so that p(B(y,ct),supp a;) ~ 2/r, then, one has similarly

1 1 //
t V(yv Ct) B(y,t),ct)

9 ¢ 2N —k )
dzds < C(%> M(a;|*) (z)

M(la*) ().

.2
)

= 9k(2N—k)

.2
e %ay(2)

2 C 9
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Settin
° Q-kIN=R/2) if j < | —2,
cik=21 1 ifhk—1<j<k+1,
2 IIN=r/2) if 5>k + 2,

one therefore has, using the Kolmogorov inequality and (£.2) again,

* E *
/k 1 k How = /k 1 k Gjdow
2k+1B\2k B S0 B\ B

< CY eV B2V 2(2B)

>0

< CZ C;j k Sup (1, Q(k’j)“ﬂ) 27
Jj=0
if N >k+9.
To estimate a4, on 27 B\ 28 B, write a = AYb and b = 37 b; where b; = x;b.

Let (y,t) € To(x), z € 2B\ 2"B and r < t < 2¥~!r. Then, p(B(y,ct),supp b;) ~ 2Fr
if 7 < k—2and p(B(y,ct),supp b;) ~ 27r if j > k + 2. Hence, arguing as before, using
off-diagonal estimates for (s2A)Ne 52 (see Lemma B.g again) and s ~ ¢, one has, if 2N > &,

( 1 ¢ 2N—k
2 e
N (%) M6 ) () if j < k-2,
1 1 // No —s2A 2 1 ) ‘ -
- AMe™ 2D (2)| dzds < ——M(|b;]")(x ik <1,
tV(y,ct) B((w.t).ct) i(2) t4iv0 (t| J|2]\)[§H> |7 | <
2 e
| 7% (%) M(bsl*) (@) i >k +2,

and, if we choose N such that N < § + 2NNy, one obtains

1 1 //
tV(y,ct) J By

where ¢;, was defined above. Thus, provided that N > k,

* —ké
/ Apedium S 2
2k+1B\2k B

for some 6 > 0. Note that this choice of N is possible since Ny > § + 1.
It remains to look at aj,,,. Let z € 2B\ 28B, (y,t) € To(z) and ¢ > 2¥~'r. Using

a = AMb and the L2-boundedness of (s2A)Noe~**2 one obtains

1 1 //
tV(y,ct) JJ ).

_$2 2 1
ANog Abj(z)‘ dzds < 744—NOC§J€M( |bj|2 )(:c)

> 2 C 1
No ,—s*A 2
AN 2Y(2)| dzds < i /|b\ VD
1
)

< C2fk(4Nofn
= V221
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It follows that

/ Qg < C27FENT2),
2k+1B\2k B

Finally, (T:2) is proved since Ny > /24 1. Thus, [,,a* < C, which ends the proof of the

inclusion H'(AT*M) C H},, (AT*M). L
As fr. < fr, it follows that HY, (AT*M) > H:_ (AT*M). We turn to the opposite

inclusion. For that argument we fix &« = 1 and ¢ < 1/12 and write f*, f*. The term in f*
coming from e~**2 f(z) is immediately controlled by f*. Next, fix 2 € M and (y,t) € T';(x).
Let (z,s) € B((y,t),ct). Write

50, A f(2) = =252 Ae A f(2) = (—232Ae_(*/gsmm)e_(S/Z)QAf(z)

and observe that —2s?Ae~(V35/2?A gatisfies OD,(N) for any N (see Lemma B.g). Since s ~ t,

( (y? ) B((y, ),C )

t+ct 1/2
dzds
<tV y7 /t / B(y,2ct) )

t+ct 2 1/2
+CY 27HN <7/ / dzds) :
; tV(’y,t) t—ct J B(y,2kt1ct)\B(y,2kct)

Change s/2 to s. This first term is controlled by f5,.(x). For the kth term in the series, one
covers B(y, 2" ct) by balls B(y;, 2ct) with y; € B(y, 2" ct) and B(y;, ct) pairwise disjoint.
By doubling, the balls B(y;, 2ct) have bounded overlap. Observe also that each point (y;,t/2)
belongs to 'y, gr+2.(x). Hence, the kth term is bounded by

1/2 1/2
(y;,2t) . Viy, 28 tet + 2t .
02 " (Z V VD ) f2+2k+2c74c<x) S C ( ( ) f2+2k+2c74c<x)

. ) 1/2
sOse”* Af(z)‘ dzds)

e ()

V(y,t)
S O [ g 4o(T).

Hence, using the comparisons between the ||f .||; norms, we obtain

Ll S UM+ Clfsaclh +C D27 VD £ e el

N1+ C O3 2kt

so that if N > 3k/2, we obtain || f*||; < C||f*|1. C
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7.3 H. (AT*M)C HY(AT*M)

We fix some notation. If f € L2(AT*M), the section u(y,t) = e 2 f(y) for all y € M and
all ¢ > 0 satisfies the equation

D*u=Au=———. (7.3)
Foralla >0,0<e < R < 400, x € M set the truncated cone
I (@) = {(y,t) € M x (¢,R); y € B(w,at)} = {(y,1) € Ta(z);e <t < R},

and for all f € L*(AT*M),

ry (:1: 7 t

where |Du(y,t)|* = (Du(y,t), Du(y,t)) (remember that (.,.) denotes the inner product in
AT*M). Note that, contrary to the definition of SF given in Section [, we divide here by
V(y,t) instead of V(xz,t). By ([.3), this amounts to the same, since, when (y,t) € T'y(x),
d(y,z) < at, and it turns out that V'(y, ¢) is more handy here. For our purpose, it is enough
to show that, for all f € LA(AT*M)N H: (AT*M) and all 0 < £ < R,

max

1SR FN, < ClAa arean - (7.4)

maz

Indeed, if furthermore f € R(D)NHL, (AT*M), letting ¢ go to 0 and R to +oo, this means

max

that (y,t) — tDe "2 f(y) € TH2(AT*M) and, since

oo dt
f=a / (DM 4 £2D%) " tDe " f
0

for suitable integers N, a; and constant a (we use A = D?), this yields f € H'(AT*M) by
definition of the Hardy space.

The proof of ([.4) is inspired by the one of Proposition 7 in [ff] where the Poisson semi-
group is changed to the heat semigroup. We first need the following inequality (see Lemma

8 in [{]):
Lemma 7.5 There exists C > 0 such that, for all f € L*(AT*M), all0 < ¢ < R < 400

and all x € M, N
Stjm (@) < O (1+In(R/e)) [ ().

Proof: Fix any 0 < ¢ < 1/3. Let € M. One can cover F1/2o< x) by balls in M x (0, +00)
in the following way: for each I € Z, let (B(zjy, £7'));ez be a covering of M by balls (where

izg) so that the balls B (:cj,l, ng) are pairwise disjoint. Let K;; = B(xj,, grl) X

T =
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[Tl — %Tl, T+ 57'} and f(\;l = B(zjy, er!) x [Tl —crt, mt+ CTZ} = B((a:jJ,Tl), cer!). Since, for
(y,t) € Ky, if Kj, Fi/go( ) # 0, one has ¢t ~ 7/ and V(y,t) ~ V(x;;,7"), we obtain

e, |tDu y, dt
*Syl/ljof(x)2 < Z // dy;
e, R

Lj; Kj, lmrl/20(

< C Z .TlTl // | Du(y, t)| dydt.
7,05

L,j; Kj, lﬂfl/QO(x

At this stage, we need the following parabolic Caccioppoli inequality recalling that u(y,t) =
e*tQAf(y): for some constant C' > 0 only depending on M, but not on j, [,

// |Du(y,t)|” dydt < Ct~ 2l// u(y, )| dydt + C1~ 2l// tdu(y, t)|> dydt. (7.5)

The proof of this inequality is classical and will therefore be skipped (see for instance [§,

Chapter 1). Since, by the choice of ¢, z;; € T'7"(x) whenever K;; N Pi/};o( x) # 0, it follows
that

e, R 2 1 2 2
SI/QOf(x) S C Z W I?jyl (|U(y,t)| + |tatu(y7t)| )dydt

< ot {( s Koo Iih(@) # 0} fio@)*.

For fixed [ € Z, the bounded overlap property of the balls B(x;,, c!) implies that the number

of j’s such that K;; N T /};0( x) # ) is uniformly bounded with respect to I. Now, if [ € Z is

such that K, N F1/20( x) # (0, then one has (1 +¢)~te < 71 < R(1 — ¢)!, which yields the
desired conclusion. \

Proof of ([(.4)): it suffices to establish the following “good \” inequality:

Lemma 7.6 There exists C > 0 such that, for all 0 < e < R < +o0, all f € L*(AT*M),
all0 <y <1 and all X >0,

L ({x € M; Sfﬁof(:c) > 2\, [ (x) < fyA}) < Cv*p ({x € M; Sf/gf(a:) > A}) (7.6)

where f* = fl*c is as in with 0 < ¢ < 1/3 to be chosen in the proof.

Indeed, assume that Lemma [[q is proved. Then, if f € LA2(AT*M) N H}, (AT*M), inte-
grating ([(.§) with respect to A and using Remark [L.1] yield

Since f € H} ,.(AT*M), Lemma [I.J ensures that ’

once if v is chosen small enough.

JZ* ]F* C/ 2

s, zer

1+07 ‘

st <o

]|

max (

S?/Iz%o f”1 < 400, and ([.4) follows at
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Proof of Lemma [[.G: Assume first that M is unbounded, which, by ([.9), implies
that pu(M) = +oo (see [B4]). Let O = {xGM Sf/gf(x) > )\}. Observe that, since
f e L*(AT*M), Sf/};f € L*(AT*M), whence p(O) < +oo, therefore O # M. Morever,
O is open since the map x — Sf/gf(:c) is continuous. Let (By)r>1 be a Whitney decom-
position of O, so that 2B, C O and 4B, N (M \ O) # (! for all k¥ > 1. For all k > 1,
define

B, — {x € Bis STR f(2) > 2\, f(x) < M} .
Because of the bounded overlap property of the Bj’s, and since {Si}lz%o f> 2)\} C
{Sf/};f > )\}, it is enough to prove that
((Er) < Cy°u(B). (7.7)

Observe first that, if ¢ > 20r(By) (Where r(By,) is the radius of By), then Ej = (). Indeed,
there exists xy, € 4By, such that S /Qf(xk) < A. Let now x € By, and (y,t) € Pi/go( x). Then,

t 58 t 6t t
< < B — =+ < o= 5
d(xr,y) < d(xp, v) +d(z,y) < 5r(By) + 0 =920 + 20 — 20 < 2

so that (y,t) € % (z;). As a consequence, S /QOf(:c) < Sf/gf(azk) < A. We may therefore

1/2
assume that € < 20r(By). Since one has 512%(()3'“ i (x) < X by similar arguments, we deduce
that .
B ¢ By={we B0 F; S f(a) > 2}
where

F:{xEM;f*(:c)gfy)\}
(note that F'is closed). By Tchebycheff inequality,

p(B) < /
tD dt

_ _/ // [tDu(y, t)[* [tDuly. OF 4t 4,
z€BLNF e<t<20r( Bk yeB(z,t/20) V(y,t) t

< // | Du(y,t) Idy—

where 5 is the region in M x (0, +00) defined by the following conditions:

2

dx

e <t <20r(By), ¥(y) <t/20

with
U(y) = ply, BLNF).

ITo be correct 4B;, should be ¢; By where c¢; depends on the doubling property. To avoid too many
constants, we set ¢; = 4 to fix ideas.

41



Note that Qf C Qy., where the region () is defined by 0 < ¥ (y) < t. By definition of F, one
has

u(s, 2)|” + |sOsu(z, s)|” dzds < v“\ 7.8
Vw0 oo Ct)\ (s, 2)|" + [sOsu(z, 5)] (7.8)

for all (y,t) € Q. To avoid the use of surface measure on 8@;, let us introduce

(y,t) =’ <@) X1 G) X5 <m) :

where 7, x1 and x5 are nonnegative C'*° functions on R, 7 is supported in [O, 110} and is equal
to 1 on |0, 2—10], X1 is supported in [%, —1—00[ and is equal to 1 on [1, +00[, and x3 is supported
in [O u

,15) and is equal to 1 on [0, 1]. One therefore has

~\ 1
E’“) = ﬁ/ C(y, ) |Du(y, t)[* dydt == —

The integral is over M x (0,00). An integration by parts in space using D* = D yields

I = %/ t)Du(y,t)), u(y,t))tdydt
= (DC(y, t) Duly, t), uly, t))tdydt

" / (C(y, ) Du(y, 1), uly, t))tdydt.

In the first integral in the right hand side D{ Du is the Clifford product (its exact expression
is not relevant as we merely use |D¢Du| < |D(||Dul). In the second, we use ([.3) and since
¢ is real-valued, R({D?*u, u) = —4it§8t|u|2. Then integration by parts in ¢ gives us

I = §R//75<D§(?/>75)D7~L(y,t),u(y,t))dydt
4 [ oct )ty aya
= L+ 1.

Estimates and support considerations: Observe that, because of the support conditions
on 7, x1 and Yo and since ¥ is a Lipschitz function with Lipschitz constant 1,

C
|DC(y7 t)| + |atC(y7 t)| S

— (7.9)

independently of ¢ and k. Now let us look more closely at the supports of D( and 0,(.
Examination shows that they are both supported in the region G%, of M x (0, c0) defined by
0<(y) < &, % <t<22r(By) and

t t 9e
20 < P(y) < 0% 15< t<e or 20r(By) <t <22r(By).
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Observe that G, C Q.. Consider again the balls K;; introduced above. It is possible to
choose ¢ small enough such that, for all k, j, [, ¢, if K;; NG5, # 0, then K 1 C Q. Thus, ([7.§)

yields
// (2,8)|” + [s0su(z, 5)|* dzds < V*N27'V (25, 71) < CPN* 7V (24, er!)

where we used the doubling property in the last inequality.

Estimate of I5: Using the considerations above and ¢ ~ 7' on Kj;

ol < o f] ook
e 5[] e

Li; K; mG’E;é(Z)
< C // ) dydt
1,7; KjlﬂG
< O\ Z V(I‘jJ,CTl)
Lj; K;NGE#0

dt
< OPN //N dy—,
:

where @i is the region defined by 0 < ¥(y) < 5t <t < 100r(By) and

) 100

t 9
10 < Y(y) < 5t or % <t <10e or 2r(By) <t < 100r(By).

The last inequality is due to the bounded overlap property of the balls B(x;,, cr!) for each
l €Z and t ~ 7' on each of them. Thus,

|| < CY* N p(H),
where Hf = {y € M; 3t>0, (y,t) € E}’v,‘i} It remains to observe that Hf C 221By. Indeed,

ify € H; and t > 0 is such that (y,t) € Efg, one has ¥ (y) < 5t, so that there exists z € ByNF
such that p(y, z) < 5t < 220r(By). Thus, y € 221By. Using the doubling property, we have
therefore obtained

|| < CY*N°V(By). L

Estimate of I;: Using the same notation, one has

L] < // | Du(y, t)| |u(y,t)| dydt

S / / [ Duly, ) [uly, )| dydt
l] K ZOGE#@
1/2
< C (// |Du(y, t)|? dydt) (// ) dydt) .
Lj; K, me;é(Z)
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The Caccioppoli inequality ([7.]) yields

L] < C // u(y,t \ dydt+rl// [toyu(y, )\ dydt

l] K] lﬂGE7é®

< OPN )] V(fb’j,u er'),
l,j; ijﬂ“lGi?é@

and the same computations as before yield
|| < CY*NV(By). ©

Finally, ([.7) holds and Lemma [7.§9 is proved when M is unbounded.

When M is bounded, call § the diameter of M. We claim that there exists a constant
C > 0 such that, for all R > 206 and all z € M,

Sy f(w) < O F(x). (7.10)

Assume that ([.I() is proved. It is enough to prove Lemma [/.§ for v small, say v < 1/C,
where C' is the constant in (T210). In this case, (.10) ensures that, if 727 f(2) > X, then

. 1/20
f*(z) > A, so that it remains to establish that
u <{x € M; ST f(x) > A, f(a) < m}) < V2 ({x e M; Siff(a) > )\}) . (7.11)

Ito = {ZL‘ e M, Sf/;f(x) > )\} is a proper subset of M, argue as before, using the Whitney
decomposition. If O = M, then O is a ball itself, and we argue directly, without the Whitney
decomposition, replacing u (E;) by the left-hand side of (7.11)).

It remains to prove ([[.I0). First, if ¢ > 208, B(x,¢/20) = M and V (y,t) = p(M) for any

y € M, so that
St f () / / tDu(y, t)|? dy—
205

Next, computations similar to the estimates of I above yield, for all ¢ > 0,

t
[ iutof s == [ oduty.)fas,
M M

so that, integrating by parts with respect to ¢, we obtain

0, R
?20 f( ) _4M

) /M lu(y, 205)\2 dy.

But, for any s < 206, the semigroup contraction property shows that

/ fu(y, 208) dy < / u(y, 5)|2 dy.
M M
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It follows that

G200,R UCH)
5120 (z)” < 85,u / /l/c , s)|? dyds.
Noticing that M = B(z,0) = B(z,c¢(d/c)), one concludes, by definition of the maximal
function, that
S < o PP
which is ([-I0). The proof of Lemma [7-{ is now complete. r

Remark 7.7 The same proof shows that ([T) holds if |Du(y,t)|* is replaced by the sum
\du(y, t)]> + |d*u(y, t)|> in the definition of ST (the sum is important). This is a stronger
fact, since |Du(y,t)]> < 2|du(y,t)]> + 2 |d*u(y,t)|* (but observe that, if one restricts to k-
forms for fixred 0 < k < dim M, the two versions are equal). We could then conclude using
the Hy(AT*M) and H}.(AT*M) spaces.

8 Further examples and applications

8.1 The Coifman—Weiss Hardy space

In this section, we focus on the case of functions, i.e. O-forms. Assuming that M satisfies
([2), we may compare HL (A°T*M) = HL(A'T*M) = HL(A"T*M) with the Coifman-Weiss
Hardy space, i.e. the H' space defined in the general context of a space of homogeneous

type in [I7].
We first recall what this space is. A (Coifman-Weiss) atom is a function a € L*(M)
supported in a ball B C M and satisfying

/ a(z)dr = 0 and |a, < V(B)~2
M

A complex-valued function f on M belongs to Hyy, (M) if and only if it can be written as

[ = ZAkak

k>1

where ), |\g| < +o00 and the a;’s are Coifman-Weiss atoms. Define

”fHHéW(M) = infz Akl

k>1

where the infimum is taken over all such decompositions of f. Equipped with this
norm, Hy (M) is a Banach space. The link between this Coifman-Weiss space and the
HJ}.(A°T* M) space is as follows:

Theorem 8.1 Assume ([.3). Then H).(AT*M) C Hly(M).
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Proof: Recall that a (Coifman-Weiss) molecule is a function f € L'(M)NL*(M) such that

| sy

and there exist xg € M and € > 0 with

([ rra) ([ |f<as>|2m<gc,xo>1+eozgc)i <1, s

where m(x,zg) is the infimum of the measures of the balls both containing = and zy. It is
shown in [[7 (Theorem C, p. 594) that such a molecule belongs to Hy (M) with a norm
only depending on the constant in ([.9) and . Note that condition (B.I]) is satisfied if

1

(/M|f(:c)|2dx> </M|f(5’7)‘2V(fﬁoad(:c,:co))”sdx)g <1

Let f € R(D) N Hy(A°T*M) and F € TH*(A°T* M) with ||F||T172(A0T*M) ~ ||f||H;*(A0T*M)
and

+00 d
f:A (unwl+ﬁp)ﬂmf

with N > k/2 + 1 and a = N + 2. Since F has an atomic decomposition in T"*(A%T* M),
it is enough to show that, whenever A is a (scalar-valued) atom in TH?(A°T*M) supported
in T'(B) for some ball B C M,

+oo N . dt
a= (tD)Y (I +itD)~ O‘At
0

belongs to Hiyy (M) and satisfies

lall s,y < C (8.2)

To that purpose, it suffices to check that, up to a multiplicative constant, a is a Coifman-
Weiss molecule. First, since a € R(D) and a is a function, it is clear that a has zero integral.
Furthermore, the spectral theorem shows that

lall, < CV=2(B).

Moreover, if B = B(xg,r) and if ¢ > 0,

/M la(2)|? VYT (o, d(z, 20))dz = /23 la(2)|? VYT (o, d(z, 20) )dx

+Z/ la(2))? VI (x0, d(z, 20))da
2k+1B\2k B

k>1

=%+ZM-

k>1
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On the one hand, by the doubling property,
Ao < CVI(B) |lall2 < CV(BY.
On the other hand, if £ > 1, using Lemma B.3 and choosing N’ such that N’ > k(1 4 ¢)/2,

one has

dt

1/2
Ay HL2(2k+1B\2kB) t

IA

V(1+€)/2<2k+lB)/ H(tD)N [ +itD) A4,
0

N’
t dt
VUta2(ok g / — ) A, —
( Vg ) 1Al

< 2k(n(1+€)/2fN’)V<B)s/2.

VAN

Finally,
/thvW@mm@mwgcwwx
M

which ends the proof of (B3), therefore of Theorem .1 C
We will focus on the converse inclusion in Theorem B.1] in the following section.

8.2 Hardy spaces and Gaussian estimates

In this section, we give further results about HP(AT*M) spaces assuming some “Gaussian”
upper bounds for the heat kernel of the Hodge-de Rham Laplacian on M. Denote by n the
dimension of M. For each 0 < k < n, let pf be the kernel of e'2*, where Ay is the Hodge-de
Rham Laplacian restricted to k-forms. Say that (Gj) holds if there exist C, ¢ > 0 such that,
forall t > 0 and all x,y € M,

k c —cd?(x,y)/t
}pt (x,y)} < WG @)/t (8.3)

Say that (G) holds if (Gj) holds for all 0 < k < n. See the introduction for comments on
the validity of (G)) when & > 1.

8.2.1 The Coifman-Weiss Hardy space and Gaussian estimates

Under the assumptions of Theorem B.1], and even if one assumes furthermore that (Gp)
holds, the inclusion HL (A°T*M) C Hlyy (M), proved in Theorem B, is strict in general.
This can be seen by considering the example where M is the union of two copies of R™
(n > 2) glued smoothly together by a cylinder. First, on this manifold, ([.3) and (83)
clearly hold (see [[§]). Moreover, Theorem [.1q asserts that the Riesz transform dA~'/2 is
HL(A°T*M) — L*(A*T*M) bounded on this manifold. But, as was kindly explained to us
by A. Hassell, it is possible to prove, using arguments analogous to those contained in [[[J],
that the Riesz transform is not H}yy, (M) — L*(M) bounded (while it is shown in [[J] that
the Riesz transform is LP(M)-bounded for all 1 < p < n).
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However, under a stronger assumption on M, the spaces Hyy, (M) and H. (A°T*M) do
coincide. Say that M satisfies an L? Poincaré inequality on balls if there exists C' > 0 such
that, for any ball B C M and any function f € C*(2B),

Agfuﬂ—fbfdrSC%2[;|Vf@ﬁfd% (8.4)

where fp denotes the mean-value of f on B and r the radius of B. Then we have:
Theorem 8.2 Assume ([.3) and ([84). Then H. (A°T*M) = Hly (M).

Indeed, as recalled in the introduction, these assumptions on M imply that p, satisfies the
estimates ([[4), and these estimates, in turn, easily imply that any atom in Hly, (M) belongs
to H} ,.(A°T*M) with a controlled norm. See, for instance, [f. L

As a consequence of Theorem B.9 and of Theorem [.16, we recover the following result,

already obtained in [BY):

Corollary 8.3 Assume ([.3) and (84). Then, the Riesz transform on functions dA™Y? is
Hy (M) — LY (M) bounded.

Moreover, under the assumptions of Corollary B.3, some kind of H'-boundedness result
for the Riesz transform had been proved by M. Marias and the third author in [B3]. Namely,
if v is a harmonic function on M (in the sense that Au = 0 in M) with a growth at most
linear (which means that |u(x)| < C(1 + d(xo,z)) for some zy € M), the operator R, f =
du-dAY2f is Hly (M)-bounded (here and after in this section, - stands for the real scalar
product on 1-forms). Actually, we can also recover this result using the Hardy spaces defined
in the present paper. Indeed, since, by Theorem [.16, dA~Y/2 is H}. (A°T*M) — H}(AYT* M)
bounded, it suffices to prove that the map g — du-gis H}(A'T*M)— HL (A°T* M) bounded.

To that purpose, because of the decomposition into molecules for H}(A'T*M), one may
assume that g = a is a 1-molecule for d* in H}(A'T*M), see Section [f.1]. Namely, one has
a = db where b € L*(A°T*M) and there exists a ball B and a sequence (x)r>0 adapted to
B such that, for each £ > 0,

Ixkall, < 275 VH2(28B) and [[xabll, < r27"V (24 B).

But it is plain to see that, up to a constant, du - a is a 1-molecule for d* in HJ}. (A°T*M).
Indeed, since du is bounded on M, one has, for each k > 0,

Ixidu - all, < C xaall, < C27HV 1225 B).
Moreover, since Au = 0 on M, one has
du-a=du-db=—d"(bdu) + bAu = —d*(bdu),
and, for each k > 0,
Ixibdull, < Cllxidll, < Cr2~"vV=12(2"B).

This ends the proof. C
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8.2.2 The decomposition into molecules and Gaussian estimates

We state here an improved version of Theorem [.9, assuming furthermore some Gaussian
upper estimates:

Theorem 8.4 Assume ([[.3).
(a) If (G) holds, then HY(AT*M) = H}

mol,1

(AT*M).
(0) If1 <k <n and (Gr_1) holds, then Hy(A*T*M) = Hy .., ,(A*T*M).
(¢) If0 <k <n—1 and (Gyy1) holds, then Hy.(AFT*M) = Hy. ., (A*T*M).

This theorem roughly says that, assuming Gaussian estimates, any section of H'(AT*M)
can be decomposed by means of 1-molecules instead of N-molecules for N > ¢ +1. Observe
that, in assertion (c), if M = R", the conclusion for k& = 0 is nothing but the usual atomic
decomposition for functions in H'(R").

Proof: We just give a sketch, which follows the same lines as the one of Theorem[6.3, focusing
on assertion (a). The inclusion H'(AT*M) C H},,(AT*M) was proved in Section [6.1] and
does not require Gaussian estimates. As for the converse inclusion, consider a molecule
f = Dg where f and g satisfy (5-2), and define F(z,t) = tDe "2 f(z). We argue exactly as
in Section [6.3 for n, F. For n},F, we use the fact that, if 0 <1 < k—2, y € 2871 B\ 2*B and
r <t < 2kl assumption (GQ) yields

tDe‘tQAtD(ng)(y)‘ - )ter‘tQA(ng)(y)‘

C 92k .2
< T2 d
< V% 5 / Ixug(2)| dz

Vi(y,t)

Using this estimate, one concludes for 7, F' in the same way as in Section p.2. The other
terms in the proof of Theorem .9 are dealt with in a similar way. This kind of argument
can easily be transposed for assertions (b) and (c). L

An observation related to Theorem B4 is that the elements of H, , ,(AT*M) actually
have an atomic decomposition. More precisely, a section a € L?(AT*M) is called an atom if
there exist a ball B C M with radius r and a section b € L?(AT*M) such that b is supported
in B, a = Db and

”CLHLQ(AT*M) < V71/2<B) and Hb”LQ(AT*M) < TV71/2<B)- (8.5)

Say that a section f of AT*M belongs to HL,(AT*M) if and only if there exist a sequence
(Aj)j>1 € I' and a sequence (a;);>1 of atoms such that f = > Aja;, and equip H,, (AT*M)
with the usual norm. We claim that H} , (AT*M) = Hj,(AT*M). Indeed, an atom is
clearly a 1-molecule up to a multiplicative constant. Conversely, let a = Db be a 1-molecule,

B a ball and (x)r>0 a sequence of C(M) functions adapted to B, such that (.9) holds
with V = 1. Notice that, for some universal constant C’ > 0, one has

HX2’C+23\2’€7136HLQ(AT*M) < C/T2_kv_1/2(2k+23)
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(this fact is a consequence of the support properties of the yx;’s). Define now C” =
max(CC’, 1) where C' > 0 is the constant in (.1]). For all £ > 0, set

2k71
bk = kab and ap = Dbk
It is obvious that by is supported in 2*™2B and that 10k p2azeary < 2k+2py—1/2(2k+2 B),
Moreover, by (B-3),

k—1 k—1

ap = ol (Xka + ka ANb— ka V b) = o (Xka + ka ANb— ka vV b) , (86)
which implies ”ak‘HLQ(AT*M) < 22_;1 (2—kv—1/2<2k+23) + %C/TQ—kv—l/%Qk-i-QB)) < V_1/2<2k+23).

Thus, for each k > 0, ay is an atom. Moreover, since Z Xrx = 1, one has

k
d dxeAb=> dxpVb=0,
k k

and (B.4) therefore yields
C/I
ok—1
k>0

a = ag,

which shows that a € HL(AT*M).

One can similarly define Hj,,(AT*M), and Hj,,(AT*M) = Hj,,,,(AT*M) holds by
an analoguous argument. As a corollary of this fact and Theorem .4, we get that, when
M = R", H}(A*T*R") coincides with the H}(R™, A*) space introduced in [BZ], as was claimed
in the introduction.

8.2.3 HP? spaces and L” spaces

It turns out that, assuming that (G) holds (which is the case of M = R™), one can compare
precisely HP(AT*M) and LP(AT*M) for 1 < p < 2:

Theorem 8.5 Assume ([[.3). Let 1 < p < 2.

LP(AT* M)

(a) Assume (G). Then, HP(AT*M) = R(D)N LP(AT*M)
R(d)n (AT ™™ and HE.(AT*M) = R(d") 0 Le(AT* M)

. HY(AT*M) =
LP(AT* M)

LP(AFT*M)

(b) Assume (Gy) for some 0 < k <n. Then HP(A*T*M) = R(D) N Lr(A*T*M) ,
and the corresponding equalities for HY(A*T*M) and HY.(AFT*M) also hold.

Proof: For assertion (a), the inclusion HP(AT*M) C R(p)mLp(AT*M)LP(AT*M) has

already been proved (Corollary p.J) and does not require assumption (G). Conversely,
it is enough to deal with f € R(D) N LP(AT*M). Theorem 6 in [J] ensures that
Quf € TP*(AT*M), where ¢ € Uy 5,1 (3§) with 3 = [£] + 1 (this is where we use Gaussian
estimates). Now, for suitable ¢ € W54(%9), one has f = S;Qy [ since f € R(D), which
shows that f € HP(AT*M). The other equalities, as well as assertion (b), have a similar
proof. C
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p(AO*
Remark 8.6 It is not known whether equality HP(A°T*M) = R(D) N LP(AOT*M)L WD

holds for 1 < p < 2 in general (i.e. without assuming Gaussian estimates for the heat kernel).

Remark 8.7 What happens in Theorem for p > 2 2 We proved in Corollary that
R(D)N LP(AT*M)L (AT HP(AT*M) for 2 < p < +o0. The converse inclusion cannot
be true in general. Indeed, assume that R(D)N LP(AT*M)L WA _ HP(AT*M). Then,
if f € LP(M)NR(D) is a function, one has f € HL (A°T*M) and Theorem [513 shows
that dA™YV2f € HY(AYT*M). Our assumption therefore implies dA™Y2f € LP(M). In other
words, the Riesz transform on functions dA™Y? is LP-bounded, which is false in general for
p > 2, even if Gaussian upper estimates for the heat kernel hold ([I§]), and even if the L?
Poincaré inequality for balls is true (see [I9]).

As a corollary of Theorem B.J and of Theorem p.I, we obtain:

Corollary 8.8 Assume ([[.3) and (Gy). Then, for all 1 < p < 2, the Riesz transform on
functions dA™Y? s LP(A°T*M) — LP(AYT* M) bounded.

Proof: It suffices to consider f € R(d*) N LP(AT*M). Then, Theorem B.J ensures that
f € HY (A°T*M), and Theorem .16 yields that dA™Y2f € HY(A'T*M) C LP(A'T*M).

Note that Corollary B.§ is not new and was originally proved in [[[§]. Actually, in [L§],
the weak (1, 1) boundedness of dA™'/2 is established, and the L boundedness for 1 < p < 2
follows at once by interpolation with the L? boundedness. Our approach by Hardy spaces
does not allow us to recover the weak (1, 1) boundedness for dA™'/2,
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