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Abstract

In this paper, we first consider n × n upper-triangular matrices with
entries in a given semiring k. Matrices of this form with invertible
diagonal entries form a monoid Bn(k). We show that Bn(k) splits as
a semidirect product of the monoid of unitriangular matrices Un(k) by
the group of diagonal matrices. When the semiring is a field, Bn(k) is
actually a group and we recover a well-known result from the theory of
groups and Lie algebras. Pursuing the analogy with the group case, we
show that Un(k) is the ordered set product of n(n− 1)/2 commutative
monoids (the root subgroups in the group case). Finally, we give two
different presentations of the Schützenberger product of n groups G1,
. . . , Gn, given a monoid presentation 〈Ai | Ri〉 of each group Gi. We
also obtain as a special case presentations for the monoid of all n × n
unitriangular Boolean matrices.

There is a huge literature on presentations of groups, see for example [6, 15].
In particular, presentations are known for virtually every “classical” group
and presentations arise naturally in such areas as knot theory, topology
and geometry. For monoids, presentations play a crucial role in decidability
problems, but although presentations of a number of “classical” monoids are
known, the catalog is far from being complete. Computing presentations of a
given monoid might also be crucial for the study of its structural complexity.
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An example of this situation occurred for instance in the study of the monoid
of all injective order-preserving partial transformations on a chain [7, 9].
Another motivation for studying presentations is the advent of softwares
for symbolic computations like GAP [10]. Providing algorithms to compute
presentations of given monoids is a great help for the developers of these
softwares.

In this paper, we study the Schützenberger product of n groups G1,
. . . , Gn, each of which is given by a monoid presentation 〈Ai | Ri〉. The
Schützenberger product is an operation on monoids that was originally in-
troduced for solving questions in automata theory.

The Schützenberger product is a submonoid of the monoid of n × n
upper-triangular matrices with entries in the semiring of finite subsets of
the group G1 × · · ·Gn. This lead us to first consider monoids of triangular
matrices over an arbitrary semiring. These monoids would actually deserve a
systematic investigation and our paper is just a first step into this direction.
Let us briefly mention the motivation for such a study.

First, representation by triangular matrices over fields is a classical topic
in Lie algebras [4, 5] and group theory [11, 24], and it is also important
to semigroup theory. For instance Okniński has given in [20, Section 4.4]
a triangularizability criterion for semigroups of matrices. This result was
recently used by Almeida, Margolis and Volkov [1] to show that finite semi-
groups triangularizable over a fixed finite field form a variety of finite semi-
groups and to provide a finite basis of identities for it.

Next, the theory of automata gives strong motivation to study triangu-
lar representations over semirings as well. For instance, it is known that
monoids of upper-triangular matrices over the Boolean semiring are inti-
mately related with the Straubing-Thérien’s hierarchy of recognizable lan-
guages. The first level of this hierarchy is the variety of piecewise testable
languages, and a celebrated result of Simon [27] states that the correspond-
ing variety of finite monoids is the variety of J -trivial monoids. As a conse-
quence, Straubing [28], (see also [21, p. 85]) proved that a finite monoid is
J -trivial if and only if it divides a monoid of unitriangular Boolean matri-
ces. The second level of this hierarchy is also a variety of languages and Pin
and Straubing [22] have shown that the corresponding variety of monoids
is generated by the monoids of upper-triangular Boolean matrices. Finally,
a result of Reutenauer [23] states that the syntactic algebra of a rational
formal power series on a field k is triangularizable if and only if the series
belongs to the subalgebra of rational series generated by the letters and the
series of rank 1.

Let us come back to our results. In this paper, we consider n×n upper-
triangular matrices with entries in a given semiring k. Matrices of this form
with invertible diagonal entries form a monoid Bn(k). We show that Bn(k)
splits as a semidirect product of the monoid of unitriangular matrices Un(k)
by the group of diagonal matrices. When the semiring is a field, Bn(k)
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is actually a group and we recover a well-known result from the theory of
groups and Lie algebras. Pursuing the analogy with the group case, we show
that Un(k) is the ordered set product of n(n − 1)/2 commutative monoids,
which are the root subgroups in the group case.

Next we give two different presentations of the Schützenberger product
of n groups G1, . . . , Gn, each of which is given by a monoid presentation
〈Ai | Ri〉.

As a corollary, corresponding to the case where all groups are trivial, we
obtain a simple presentation for the monoid Un of all unitriangular Boolean
matrices of order n. Our presentation for Un has a strong combinatorial
flavour, somewhat reminiscent of the presentation of the plactic monoid
[14, 13]. It would be interesting to know whether our relations have a
combinatorial interpretation, in the same way as Young tableaux are the
combinatorial counterpart of the plactic monoid.

1 The Schützenberger product

One of the most useful tools for studying the concatenation product is
the Schützenberger product of n monoids, which was originally defined by
Schützenberger for two monoids [26], and extended by Straubing [29] for
any number of monoids.

Given a monoid M , the set of finite subsets of M , denoted Pf (M), is a
semiring under union as addition and the product of subsets as multiplica-
tion, defined by XY = {xy | x ∈ X and y ∈ Y }, for all X,Y ⊆ M . Unless
otherwise specified, we shall use in the sequel the word “subset” for “finite
subset” without any further warning. We also identify the singleton {x} and
the element x.

Let M1, . . . ,Mn be monoids and let M = M1×· · ·×Mn. For 1 ≤ i, j ≤ n,
let

Mi,j =

{

1 × · · · × 1 × Mi × · · · × Mj × 1 × · · · × 1 if i ≤ j

{(1, 1, . . . , 1)} if j < i

Let k be the semiring Pf (M) and Mn(k) be the semiring of square matri-
ces of size n with entries in k. The Schützenberger product of M1, . . . ,Mn,
denoted by ♦n(M1, . . . ,Mn), is the submonoid of the multiplicative monoid
Mn(k) composed of all the matrices P satisfying the three following condi-
tions:

(1) If i > j, Pi,j = 0;

(2) If 1 ≤ i ≤ n, Pi,i = {(1, . . . , 1, si, 1, . . . , 1)} for some si ∈ Mi;

(3) If 1 ≤ i < j ≤ n, Pi,j ⊆ Mi,j.

Condition (1) indicates that the matrices of the Schützenberger product are
upper triangular, condition (2) enables one to identify the diagonal coeffi-
cient Pi,i with an element si of Mi and condition (3) shows that if i < j,
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Pi,j can be identified with a subset of Mi,j . With this convention, a matrix
of ♦3(M1,M2,M3) will have the form





s1 P1,2 P1,3

0 s2 P2,3

0 0 s3





with si ∈ Mi for 1 ≤ i ≤ 3, P1,2 ⊆ M1,2, P1,3 ⊆ M1,3 and P2,3 ⊆ M2,3.
Notice that the Schützenberger product is not associative, in the sense

that in general the monoids ♦2(M1,♦2(M2,M3)), ♦2(♦2(M1,M2),M3) and
♦3(M1,M2,M3) are pairwise distinct.

2 Presentations

For completion, we start by recalling some basic definitions and well-known
results about monoid presentations. In the sequel, we denote by A∗ (respec-
tively FG(A)) the free monoid (respectively free group) over A.

A monoid presentation is a pair 〈A | R〉, where A is an alphabet and R
is a subset of A∗×A∗. The elements of A are called generators and the ones
of R relations. The monoid presented by 〈A | R〉 is the quotient of the free
monoid A∗ by the congruence ∼R generated by R. In other words, it is the
monoid generated by the set A submitted to the relations R. This intuitive
meaning is suggested by the notation. Indeed 〈X〉 traditionally denotes the
monoid generated by a set X and the vertical bar used as a separator can
be interpreted as “such that”, as in a definition like {n ∈ N | n is prime}.

By extension, a monoid is said to be defined by a presentation 〈A | R〉
if it is isomorphic to the monoid presented by 〈A | R〉. Usually, we write
u = v instead of (u, v) ∈ R.

There is a corresponding notion of group presentation. This is a pair
〈A | R〉, where A is an alphabet and R is a subset of FG(A). The group
presented by 〈A | R〉 is the quotient of the group FG(A) by the congruence
generated by the relations w = 1, for w ∈ R. In fact, it is easy to pass from
a group presentation to a monoid presentation defining the same group.
Indeed, if 〈A | R〉 is a group presentation, let Ā = {ā | a ∈ A} be a
disjoint copy of A, and let Ã be the disjoint union of A and Ā. The letters
of Ā will represent formal inverses of the letters of A. Now, since every
word of FG(A) is the product of elements of A and inverses of elements
of A, it can be identified with a word of Ã∗. Therefore, the set R can
be identified with a subset of Ã∗ × Ã∗, and the monoid presentation 〈Ã |
(R × {1}) ∪ {(aā, 1), (aā, 1) | a ∈ A}〉 defines the same group as the group
presentation 〈A | R〉. In the sequel, we shall always assume that groups are
given by monoid presentations.

Let M be a monoid and let ϕ : A∗ 7→ M be a surjective morphism and
R ⊆ A∗×A∗ a set of relations. In general it is undecidable to check whether
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〈A | R〉 is a presentation of M , but at least two standard techniques are
commonly used, both first introduced in group theory. The first one is the
Guess and Prove method, described in the next proposition (several examples
of this technique can be found for instance in [25]).

Proposition 2.1 Suppose there exists a subset W of A∗ satisfying the fol-
lowing conditions:

(1) for each relation (u, v) ∈ R, ϕ(u) = ϕ(v),

(2) for each word w ∈ A∗, there exists a word w′ ∈ W such that the
relation w = w′ is a consequence of R,

(3) the restriction of ϕ to W is one-to-one.

Then, M is defined by the presentation 〈A | R〉.

An important consequence of the Guess and Prove method is the follow-
ing corollary.

Corollary 2.2 Let M be a monoid defined by a presentation 〈A | R〉 and
let R′ be a set of relations on A∗. Suppose that M satisfies all the relations
of R′ and that each relation in R is a consequence of R′. Then 〈A | R′〉 is a
presentation of M .

The second method consists in using Tietze transformations. Indeed, a
standard result in group theory states that, given a finite group presentation
for a group, any other finite group presentation of that group can be obtained
from the given presentation by applying the so-called Tietze transformations
[15]. This result, however, does not fully extend to the monoid case, but the
following weak version still holds.

Proposition 2.3 Given a presentation 〈A | R〉 for a monoid M , a new
presentation for M can be obtained by a repeated application of the following
transformations:

(1) If the words u, v ∈ A∗ are ∼R-equivalent, add the pair (u, v) to R;

(2) If the words u, v ∈ A∗ are ∼R′-equivalent, where R′ = R \ {(u, v)},
replace R by R′;

(3) If u is any word of A∗, add a new letter c to A and add the pair (u, c)
to R;

(4) If R contains a relation of the form (a, x), where a ∈ A and x is a
word containing no occurrence of a, delete a from A and replace every
pair (u, v) of R by (u′, v′), where u′ (resp. v′) is obtained from u (resp.
v) by substituting x for each occurrence of a.

We now consider the following situation: G1, . . . , Gn are groups with
monoid presentations 〈A1 | R1〉, 〈A2 | R2〉, . . . 〈An | Rn〉, respectively. We
shall assume that the Ai’s are pairwise disjoint.
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The main aim of this paper is to provide a presentation for the Schützen-
berger product of G1, . . . , Gn, that will be denoted by S in the rest of the
paper. We shall actually propose two solutions for this problem.

3 Decompositions of upper-triangular matrices

In this section, we establish a general decomposition result on monoids of
upper-triangular matrices over a semiring, which extends a classical result
of group theory on upper-triangular matrices over a field.

Let k be a commutative semiring with identity. Recall that a matrix is
diagonal if all its nondiagonal entries are 0 and unitriangular if it is upper
triangular and its diagonal entries are all equal to 1, the identity of the
semiring k.

Recall that we denote by Bn(k) the monoid of n × n upper-triangular
matrices with invertible elements on the diagonal. For instance, if G is
a group and k is the semiring Pf (G), the monoid Bn(k) consists of the
upper-triangular matrices whose diagonal entries are singletons. Note that
a matrix in Bn(k) is not in general invertible: for instance, if k is the Boolean

semiring, the matrix

(

1 1
0 1

)

is not invertible.

Let Dn(k) be the group of all diagonal matrices of Bn(k) and let

π : Bn(k) → Dn(k)

be the monoid morphism which maps a matrix m onto the diagonal matrix
having the same diagonal entries as m. For instance, if k = Pf (G), the group
Dn(k) is isomorphic to Gn, since the only invertible elements of Pf (G) are
the singletons.

The monoid π−1(1) is the monoid Un(k) of all unitriangular matrices of
Bn(k). If k is a field, all monoids considered so far are groups and Bn(k)
splits as a semidirect product of Un(k) and Dn(k).

If k is a semiring, a similar result holds, but we shall state it in a more
general setting in order to cover the case of the Schützenberger products.
We say that a submonoid M of Bn(k) is splittable if π(M) is a group equal
to the set of all diagonal matrices in M . In other words, we require M to
project onto M ∩ Dn(k) by π and the inverse of a matrix in π(M) to be
also in π(M). Observe, in particular, that the Schützenberger product of n
groups G1, . . . , Gn is splittable. Indeed, ♦n(G1, . . . , Gn) is a submonoid of
Bn(k), where k = Pf (G) and G = G1 × · · · ×Gn. Furthermore, in this case,
π(M) is isomorphic to G.

We are now ready to state our decomposition results. Let M be a split-
table submonoid of Bn(k), let G be the group π(M) and let U be the monoid
M ∩ Un(k).
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Proposition 3.1 Every element of M admits a unique decomposition as
the product of a diagonal matrix in G by a unitriangular matrix in U .

Proof. Let m be an element of M . Then a decomposition of the required
form is m = ud where d = π(m) is the diagonal matrix having the same
diagonal entries as m and u = md−1. The condition that M is splittable
ensures that both d and d−1 belong to M . Therefore u belongs to U .

Suppose now that u1d1 = u2d2, where d1, d2 are diagonal and u1, u2

are unitriangular. Then π(u1d1) = π(u2d2), whence π(d1) = π(d2) since
π(u1) = π(u2) = 1 and thus d1 = d2 since the restriction of π to diagonal
matrices is the identity. As diagonal matrices are invertible, it follows also
that u1 = u2. Therefore the decomposition is unique.

Theorem 3.2 The monoid M is isomorphic to the semidirect product U∗G,
where G acts on U by conjugacy.

Proof. Let m,m′ ∈ M and let m = ud and m′ = u′d′ be their unique
decompositions given by Proposition 3.1, with d, d′ ∈ G and u, u′ ∈ U . In the
semidirect product U ∗G, the product (u, d)(u′, d′) is equal to (udu′d−1, dd′),
which is indeed the unique decomposition of mm′ in U×G. Thus M is clearly
isomorphic to U ∗ G.

4 Decompositions of unitriangular matrices

In this section, we give further decomposition results for the monoid Un(k),
which again extend some well-known results on unitriangular matrices over
a field.

Let us define an order ≤ on the set

I = {(i, j) | 1 ≤ i < j ≤ n}

by setting (i, j) ≤ (k, ℓ) if and only if j > ℓ or j = ℓ and i ≤ k. Thus we
have

(1, n) < (2, n) < · · · < (n−1, n) < (1, n−1) < · · · < (n−2, n−1) < · · · < (1, 2)

If k is a field, the group Un(k) is known to be generated by the unitrian-
gular matrices with at most one nonzero off-diagonal entry. In fact, for each
(i, j) ∈ I, the set of all unitriangular matrices with at most one nonzero
entry in position (i, j) is a commutative group, called a root group, and the
set product of these groups (in increasing order) is equal to Un(k).

This is the field analogue to our Lemma 4.1 and Proposition 4.2. How-
ever, in the semiring case, the analogue of the root groups are just commu-
tative monoids.
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Given an element x of k, define, for each (i, j) ∈ I, the elementary
matrices ei,j,x and ci,j,x = 1 + ei,j,x

ei,j,x =

















0 0
. . .

0 x
. . .

0 0

















ci,j,x =

















1 0
. . .

1 x
. . .

0 1

















where the x entry is of course in the position (i, j).
Denote by Ri,j the set of matrices of the form ci,j,x for some x ∈ k. Now,

observing that, for any x, y ∈ k, we have ci,j,x = 1+ ei,j,x and ei,j,xei,j,y = 0,
the following lemma is easily proved.

Lemma 4.1 For each (i, j) ∈ I and for any x, y ∈ k,

ci,j,x + ci,j,y = ci,j,x+y = ci,j,xci,j,y = ci,j,yci,j,x

and the set Ri,j forms a commutative submonoid of Un(k).

By analogy with the field case, we shall call the monoids Ri,j the root
monoids. We now show that the monoid Un(k) is equal to the set product
∏

(i,j)∈(I,≤) Ri,j.

Proposition 4.2 Every unitriangular matrix m can be decomposed as an
ordered product

∏

(i,j)∈(I,≤)

ci,j,mi,j

Proof. A trivial but useful observation is that if (i, j), (k, ℓ) ∈ I and j 6= k
(in particular if (i, j) < (k, ℓ)), then ei,j,xek,ℓ,y = 0 for every x, y ∈ k. Now,
let m be a unitriangular matrix defined by m = 1 +

∑

(i,j)∈I ei,j,mi,j
. Then

we have

m =
∏

(i,j)∈(I,≤)

(1 + ei,j,mi,j
) =

∏

(i,j)∈(I,≤)

ci,j,mi,j

For instance,









1 m1,2 m1,3 m1,4

0 1 m2,3 m2,4

0 0 1 m3,4

0 0 0 1









= c1,4,m1,4
c2,4,m2,4

c3,4,m3,4
c1,3,m1,3

c2,3,m2,3
c1,2,m1,2

8



5 Decompositions of matrices

In this section, we return to the Schützenberger product S = ♦n(G1, . . . , Gn)
of n groups G1, . . . , Gn. We complete the results of Sections 3 and 4 by giving
a few elementary results on matrices that will help us with the computations
of the next sections.

Since the diagonal matrices play a special role, it is convenient to identify,
for 1 ≤ i ≤ n, each element g ∈ Gi with the diagonal matrix

di,g =

















1 0
. . .

g
. . .

0 1

















where the g entry is in position (i, i). As in Section 4, we define for (i, j) ∈ I
and P ⊆ Gi,j, the elementary matrices ei,j,P and ci,j,P = 1 + ei,j,P

ei,j,P =

















0 0
. . .

0 P
. . .

0 0

















ci,j,P =

















1 0
. . .

1 P
. . .

0 1

















where the P entry is in the position (i, j). When P is a singleton {p}, we
simplify the notations ei,j,{p} and ci,j,{p} to ei,j,p and ci,j,p respectively. We
also define, for each pair (i, j) ∈ I, a (possibly infinite) alphabet

Ci,j = {ci,j,p | p ∈ Gi,j}

Finally, we set

C =
⋃

(i,j)∈I

Ci,j and D = {di,g | 1 ≤ i ≤ n, g ∈ Ai}

Note that the one-to-one map g 7→ di,g from Ai into D allows one to identify
Ai with a subset of D. We shall implicitly use this identification in the
sequel without any further warning. In particular, D = A1 ∪ . . . ∪ An.
It is well known that given a diagonal matrix di,g, the result of multiplying
a matrix m by di,g on the left is the matrix deduced from m by multiplying
the i-th row by g on the left.
















1 0 0
. . .

0 g 0
. . .

0 0 1































m1,1 . . . m1,n

...
. . .

...

mn,1 . . . mn,n















=













m1,1 . . . m1,n

gmi,1 . . . gmi,n

mn,1 . . . mn,n












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Similarly, the result of multiplying a matrix m by di,g on the right is the
matrix deduced from m by multiplying the i-th column by g on the right.















m1,1 . . . m1,n

...
. . .

...

mn,1 . . . mn,n































1 0 0
. . .

0 g 0
. . .

0 0 1

















=















m1,1 m1,ig m1,n

...
...

...

mn,1 mn,ig mn,n















For an elementary matrix ei,j,P , the result of multiplying a matrix m by ei,j,P

on the left is the matrix where the i-th row is the j-th row of m multiplied
by P on the left and all other entries are 0.

















0 0
. . .

0 P
. . .

0 0































m1,1 . . . m1,n

...
. . .

...

mn,1 . . . mn,n















=













0 . . . 0

Pmj,1 . . . Pmj,n

0 . . . 0













Similarly, the result of multiplying a matrix m by ei,j,P on the right is the
matrix where the j-th column is the i-th column of m multiplied by P on
the right and all other entries are 0.















m1,1 . . . m1,n

...
. . .

...

mn,1 . . . mn,n































0 0
. . .

0 P
. . .

0 0

















=















0 m1,iP 0

...
...

...

0 mn,iP 0















Denote by U the submonoid of all unitriangular matrices of S. The sub-
monoid of all diagonal matrices can be identified with the group G =
G1 × · · · × Gn. Since S is a splittable monoid, Theorem 3.2 can be directly
applied to it.

Corollary 5.1 The monoid S is isomorphic to the semidirect product U ∗G,
where G acts on U by conjugacy.

The next results are the counterpart of Lemma 4.1 and Proposition 4.2
for the Schützenberger product of n groups. Although they cannot be for-
mally derived from these analoguous statements, because of the restrictions
on the entries in the definition of a Schützenberger product, their proofs are
exactly the same, and are therefore omitted.

10



Lemma 5.2 For any subsets P , Q of Gi,j ,

ci,j,P + ci,j,Q = ci,j,P+Q = ci,j,P ci,j,Q = ci,j,Qci,j,P

In particular, for a given subset P of Gi,j , the elements of the form ci,j,p,
with p ∈ P , are idempotents and commute. Furthermore,

ci,j,P =
∑

p∈P

ci,j,p =
∏

p∈P

ci,j,p

Proposition 5.3 Every unitriangular matrix can be written as
∏

(i,j)∈(I,≤)

ci,j,Pi,j

where Pi,j ⊆ Gi,j , for each (i, j) ∈ I.

For the Schützenberger product of n groups, the root monoids are idem-
potent and are thus semilattices. Therefore, the following result holds:

Proposition 5.4

(1) The monoid U is idempotent generated,

(2) U is equal to the ordered product of the semilattices Pf (Gi,j), with
(i, j) ∈ I.

Proof. (1) In view of Proposition 5.3 and Lemma 5.2, it only remains to
show that all the idempotents of S are in U . Let m be an idempotent. Then
π(m) is an idempotent in G and thus equal to 1, which means that m is
unitriangular.

(3) The result follows from Proposition 5.3 since, by Lemma 5.2, the
lattices {ci,j,P | P ∈ Pf (Gi,j)} and Pf (Gi,j) are isomorphic.

6 A first presentation

In this section, we give a first presentation for the Schützenberger product.
The first thing to do is to find a reasonable set of generators.

Proposition 6.1 The set C ∪ D is a set of generators for S.

Proof. Since S is splittable, Proposition 3.1 shows that every element of S
is the product of a diagonal matrix by a unitriangular matrix. Now, since
for each i, the set Ai generates Gi, each diagonal matrix is a product of
matrices of D. Furthermore, by Proposition 5.3, every unitriangular matrix
can be written in the form

∏

(i,j)∈(I,≤)

ci,j,Pi,j

11



and, by Lemma 5.2, each ci,j,Pi,j
is a product of elements of C.

Proposition 6.1 provides a set of generators for S. In order to obtain a
presentation, we look for the relations among these generators. We start by
presenting some slightly more general relations concerning ci,j,P ’s and then
others involving di,g’s.

Lemma 6.2 The following relations hold in S:

(1) ci,j,P ci,j,Q = ci,j,P+Q, for (i, j) ∈ I and P,Q ⊆ Gi,j ;

(2) c2
i,j,P = ci,j,P , for (i, j) ∈ I and P ⊆ Gi,j ;

(3) ci,j,P ck,ℓ,Q = ck,ℓ,Qci,j,P , for (i, j) ∈ I, P ⊆ Gi,j , (k, ℓ) ∈ I, Q ⊆ Gk,ℓ,
k 6= j and ℓ 6= i;

(4) ci,j,P cj,k,Q = ci,k,PQcj,k,Qci,j,P , for 1 ≤ i < j < k ≤ n, P ⊆ Gi,j and
Q ⊆ Gj,k.

Proof. First observe that, if k 6= j and ℓ 6= i, the products ei,j,P ek,ℓ,Q and
ek,ℓ,Qei,j,P are the zero matrix. In particular, ei,j,P ei,j,Q is always the zero
matrix and thus

ci,j,P ci,j,Q = (1 + ei,j,P )(1 + ei,j,Q) = 1 + ei,j,P + ei,j,Q = 1 + ei,j,P+Q

giving the first relation. The second relation is a special case of the first
one. For the third relation, observe that

ci,j,P ck,ℓ,Q = (1 + ei,j,P )(1 + ek,ℓ,Q) = 1 + ei,j,P + ek,ℓ,Q + ei,j,P ek,ℓ,Q

and thus ci,j,P ck,ℓ,Q = 1 + ei,j,P + ek,ℓ,Q = ck,ℓ,Qci,j,P .
A similar argument gives the fourth relation.

Lemma 6.3 The following relations hold in S:

(1) di,gdj,h = dj,hdi,g, for (i, j) ∈ I, g ∈ Gi and h ∈ Gj ;

(2) di,gcj,k,P = cj,k,Pdi,g, for (j, k) ∈ I, g ∈ Gi, P ⊆ Gj,k, i /∈ {j, k};

(3) di,gci,j,P = ci,j,gP di,g, for (i, j) ∈ I, g ∈ Gi, P ⊆ Gi,j ;

(4) ci,j,P dj,g = dj,gci,j,P g, for (i, j) ∈ I, g ∈ Gj , P ⊆ Gi,j .

Proof. This lemma follows from the multiplication rules given in Section
5.

For 1 ≤ i ≤ n, let ϕi : A∗
i 7→ Gi be the morphism defining Gi and let Ui

be a section of ϕi, that is, a subset of A∗
i such that ϕi induces a bijection

from Ui onto Gi. We now give our first presentation for S, given a monoid
presentation 〈Ai | Ri〉 for each group Gi.

Theorem 6.4 A presentation for S is 〈C ∪ D | R〉, where R is the union
of the following sets of relations:

12



(P1) di,gdj,h = dj,hdi,g for (i, j) ∈ I, g ∈ Ai and h ∈ Aj;

(P2) di,gcj,k,p = cj,k,pdi,g for (j, k) ∈ I, i /∈ {j, k}, g ∈ Ai, p ∈ Gj,k;

(P3) di,gci,j,p = ci,j,gpdi,g for (i, j) ∈ I, g ∈ Ai, p ∈ Gi,j ;

(P4) ci,j,pdj,g = dj,gci,j,pg for (i, j) ∈ I, g ∈ Aj, p ∈ Gi,j ;

(P5) c2
i,j,p = ci,j,p for (i, j) ∈ I and p ∈ Gi,j ;

(P6) ci,j,pck,ℓ,q = ck,ℓ,qci,j,p for (i, j) ∈ I, (k, ℓ) ∈ I, p ∈ Gi,j, q ∈ Gk,ℓ,
ℓ 6= i and k 6= j;

(P7) ci,j,pcj,k,q = ci,k,pqcj,k,qci,j,p for 1 ≤ i < j < k ≤ n, p ∈ Gi,j and
q ∈ Gj,k;

(P8) R1 ∪ · · · ∪ Rn.

Proof. We shall use the “guess and prove” method described in Proposition
2.1. Let ϕ be the morphism from (C∪D)∗ onto S which maps the letter di,a

onto the diagonal matrix di,ϕi(a) and the letter ci,j,p onto the matrix ci,j,p.
We shall denote by ∼ the congruence modulo R on (C ∪ D)∗.

Proposition 6.1 shows that C∪D is a generating set for S. Next, Lemmas
6.3 and 6.2 tell that the relations (P1)-(P7) are satisfied. The relations
R1∪· · ·∪Rn are also satisfied by definition of ϕ. This gives the first condition
of Proposition 2.1.

Note that (P6) applied with i = k and j = ℓ shows that any two letters
of Ci,j commute modulo R. Furthermore, (P5) shows that if c is a letter
of Ci,j, then c ∼ c2. It follows at once that any two words of C∗

i,j with the

same content1 are ∼-equivalent. For each subset P of Ci,j, we fix a word
ci,j,P of content P . Note that, if P = ∅, then ci,j,P is necessarily the empty
word.

Before proving the second condition of Proposition 2.1, we need to re-
cover the relations between the ci,j,P ’s given by Lemmas 6.2 and 6.3.

Lemma 6.5 The following relations are consequences of the relations (P1)-
(P8):

(C1) ci,j,P ci,j,Q ∼ ci,j,P+Q, for (i, j) ∈ I and P,Q ⊆ Gi,j;

(C2) c2
i,j,P ∼ ci,j,P , for (i, j) ∈ I and P ⊆ Gi,j ;

(C3) ci,j,P ck,ℓ,Q ∼ ck,ℓ,Qci,j,P for (i, j) ∈ I, (k, ℓ) ∈ I, ℓ 6= i and k 6= j,
P ⊆ Gi,j and Q ⊆ Gk,ℓ;

(C4) ci,j,P cj,k,Q ∼ ci,k,PQcj,k,Qci,j,P for 1 ≤ i < j < k ≤ n, P ⊆ Gi,j and
Q ⊆ Gj,k;

(C5) di,gcj,k,P ∼ cj,k,Pdi,g, for (j, k) ∈ I, g ∈ Gi, and P ⊆ Gj,k, i /∈ {j, k};

(C6) di,gci,j,P ∼ ci,j,gPdi,g, for (i, j) ∈ I, g ∈ Gi, and P ⊆ Gi,j ;

(C7) ci,j,Pdj,g ∼ dj,gci,j,P g, for (i, j) ∈ I, g ∈ Gj , and P ⊆ Gi,j .

1Recall that the content of a word is the set of letters occurring in it.
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Proof. Observe that (C3), applied with i = k and j = ℓ, states that if
P,Q ⊆ Gi,j , then ci,j,P and ci,j,Q commute modulo ∼.

We just prove (C4), the other formulas being analogous and easier. We
prove the result by induction on |P | + |Q|. First, if P or Q is empty, the
formula is trivial. If P = {p} and Q is the disjoint union of Q′ and {q},
then cj,k,Q ∼ cj,k,Q′cj,k,q since the letters of Cj,k commute. Therefore

ci,j,pcj,k,Q ∼ ci,j,pcj,k,Q′cj,k,q

∼ ci,k,pQ′cj,k,Q′ci,j,pcj,k,q by the induction hypothesis
∼ ci,k,pQ′cj,k,Q′ci,k,pqcj,k,qci,j,p by condition (7)
∼ ci,k,pQ′ci,k,pqcj,k,Q′cj,k,qci,j,p ci,k,pq and cj,k,Q′ commute
∼ ci,k,pQcj,k,Qci,j,p

Finally, if P is the disjoint union of P ′ and {p}, then

ci,j,P cj,k,Q ∼ ci,j,P ′ci,j,pcj,k,Q

∼ ci,j,P ′ci,k,pQcj,k,Qci,j,p

∼ ci,k,pQci,j,P ′cj,k,Qci,j,p ci,j,P ′ and ci,k,pQ commute
∼ ci,k,pQci,k,P ′Qcj,k,Qci,j,P ′ci,j,p by the induction hypothesis
∼ ci,k,PQcj,k,Qci,j,P

Next we prove the second condition of Proposition 2.1. Consider the subset
of D∗ defined by

U = { u1 · · · un | u1 ∈ U1, . . . , un ∈ Un}

and the set W of words of (C ∪ D)∗ defined by

W =
{

∏

(i,j)∈(I,≤)

ci,j,Pi,j
| Pi,j is a finite subset of Gi,j

}

We claim that every word of (C ∪D)∗ is equivalent, modulo R, to a word of
UW . The claim holds for the empty word, since, if u1 ∈ U1, . . . , un ∈ Un are
words representing the identity of G1, . . . , Gn, respectively, then the empty
word is equivalent to u1 · · · un, a word of U . Assume by induction that the
claim holds for every word of length ≤ n. If v is a word of length n and b is
a letter of C ∪ D, then, by the induction hypothesis, v ∼ w for some word
w ∈ UW . Put w = u1 · · · unw′, with u1 ∈ U1, . . . , un ∈ Un and

w′ =
∏

(i,j)∈(I,≤)

ci,j,Pi,j

where each Pi,j is a subset of Gi,j.
Suppose first that b ∈ Ai. Relations (C5), (C6) and (C7) can be used to

“push” b to the left hand side of the ci,j,Pi,j
’s, obtaining

wb ∼ u1 · · · unb
∏

(i,j)∈(I,≤)

ci,j,Qi,j
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where Qi,j is either Pi,j, g−1Pi,j or Pi,jg depending on applying (C5), (C6)
or (C7). Now, relations (P1) can be used to permute b with the letters of
Aj , for j > i. Thus wb ∼ u1 · · · uibui+1unw′. But uib ∈ A∗

i and thus uib
is equivalent modulo Ri to some word u′

i ∈ Ui. It follows that vb ∼ wb ∼
u1 · · · ui−1u

′
iui+1unw′, a word of UW .

Suppose now that b ∈ Cr,s, and more precisely, let b = cr,s,g for some
g ∈ Gr,s. It suffices to establish that w′b is equivalent to a word of W .
This result will follow from a slightly more general lemma. For each ordered
subset (J,≤) of (I,≤), set

WJ =
{

∏

(i,j)∈(J,≤)

ci,j,Pi,j
| Pi,j is a subset of Gi,j

}

In particular, W∅ = {1} and WI = W . It will suffice to take J = I and
Pr,s = {g} in the next lemma to conclude that vb is ∼-equivalent to a word
of UW . Hence condition (2) of Proposition 2.1 holds.

Lemma 6.6 For each initial segment J of (I,≤) and each subset Pr,s of
Gr,s, each word of WJcr,s,Pr,s is ∼-equivalent to a word of WJ+{(r,s)}.

Proof. We prove the lemma by induction on the cardinality of J . The
result is trivial if J is empty. If J is non empty, let (k, ℓ) = maxJ and
J ′ = J \ {(k, ℓ)}. Then each w ∈ WJ can be written as w′ck,ℓ,Pk,ℓ

for some
w′ ∈ WJ ′ . If (k, ℓ) < (r, s), the result is trivial. It is also easy if (k, ℓ) = (r, s),
since, by (C2)

wcr,s,Pr,s = w′ck,ℓ,Pk,ℓ
ck,ℓ,Pk,ℓ

∼ w′ck,ℓ,Pk,ℓ

and w′ck,ℓ,Pk,ℓ
∈ WJ .

If (r, s) < (k, ℓ), then r < s, k < ℓ and either ℓ < s or ℓ = s and r < k.
If ℓ 6= r (this covers in particular the case ℓ = s and r < k), then by (C3)

wcr,s,Pr,s = w′ck,ℓ,Pk,ℓ
cr,s,Pr,s ∼ w′cr,s,Pr,sck,ℓ,Pk,ℓ

Now, by the induction hypothesis and since (r, s) ∈ J ′, we have that w′cr,s,Pr,s

is ∼-equivalent to a word w′′ of WJ ′ and w′′ck,ℓ,Pk,ℓ
is a word of WJ .

When ℓ < s, there is one remaining case to consider: when k < r = ℓ < s.
In this case, by (C4)

wcr,s,Pr,s = w′ck,ℓ,Pk,ℓ
cℓ,s,Pℓ,s

∼ w′ck,s,Pk,ℓPℓ,s
cℓ,s,Pℓ,s

ck,ℓ,Pk,ℓ

Now, since (k, s) < (ℓ, s) < (k, ℓ), both (k, s) and (ℓ, s) are in J ′ and the
induction hypothesis can be used twice to show that w′ck,s,Pk,ℓPℓ,s

cℓ,s,Pℓ,s
is

∼-equivalent to a word w′′ of WJ ′ . The result follows, since w′′ck,ℓ,Pk,ℓ
is a

word of WJ .
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The last step (condition (3) of Proposition 2.1) consists in proving that ϕ
induces a bijection from UW onto ♦n(G1, . . . , Gn). But this is clear, since

ϕ
(

u1 · · · un

∏

(i,j)∈(I,≤)

ci,j,Pi,j

)

=















ϕ1(u1) P1,2 . . . P1,n−1 P1,n

0 ϕ2(u2) P2,n−1 P2,n

...
. . .

...
0 0 ϕn−1(un−1) Pn−1,n

0 0 . . . 0 ϕn(un)















Hence the proof of Theorem 6.4 is concluded.

Corollary 6.7 A presentation for ♦2(G1, G2) is 〈C ∪ D | R′〉, where R′ is
the union of the following relations:

(1) d1,gd2,h = d2,hd1,g for g ∈ A1 and h ∈ A2;

(2) d1,gc1,2,p = c1,2,gpd1,g for g ∈ A1, p ∈ G1,2;

(3) c1,2,pd2,g = d2,gc1,2,pg for g ∈ A2, p ∈ G1,2;

(4) c2
1,2,p = c1,2,p for p ∈ G1,2;

(5) c1,2,pc1,2,q = c1,2,qc1,2,p for p, q ∈ G1,2, q ∈ G1,2;

(6) R1 ∪ R2.

7 A second presentation

We first show that it is possible to obtain a slightly different set of generators
for S = ♦n(G1, . . . , Gn) and then obtain a second presentation. This, in
general, has less generators than the first one, which can be of interest for
computational purposes.

The presentations given by Theorems 6.4 and 7.3 are usually incompa-
rable. Indeed, the set of generators for the second presentation is a subset of
the set of generators of the first presentation, but when the two presentations
are finite, the second one may have a larger number of relations than the
first one. However, for n = 2, the second presentation is more transparent
than the first one (see Corollary 7.5 below).

Let us set, for each (i, j) ∈ I,

C ′
i,j = {ci,j,p | p ∈ Gi+1,j−1}

Recall that for i > j, Gi+1,j−1 reduces to the trivial subgroup of G1×. . .×Gn

and thus for j = i + 1, the set C ′
i,j is a singleton. Let

C ′ =
⋃

(i,j)∈I

C ′
i,j

16



We also introduce the map p → p′ from Gi,j onto Gi+1,j−1 defined by setting,
for p = (1, . . . , 1, gi, . . . , gj , 1, . . . , 1),

p′ = g−1
i pg−1

j = (1, . . . , 1, gi+1, . . . , gj−1, 1, . . . , 1)

A direct computation shows that the following relations hold in S

ci,j,p = d
j,g−1

j
d

i,gi
ci,j ,p′di,g−1

i
d

j,gj
(Ei,j,p)

Proposition 7.1 The set C ′ ∪ D is a set of generators for S.

Proof. In view of Proposition 6.1, it remains to prove that each unitriangu-
lar matrix of the form ci,j,p, where p ∈ Gi,j, can be written as a product of
elements of C ′∪D. But this follows immediately from Formula (Ei,j,p).

We now propose a second presentation for S, given a monoid presentation
〈Ai | Ri〉 of each group Gi. For all i ∈ {1, . . . , n}, and for each word
u = g1 · · · gk ∈ A∗

i , set
di,u = di,g1

· · · di,gk

We also fix for each i ∈ {1, . . . , n} and for each g ∈ Ai, a word ḡ ∈ A∗
i

such that di,ḡ = d−1
i,g modulo Ri. By extension, we set, for each word u =

g1 · · · gk ∈ A∗
i ,

di,ū = di,ḡk
· · · di,ḡ1

The next lemma is now an easy extension of Lemma 6.3.

Lemma 7.2 The following relations hold in S:

(1) di,udj,v = dj,vdi,u for (i, j) ∈ I, u ∈ A∗
i and v ∈ A∗

j ;

(2) di,ucj,k,P = cj,k,Pdi,u for (j, k) ∈ I, u ∈ A∗
i , P ⊆ Gj,k, i /∈ {j, k};

(3) di,uci,j,P di,ū = ci,j,uP , for (i, j) ∈ I, u ∈ A∗
i , P ⊆ Gi,j ;

(4) dj,v̄ci,j,P dj,v = ci,j,P v, for (i, j) ∈ I, v ∈ A∗
j , P ⊆ Gi,j .

We are now ready to give our second presentation.

Theorem 7.3 A presentation for S is 〈C ′ ∪D | R′〉, where R′ is the union
of the following relations:

(Q1) di,gdj,h = dj,hdi,g for (i, j) ∈ I, g ∈ Ai and h ∈ Aj ;

(Q2) di,gcj,k,p = cj,k,pdi,g for (j, k) ∈ I, i /∈ {j, k}, g ∈ Ai and p ∈
Gj+1,k−1;

(Q3) c2
i,j,p = ci,j,p for (i, j) ∈ I and p ∈ Gi+1,j−1;

(Q4) ci,j,p(di,uci,k,qdi,ū) = (di,uci,k,qdi,ū)ci,j,p for (i, j), (i, k) ∈ I, j 6= k,
v ∈ A∗

j , p ∈ Gi+1,j−1, q ∈ Gi+1,k−1, u ∈ A∗
i ;

(Q5) ci,j,p(dj,v̄ck,j,qdj,v) = (dj,v̄ck,j,qdj,v)ci,j,p for (i, j), (k, j) ∈ I, i 6= k,
p ∈ Gi+1,j−1, q ∈ Gk+1,j−1, v ∈ A∗

j ;
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(Q6) (di,uci,j,pdi,ū)(dj,vci,j,qdj,v̄) = (dj,vci,j,qdj,v̄)(di,uci,j,pdi,ū) for (i, j) ∈ I,
u ∈ A∗

i , v ∈ A∗
j , p, q ∈ Gi+1,j−1;

(Q7) ci,j,pck,ℓ,q = ck,ℓ,qci,j,p for (i, j), (k, ℓ) ∈ I, i 6= k, i 6= ℓ, j 6= k, j 6= ℓ,
p ∈ Gi+1,j−1, q ∈ Gk+1,ℓ−1;

(Q8) (dj,ūci,j,pdj,u)(dj,vcj,k,qdj,v̄) = ci,k,puvq(dj,vcj,k,qdj,v̄)(dj,ūci,j,pdj,u) for
1 ≤ i < j < k ≤ n, p ∈ Gi+1,j−1, q ∈ Gj+1,k−1, u, v ∈ A∗;

(Q9) R1 ∪ · · · ∪ Rn.

Proof. By Proposition 7.1, we know that C ′ ∪ D is a set of generators for
S. We now proceed in two steps. First we verify that each relation of R′ is
satisfied by S. Next we introduce an auxiliary presentation 〈C ′∪D | R′′〉 for
S, obtained from the presentation 〈C ∪ D | R〉 by Tietze transformations,
and we show that every relation of R′′ is a consequence of R′. Then, using
Corollary 2.2, we conclude that 〈C ′ ∪ D | R′〉 is a presentation for S.

For the first step, we observe that the relations (Q1), (Q2), (Q3) and
(Q7) are special cases of (P1), (P2), (P5) and (P6) respectively. Relations
(Q4) (resp. (Q5), (Q6), (Q8)) follow easily from Lemma 7.2 and 6.2. For
instance, for (Q4)

ci,j,p(di,uci,k,qdi,ū) = ci,j,pci,k,uq = ci,k,uqci,j,p = (di,uci,k,qdi,ū)ci,j,p

and for (Q8),

(dj,ūci,j,pdj,u)(dj,vcj,k,qdj,v̄) = ci,j,pucj,k,vq = ci,k,puvqcj,k,vqci,j,pu

= ci,k,puvq(dj,vcj,k,qdj,v̄)(dj,ūci,j,pdj,u)

We now proceed to the second step. Formula (Ei,j,p) shows that for each
(i, j) ∈ I and p = (1, . . . , 1, gi, . . . , gj , 1, . . . , 1) ∈ Gi,j , the relation

ci,j,p = dj,ḡj
di,gi

ci,j,p′di,ḡi
dj,gj

(Ri,j,p)

holds in S. Therefore, by Proposition 2.3 (4), a new presentation 〈C ′ ∪ D |
R′′〉 is obtained by considering the new set of generators C ′ ∪ D and by
substituting the right hand side of (Ri,j,p), for each letter ci,j,p of C \ C ′, in
each relation of R.

We claim that every relation of R′′ is a consequence of R′. To prove this
claim, it is useful to have in mind a few elementary consequences of R′.

Lemma 7.4 For all (i, j) ∈ I, u ∈ A∗
i and v ∈ A∗

j , the relations

di,udj,v̄ = dj,v̄di,u (T )

are consequences of the relations (Q1). Also, if u, v ∈ A∗
i are ∼Ri

-equivalent,
then

di,u = di,v and di,udi,ū = 1 = di,ūdi,u (U)

are consequences of Ri.
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Let us show that each relation obtained by performing the substitution
ci,j,p → dj,ḡj

di,gi
ci,j,p′di,ḡi

dj,gj
on each relation of R is a relation of R′′.

Relations (P1) are not changed by the substitution and are identical to
the relations (Q1). Relations (P2) give either rise to a relation of (Q2), if
p ∈ Gj+1,k−1, or to a relation of the form

di,gdk,ḡk
dj,gj

cj,k,p′dj,ḡj
dk,gk

= dk,ḡk
dj,gj

cj,k,p′dj,ḡj
dk,gk

di,g

which follows from (Q2) and (T). Relations (P3) lead to

di,gdj,ḡj
di,gi

ci,j,p′di,ḡi
dj,gj

= dj,ḡj
di,ggi

ci,j,(gp)′di,ḡiḡdj,gj
di,g

As g ∈ Ai, we have (gp)′ = p′ and these relations follow from Lemma 7.4.
Relations (P4) are dual of (P3) and can be treated in a similar way.

Relations (P5) give rise to a relation of the form

dj,ḡj
di,gi

ci,j,p′di,ḡi
dj,gj

= dj,ḡj
di,gi

ci,j,p′di,ḡi
dj,gj

dj,ḡj
di,gi

ci,j,p′di,ḡi
dj,gj

which is a consequence of (Q3) and (U).
Relations (P6) lead to various possibilities. We remind the reader that

these relations are of the form ci,j,pck,ℓ,q = ck,ℓ,qci,j,p, with ℓ 6= i and k 6= j.
If i 6= k, j 6= ℓ, we obtain a relation of the form

dj,ḡj
di,gi

ci,j,p′di,ḡi
dj,gj

dℓ,ḡℓ
dk,gk

ck,ℓ,q′dk,ḡk
dℓ,gℓ

=

dℓ,ḡℓ
dk,gk

ck,ℓ,q′dk,ḡk
dℓ,gℓ

dj,ḡj
di,gi

ci,j,p′di,ḡi
dj,gj

which follows from (Q2), (Q7) and (T). If i = k, but j 6= ℓ, we obtain a
relation of the form

(dj,ḡj
di,gi

ci,j,p′di,ḡi
dj,gj

)(dℓ,ḡℓ
di,hi

ci,ℓ,q′di,h̄i
dℓ,gℓ

) =

(dℓ,ḡℓ
di,hi

ci,ℓ,q′di,h̄i
dℓ,gℓ

)(dj,ḡj
di,gi

ci,j,p′di,ḡi
dj,gj

)

Proving that this relation follows from (R’) requires a short argument. The
starting point is the following consequence of (Q4):

ci,j,p′(di,ḡi
di,hi

ci,ℓ,q′di,h̄i
di,gi

) = (di,ḡi
di,hi

ci,ℓ,q′di,h̄i
di,gi

)ci,j,p′

which gives, by multiplying both sides on the left by di,gi
and on the right

by di,ḡi
and applying (U)

di,gi
ci,j,p′di,ḡi

di,hi
ci,ℓ,q′di,h̄i

= di,hi
ci,ℓ,q′di,h̄i

di,gi
ci,j,p′di,ḡi

(1)

Multiply on the left by dj,ḡj
dℓ,ḡℓ

and on the right by dℓ,gℓ
dj,gj

to obtain

dj,ḡj
dℓ,ḡℓ

di,gi
ci,j,p′di,ḡi

di,hi
ci,ℓ,q′di,h̄i

dℓ,gℓ
dj,gj

=

dj,ḡj
dℓ,ḡℓ

di,hi
ci,ℓ,q′di,h̄i

di,gi
ci,j,p′di,ḡi

dℓ,gℓ
dj,gj
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Next, using (Q2) (since j /∈ {i, ℓ}) and (T), we can shift dℓ,ḡℓ
to the right

and dj,gj
to the left on the left hand side and dℓ,gℓ

to the left and dj,ḡj
to

the right on the right hand side, as shown in Figure 1 to obtain the desired
relation.

dj,ḡjdℓ,ḡℓ
di,gi

ci,j,p′di,ḡi
di,hi

ci,ℓ,q′di,h̄i
dℓ,gℓ

dj,gj
=

dj,ḡj
dℓ,ḡℓ

di,hi
ci,ℓ,q′di,h̄i

di,gi
ci,j,p′di,ḡi

dℓ,gℓ
dj,gj

Figure 1: Shifting around.

The case j = ℓ but i 6= k can be treated in a similar way, using (Q5)
instead of (Q4). Finally, if i = k and j = ℓ, we obtain a relation of the form

(dj,ḡj
di,gi

ci,j,p′di,ḡi
dj,gj

)(dj,h̄j
di,hi

ci,j,q′di,h̄i
dj,hj

) =

(dj,h̄j
di,hi

ci,j,q′di,h̄i
dj,hj

)(dj,ḡj
di,gi

ci,j,p′di,ḡi
dj,gj

)

which follows from (Q6) and Lemma 7.4.
Finally, relations (P7) produce relations of the form

(dj,ḡj
di,gi

ci,j,p′di,ḡi
dj,gj

)(dk,h̄k
dj,hj

cj,k,q′dj,h̄j
dk,hk

) =

(dk,h̄k
di,gi

ci,k,(pq)′di,ḡi
dk,hk

)(dk,h̄k
dj,hj

cj,k,q′dj,h̄j
dk,hk

)(dj,ḡj
di,gi

ci,j,p′di,ḡi
dj,gj

)

where i < j < k. To derive these relations from (R’), we start with the
following instance of (Q8)

(dj,ḡj
ci,j,p′dj,gj

)(dj,hj
cj,k,q′dj,h̄j

) = ci,k,p′gjhjq′(dj,hj
cj,k,q′dj,h̄j

)(dj,ḡj
ci,j,p′dj,gj

)

Observing that (pq)′ = p′gjhjq
′ and inserting di,ḡi

di,gi
dk,hk

dk,h̄k
, which, by

Lemma 7.2, is equivalent to 1, we obtain

(dj,ḡj
ci,j,p′dj,gj

)(dj,hj
cj,k,q′dj,h̄j

) =

ci,k,(pq)′di,ḡi
di,gi

dk,hk
dk,h̄k

(dj,hj
cj,k,q′dj,h̄j

)(dj,ḡj
ci,j,p′dj,gj

)

Now, multiplying on the left by dk,h̄k
di,gi

and on the right by di,ḡi
dk,hk

both
sides of the previous relation, we get

dk,h̄k
di,gi

dj,ḡj
ci,j,p′dj,gj

dj,hj
cj,k,q′dj,h̄j

di,ḡi
dk,hk

=

dk,h̄k
di,gi

ci,k,(pq)′di,ḡi
di,gi

dk,hk
dk,h̄k

dj,hj
cj,k,q′dj,h̄j

dj,ḡj
ci,j,p′dj,gj

di,ḡi
dk,hk

To conclude, we use (Q2) and (T) to shift, on the left hand side, dk,h̄k
and

di,gi
to the right and di,ḡi

to the left and, on the right hand side, di,gi
to the

right and dk,hk
and di,ḡi

to the left, as shown in Figure 2.
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dk,h̄k
di,gi

dj,ḡj
ci,j,p′ dj,gj

dj,hj
cj,k,q′dj,h̄j

di,ḡi
dk,hk

=

dk,h̄k
di,gi

ci,k,(pq)′di,ḡi di,gi
dk,hk

dk,h̄k
dj,hj

cj,k,q′dj,h̄j
dj,ḡj

ci,j,p′dj,gj di,ḡi
dk,hk

Figure 2: Shifting the elements.

If n = 2, the alphabet C ′ contains a single letter, simply denoted by c in the
sequel. Thus, applying Theorem 7.3, we are lead to the following corollary:

Corollary 7.5 A presentation for ♦2(G1, G2) is 〈{c} ∪ D | R′〉, where R′

is the union of the following relations:

(1) d1,gd2,h = d2,hd1,g for g ∈ A1 and h ∈ A2;

(2) c2 = c;

(3) (d1,ucd1,ū)(dj,vcdj,v̄) = (dj,vcdj,v̄)(d1,ucd1,ū) for u ∈ A∗
1, v ∈ A∗

2;

(4) R1 ∪ R2.

8 An application to the monoid of unitriangular

Boolean matrices

If all groups G1, . . . , Gn are trivial, their Schützenberger product is exactly
the monoid Un of all unitriangular Boolean square matrices of order n [21].
As it was mentionned in the introduction, this monoid is J -trivial and thus
has a unique minimal set of generators [8]. This is actually another analogy
between unitriangular matrices over the Boolean semiring and over the field
Fp. Indeed, Un(Fp) is a p-group and as such, all of its minimal sets of
generators have the same size.

Observe that, in this case, there is, for each (i, j) ∈ I, a unique element
ci,j,p with p ∈ Gi,j, namely the elementary matrix with only one nondiagonal
1-entry (in position (i, j)):



























1 0
. . .

1 . . . 1 0
. . .

...
1 0

. . .

0 1



























Identifying this matrix with the pair (i, j), one can give an improved version
of Proposition 5.3 as follows.
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Proposition 8.1 Let m be a matrix of Un and let J = {(i, j) ∈ I | mi,j =
1}. Then m =

∏

(i,j)∈(J,≤)(i, j).

We also obtain, as a consequence of Theorem 6.4, the following presen-
tation for Un:

Theorem 8.2 A presentation for the monoid Un is 〈I | T 〉, where T is the
union of the following sets of relations:

(T1) (i, j)2 = (i, j) for (i, j) ∈ I;

(T2) (i, j)(k, ℓ) = (k, ℓ)(i, j) for (i, j), (k, ℓ) ∈ I, (i, j) 6= (k, ℓ), i 6= ℓ and
j 6= k;

(T3) (i, j)(j, k) = (i, k)(j, k)(i, j) for 1 ≤ i < j < k ≤ n.

Actually, our proof gives a simple rewriting system for Un (see [3] for
references on string rewriting systems).

Theorem 8.3 The monoid Un is presented by the following rewriting sys-
tem 〈I | R〉, where R is the union of the following rules:

(R1) (i, j)2 → (i, j) for (i, j) ∈ I;

(R2) (i, j)(k, ℓ) → (k, ℓ)(i, j) for (i, j) > (k, ℓ), j 6= k;

(R3) (i, j)(j, k) → (i, k)(j, k)(i, j) for (i, j) > (j, k).

Note that this rewriting system is clearly converging since the right hand
side of each rule is strictly smaller that its left hand side for the lexicographic
order induced by the order on I.

An example might help the reader to understand the mechanism of the
rewriting rules. Take n = 6, and consider the following element, written in
the normal form

(2, 6)(3, 6)(5, 6)(2, 5)(1, 4)(2, 4)(3, 4)(1, 3)(1, 2)

Let us multiply this element on the right by (4, 6). After rewriting using the
rules of (R), the following normal form is obtained

(1, 6)(2, 6)(3, 6)(4, 6)(5, 6)(2, 5)(1, 4)(2, 4)(3, 4)(1, 3)(1, 2)

Notice that, in this particular case, Theorem 7.3 leads to the same presen-
tation for Un.

9 Conclusion and open problems

We conclude this paper by rising a number of questions involving Schützen-
berger products.

We have given two presentations of the Schützenberger product of n
groups given by a presentation. One of our original goals was to recover the
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description of the Schützenberger product of three free groups obtained in
[19]. However, the computations involved are more intricate than expected,
and this objective has been postponed to a future research.

Another interesting situation occurs when the groups G1, . . . , Gn have
monoid presentations on the same alphabet A, say 〈A | R1〉, 〈A | R2〉,
. . . ,〈A | Rn〉, respectively. Denote by µ1 : A∗ → G1, . . . , µn : A∗ → Gn,
respectively, the morphisms defined by these presentations.

In this case, we are not interested in the full Schützenberger product
♦n(G1, . . . , Gn), but in a submonoid, obtained by “cutting down to genera-
tors”. This monoid, denoted by A♦n(G1, . . . , Gn), is the image of A∗ under
the morphism µ : A∗ → ♦n(G1, . . . , Gn) where, for each u ∈ A∗, the matrix
µ(u) is defined as follows:

(1) for 1 ≤ i ≤ n, µi,i(u) = µi(u);

(2) for 1 ≤ i ≤ j ≤ n,

µi,j(u) = {(µi(ui), µi+1(ui+1), . . . , µj(uj)) | ui · · · uj = u}

In particular, A♦n(G1, . . . , Gn) is generated by the matrices µ(a), for a ∈ A,
where

(1) for 1 ≤ i ≤ n, µi,i(a) = µi(a);

(2) for 1 ≤ i ≤ j ≤ n,

µi,j(a) = {(µi(a), 1, . . . , 1), (1, µi+1(a), . . . , 1), . . . , (1, . . . , 1, µj(a))}

It would be interesting to find a presentation of this monoid, given the
presentations of the groups G1, . . . , Gn. Note that A is now the natural set
of generators, a major difference with the case considered in the previous
sections.

The solution to this problem does not seem to be trivial. To simplify a
little bit, we may only consider the case where the alphabet is of the form Ã
and the monoid presentation arises from a group presentation, as explained
in Section 2. For instance, in the special case where n = 2 and G1 = G2 = G,
it is well known [2, 18, 17] that the monoid Ã♦2(G,G) is isomorphic to the

prefix expansion G̃R developed by Birget and Rhodes [2, 12]. Now, in the
even more special case where G is the free group on A, the monoid Ã♦2(G,G)
is the free inverse monoid on A, for which A∪ Ā together with the set of the
following relations forms a well-known presentation:

(1) uūu = u, for u ∈ (A ∪ Ā)∗;

(2) (uū)(vv̄) = (vv̄)(uū), for u, v ∈ (A ∪ Ā)∗.

It might be tempting to guess that, when G is not necessarily free, a pre-
sentation for Ã♦2(G,G) is obtained by adding the relations:

(3) u2 = u for each u ∈ (A ∪ Ā)∗ such that u = 1 is a relation in G.

This situation is considered in detail in [18, 16] but the answer is negative,
except when G is the free group. Thus the problem of finding a complete
set of relations in this case is still open.
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[20] J. Okniński, Semigroup of Matrices, World Scientific, 1998.

[21] J.-E. Pin. Variétés de langages formels, Masson, Paris, 1984. English
translation: Varieties of formal languages, North Oxford, London, and
Plenum, New York, 1986.

[22] J.-E. Pin and H. Straubing, Monoids of upper triangular matrices, Col-

loquia Mathematica Societatis Janos Bolyai , Semigroups, Szeged, 39,
(1981), 259–272.

[23] C. Reutenauer, Séries formelles et algèbres syntactiques, Journal of
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