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SEMIGROUPS FOR GENERAL TRANSPORT EQUATIONS WITH ABSTRACT
BOUNDARY CONDITIONS

L. ARLOTTI, J. BANASIAK & B. LODS

ABSTRACT. We investigateC0-semigroup generation properties of the Vlasov equation with gen-
eral boundary conditions modeled by an abstract boundary operatorH . For multiplicative bound-
ary conditions we adapt techniques from [17] and in the case of conservative boundary conditions
we show that there is an extensionA of the free streaming operatorTH which generates aC0-
semigroup(VH(t))t>0 in L

1. Furthermore, following the ideas of [5], we precisely describe its
domain and provide necessary and sufficient conditions ensuring that(VH(t))t>0 is stochastic.
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1. INTRODUCTION

Let us consider the general transport equation

∂tf(x, t) + F(x) · ∇xf(x, t) = 0 (x ∈ Ω, t > 0), (1.1a)

Keywords:Transport equation, Boundary conditions,C0-semigroups, Characteristic curves.
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supplemented by the abstract boundary condition

f|Γ−
(y, t) = H(f|Γ+

)(y, t), (y ∈ Γ−, t > 0), (1.1b)

and the initial condition
f(x, 0) = f0(x), (x ∈ Ω). (1.1c)

HereΩ is a smooth open subset ofRN endowed with a positive Radon measuredµ(·), Γ± are
suitable boundaries of the phase space and the boundary operatorH is a linearboundedoperator
between trace spacesL1

± corresponding to the boundariesΓ± (see Section 2 for details). The
transport coefficientF is a time independentvector fieldF : Ω → RN satisfying the following
general assumptions:

Assumption 1. F : Ω −→ RN is Lipschitz-continuous with Lipschitz constantκ > 0, i.e.

|F(x1) −F(x2)| 6 κ|x1 − x2| for any x1,x2 ∈ Ω.

Assumption 2. The fieldF is divergence-free with respect toµ in the sense that
∫

Ω

F(x) · ∇xf(x)dµ(x) = 0

for any Lipschitz continuous functionf with compact support onΩ.

A typical example of such a transport equation is the so-called Vlasov equation for which:

i) The phase spaceΩ is given by the cylindrical domainΩ = D × R3 ⊂ R6 whereD is a
smooth open subset ofR3, referred to as theposition space, while the so–calledvelocity
spaceis here given byR3. The measuredµ is given bydµ(x) = dxdβ(v) wheredβ(·) is a
suitable Radon measure onR3.

ii) For anyx = (x, v) ∈ D × R3,

F(x) = (v,F(x, v)) ∈ R6 (1.2)

whereF = (F1,F2,F3) is a time independent force field overD×R3 such that Assumptions
1 and2 are fulfilled.

The existence of solution to the transport equation (1.1a) is a classical matter when considering
the whole spaceΩ = RN . In particular, the concept of renormalized solutions allows to consider
irregular transport coefficientF(·) (see [10] and the recent contributions [1, 16]) which is of
particular relevance in fluid mechanics.

On the other hand, there are few results addressing the initial-boundary value problem (1.1),
possibly due to difficulties created by the boundary conditions (1.1c). We mention here the seminal
works by C. Bardos [7], and by R. Beals and V. Protopopescu [8] (see also [13]). Let us also
mention more recent contributions [18] which also includes time-dependent transport coefficient,
and [5, 17] dealing with the force-free (F ≡ 0) Vlasov equation (1.2).

ForF 6= 0, the method of Beals and Protopopescu [8] provides the existence and a very precise
description of aC0-semigroup governing (1.1) for ‖H‖ < 1 while, for nonnegative boundary
operatorH with ‖H‖ = 1, it ensures the existence of aC0-semigroup related to (1.1) without
describing its generator. The method of [8] leaves totally open the multiplicative case‖H‖ > 1.
We also mention that the existing theories introduce restrictive assumptions on the characteristics
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of the equation. For instance, fields with ’too many’ periodic trajectories create serious difficulties.
They are however covered in a natural way by the theory presented here.

On the other hand, in the force-free caseF = 0, the case of conservative boundary conditions
‖H‖ = 1 has been solved in [5], while the multiplicative case has been addressed in [17]. The
results of [5, 17] are based upon a relatively simple representation, inspired by the fundamental
work of [19], of the resolvent of the free-streaming operatorTH (whose domain includes the
boundary conditions (1.1c)) as a strongly convergent series.

The main objective of this work is to generalize the results of [5] and [17] to the general case
F 6= 0. Here again, the key ingredient is the derivation of a suitable representation of the resolvent
of the free-streaming operatorTH , see Theorem3.6 and Proposition3.10. We point out that the
proof of Theorem3.6relies on a generalization of the result from [8, 13] which allows to compute
integrals overΩ via integration along the integral curves ofF(·) coming from the boundary∂Ω,
and which is free from some restrictive assumptions ofop. it. In particular, we present a new proof
of the Green formula which clarifies some points of the proofsin [8, 13].

The organization of the paper is as follows. In the followingsection (Section 2), we introduce
the main tools used throughout the paper and present the aforementioned new results concerning
integration over the characteristic curvesof F . Section 3 is dealing with various preliminary
results. In particular, the question of the existence of trace results is addressed in Section 3.1. In
Section 3.2, we establish some basic existence results, mainly pertaining tostationary versions
of (1.1) and, as a consequence, we derive a new proof ofGreen formula, generalizing that of
[8, 13]. Section 3.3 is concerned with thesetting of the problemand with the representation of the
resolvent of the free-streaming operatorTH as a strongly convergent series. In Section 4, we are
dealing with the transport equation (1.1) for multiplicative boundary conditions, generalizing the
results of [17]. Finally, in Section 5, we consider the delicate question of conservative boundary
conditions. We employ a strategy already used in [5], borrowing some tools to the so–called
additive perturbation theory of substochastic semigroups[6].

Notations: We shall adopt the following notations throughout this paper: for any unbounded
operatorA, the domain ofA shall be denoted byD(A) whereasσp(A), σr(A), σc(A) and̺(A)
will denote respectively the point spectrum, the residual spectrum, the continuous spectrum and
the resolvent set ofA. For λ ∈ ̺(A), the resolvent ofA will be denoted by eitherR(λ,A) or
(λ − A)−1. For any Banach spacesX andY , B(X,Y ) denotes the space of bounded linear
operators formX to Y whereasB(X) = B(X,X).

2. INTEGRATION ALONG THE CHARACTERISTICS

2.1. Characteristic curves. SinceF is Lipschitz overΩ (with constantκ > 0), it is known from
Kurszbraun’s extension theorem [11, p. 201], thatF can be extended as a Lipschitz function (with
same Lipschitz constantκ > 0) over the whole spaceRN . We shall still denote this extension by
F . A crucial role in our study is played by the characteristic curves associated to the field

F : x ∈ RN 7−→ F(x) ∈ RN .
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Precisely, for anyx ∈ RN andt ∈ R, consider the initial-value problem




d

ds
X(s) = F(X(s)), (s ∈ R),

X(t) = x.
(2.1)

SinceF is Lipschitz-continuous onRN , Eq. (2.1) has a unique solution and this allows to define
the mappingΘ : Ω × R× Ix,t → Ω, Ix,t ⊂ R, such that, for(x, t) ∈ Ω ×R, the mapping:

X(·) : s ∈ Ix,t 7−→ Θ(x, t, s)

is the only solution of Eq. (2.1). Note that, in general,X is only defined on a suitable neighborhood
Ix,t of the initial timet, which also depends onx. This leads to the definition of existence times
of the characteristic curves:

Definition 2.1. For anyx ∈ Ω, define

τ±(x) = inf{s > 0 ;Θ(x, 0,±s) /∈ Ω},

with the convention thatinf ∅ = ∞, and setτ(x) = τ+(x) + τ−(x).

To shorten notation we putIx = Ix,0. In other words,Ix = (−τ−(x), τ+(x)) is the maximal
interval for whichΘ(x, 0, s) lies in Ω for any s ∈ Ix andτ(x) is the length of the intervalIx.
Notice that0 6 τ±(x) 6 ∞. Thus, for anyt ∈ R, the functionΘ is defined on the set

{(x, t, s) ; x ∈ Ω, t ∈ R , s ∈ (t− τ−(x), t+ τ+(x)) } .

Note that here wedo not assume that the length of the intervalIx = (−τ−(x), τ+(x)) is finite.
In particular,Ix = R for any stationary pointx of F , i.e. F(x) = 0. If τ(x) is finite, then the
functionX : s ∈ Ix 7−→ Θ(x, 0, s) is bounded sinceF is Lipschitz-continuous onΩ. Moreover,
still by virtue of the Lipschitz-continuity ofF on Ω, the only case whenτ±(x) is finite is when
Θ(x, 0,±s) reaches the boundary∂Ω. Then, we defineΘ(x, 0, τ±(x)) ∈ ∂Ω as the following
limit

Θ(x, 0, τ±(x)) = lim
s→±τ±(x)

Θ(x, 0, s).

We note that, sinceF is Lipschitz around each point of∂Ω, the points of the set{y ∈ ∂Ω ; F(y) =
0} (introduced in [8, 13]) are equilibrium points of the extended field and cannot be reached in
finite time.

Remark 2.2. We emphasize that periodic trajectories which do not meet the boundaries have
τ± = ∞ and thus are treated as infinite though geometrically they are bounded. Of course, in this
case, the limitlims→±τ±(x) Θ(x, 0, s) does not exist for anyx.

We finally mention that it is not difficult to prove that the mappingsτ± : Ω → R+ are lower
semicontinuous and therefore measurable, see e.g., [6, p. 301]

The flow Θ(x, t, s) defines, at each instantt, a mapping of the phase spaceΩ into itself.
Through this mapping, to each pointx there corresponds the pointxs,t = Θ(x, t, s) reached at
time s by a point which was in inx at the ”initial” time t. This mapping isone–to–oneand
measure-preserving(Liouville’s Theorem). More precisely, one can check that the flowΘ, defined
on its maximal domain, has the following properties:
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Proposition 2.3. Letx ∈ Ω andt ∈ R be fixed. Then,

i) Θ(x, t, t) = x.
ii) Θ(Θ(x, t, s1), s1, s2) = Θ(x, t, s2), ∀s1, s2 ∈ (t− τ−(x), t + τ+(x)).
iii) Θ(x, t, s) = Θ(x, t− s, 0) = Θ(x, 0, s − t), ∀s ∈ (t− τ−(x), t + τ+(x)).
iv) |Θ(x1, t, s) − Θ(x2, t, s)| 6 exp(κ|t− s|)|x1 − x2| for anyx1,x2 ∈ Ω, s− t ∈ Ix1

∩ Ix2
.

v) For any t, s ∈ R, the transformationx ∈ Ω 7→ Φ(x, t, s) ∈ Ω is measure-preserving
(Liouville’s Theorem).

Proof. We only prove Liouville’s Theorem, the other four properties being easily checked. Ac-
tually, Liouville’s Theorem is a classical result ifµ is absolutely continuous with respect to the
Lebesgue measure. We have not been able to find a complete reference for general Radon measure
µ and give it here. Let us denote byµt the image ofµ through the transformationx 7→ Θ(x, t, 0).
It is clearly sufficient, from the point(iii) of Prop.2.3, to prove thatµt = µ for anyt > 0. For any
δ > 0, defineµ̃ = χΩδ

µ whereΩδ = {x ∈ Ω ; τ±(x) > δ}. Defineµ̃t the image of̃µ through
the transformationx 7→ Θ(x, t, 0), i.e

µ̃t = Θ(·, t, 0)#µ̃,

where we adopt the notations of [2] for the push–forward measurẽµt. Then, applying [2, Lemma
8.1.6],t 7→ µ̃t is a distributional solution of the measure-valued continuity equation in(0, δ)

∂tµ̃t + ∇ · (F µ̃t) = 0, µ̃t=0 = µ̃ (2.2)

in the sense that,
∫ δ

0
dt

∫

Ω

(
∂tϕ(x, t) + F(x) · ∇xϕ(x, t)

)
dµ̃t(x) = 0 ∀ϕ ∈ C

1
0 (Ω × (0, δ))

and

lim
t→0

∫

Ω

ψ(x)dµ̃t(x) =

∫

Ω

ψ(x)dµ̃(x), ∀ψ ∈ C
1
0 (Ω).

Moreover, sinceF is divergence free with respect toµ (Assumption2), it is easy to see that the
constant mapt 7→ µ̃ is also a distributional solution of (2.2). On the other hand, sinceF is
Lispchitz, one gets from [2, Proposition 8.1.7], the uniqueness of the distributionalsolution of
(2.2), i.e.

µ̃t = µ̃, ∀0 < t < δ. (2.3)

Let Aδ be the family of all measurable subsetsA of Ω such thatinf{τ±(x) ; x ∈ A} > δ > 0.
We see thatµ(A) = µ̃(A) for anyA ∈ Aδ.Moreover, it is easily seen thatµt(A) = µ̃t(A) for any
A ∈ Aδ and any0 < t < δ/2. Therefore, Eq. (2.3) leads to

µt(A) = µ(A), ∀A ∈ Aδ, ∀0 < t < δ/2.

From the semigroup property(ii), one gets thatµt(A) = µ(A) for anyA ∈ Aδ and anyt > 0.
This achieves the proof sinceδ > 0 is arbitrary. �

An important consequence ofiii) above is thatΘ(x, 0, s) = Θ(x,−s, 0) for any x ∈ Ω,
0 6 s 6 τ+(x). Therefore, from now on, to shorten notations we shall denote

Φ(x, t) = Θ(x, 0, t), ∀t ∈ R,
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so thatΦ(x,−t) = Θ(x, t, 0), t ∈ R. We define the incoming and outgoing part of the boundary
∂Ω through the flowΦ:

Definition 2.4. The incomingΓ− and the outgoingΓ+ parts of the boundary∂Ω are defined by:

Γ± := {y ∈ ∂Ω ;∃x ∈ Ω, τ±(x) <∞ andy = Φ(x,±τ±(x)) } . (2.4)

Properties ofΦ and ofτ± imply thatΓ± are Borel sets. It is possible to extend the definition of
τ± to Γ± as follows. Ifx ∈ Γ− then we putτ−(x) = 0 and denoteτ+(x) the length of the integral
curve havingx as its left end–point; similarly ifx ∈ Γ+ then we putτ+(x) = 0 and denoteτ−(x)
the length of the integral curve havingx as its right end–point. For technical reasons, we need to
introduce the following assumption on the measuredµ:

Assumption 3. The set of integral curves hittingΓ− ∩ Γ+ is of zeroµ-measure, i.e.

dµ

({
x ∈ Ω ; τ±(x) <∞ ; Φ(x, τ±(x)) ∈ Γ− ∩ Γ+

})
= 0.

Using Sard’s theorem and arguing as in [7], one can prove that Assumption3 is fulfilled if
dµ(·) is absolutely continuous with respect to the Lebesgue measure overRN . Note however that,
since the fieldF(·) is only Lipschitz continuous, one has to invoke a generalized version of Sard’s
theorem for Hölder maps (see e.g. [9, Theorem 1.4]). In the same way, Assumption3 is satisfied
by suitable Hausdorff measures over manifolds ofRN (see [9]).

The main aim of the present discussion is to representΩ as a collection of characteristics
running between points ofΓ− andΓ+ so that the integral overΩ can be split into integrals over
Γ− (or Γ+) and along the characteristics. However, we cannot do this in a precise way now since,
in general, the setsΓ+ andΓ− do not provide a partition of∂Ω. In spite of assumptionH3),
there still may be too many characteristics which extend to infinity on either side. Since we have
not assumedΩ to be bounded,Γ− or Γ+ may be empty and also we may have characteristics
running from−∞ to +∞ such as periodic ones. Thus, in general characteristics starting fromΓ−

or ending atΓ+ would not fill the wholeΩ and, to proceed, we have to construct an auxiliary set
by extendingΩ into the time domain and use the approach of [8] which is explained below.

2.2. Integration along characteristics. For any0 < T <∞, we define the domain

ΩT = Ω × (0, T )

and the measuredµT = dµ⊗ dt onΩT . Consider the vector field overΩT :

Y =
∂

∂t
+ F(x) · ∇x = A (ξ) · ∇ξ

whereA (ξ) = (F(x), 1) for anyξ = (x, t). We can define the characteristic curves ofA as the

solutionξ(s) = (X(s), θ(s)) to the system
d

ds
ξ(s) = A (ξ(s)), i.e.

d

ds
X(s) = F(X(s)),

d

ds
θ(s) = 1, (s ∈ R),

with
X(0) = x, θ(0) = t.
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It is clear that the solutionξ(s) to such a system is given by

X(s) = Φ(x, s), θ(s) = s+ t,

and we can define the flow of solutionΨ(ξ, s) = (Φ(x, s), s+t) associated toA and the existence
times of the characteristic curves ofY are defined, for anyξ = (x, t) ∈ ΩT , as

ℓ±(ξ) = inf{s > 0, (Φ(x,±s),±s + t) /∈ ΩT}.

The flowΨ(·, ·) enjoys,mutatis mutandis, the properties listed in Proposition2.3. Moreover, since
A is clearly Lipschitz continuous onΩT , no characteristic ofY can escape to infinity in finite
time. In other words, all characteristic curves ofY now have finite lengths. Indeed, ifΦ(x,±s)
does not reach∂Ω, then the characteristic curveΨ(ξ,±s) enters or leavesΩT through the bottom
Ω× {0}, or through the topΩ× {T} of it. Precisely, it is easy to verify that forξ = (x, t) ∈ ΩT

we have
ℓ+(ξ) = τ+(x) ∧ (T − t) and ℓ−(ξ) = τ−(x) ∧ t,

where∧ denotes minimum. This clearly impliessup{ℓ±(ξ) ; ξ ∈ ΩT } 6 T. Define now

Σ±, T = {ζ ∈ ∂ΩT ; ∃ξ ∈ ΩT such thatζ = Ψ(ξ,±ℓ±(ξ))}.

The definition ofΣ±, T is analogous toΓ± with the understanding that the charateristic curves
now correspond to the vector fieldA . In other words,Σ−, T (resp. Σ+, T ) is the subset of∂ΩT

consisting of all left (resp. right) limits of characteristic curves ofA in ΩT whereasΓ− (resp.Γ+)
is the subset of∂Ω consisting of all left (resp. right) limits of characteristic curves ofF in Ω. The
main difference (and the interest of such a lifting toΩT ) is the fact thateach characteristic curve of
A does reach the boundariesΣ±, T in finite time. The above formulae allow us to extend functions
ℓ± to Σ±, T in the same way as we extended the functionsτ± to Γ±. With these considerations,
we can represent, up to a set of zero measure, the phase spaceΩT as

ΩT = {Ψ(ξ, s) ; ξ ∈ Σ−, T , 0 < s < ℓ+(ξ)}

= {Ψ(ξ,−s) ; ξ ∈ Σ+, T , 0 < s < ℓ−(ξ)}.
(2.5)

With this realization one can prove the following:

Proposition 2.5. LetT > 0 be fixed. There are unique positive Borel measuresdν± onΣ±,T such
thatdµT = dν+ ⊗ ds = dν− ⊗ ds.

Proof. For anyδ > 0, defineFδ as the set of all bounded Borel subsetsE of Σ−,T such that
ℓ+(ξ) > δ for anyξ ∈ E. Let us nowfixE ∈ Fδ. For all0 < σ 6 δ put

Eσ = {Ψ(ξ, s) ; ξ ∈ E, 0 < s 6 σ}.

ClearlyEσ is a measurable subset ofΩT . Define the mappingh : σ ∈ (0, δ] 7→ h(σ) = µT (Eσ)
with h(0) = 0. If σ1 andσ2 are two positive numbers such thatσ1 + σ2 6 δ, then

Eσ1+σ2
\ Eσ1

= {Ψ(ξ, s) ; ξ ∈ E, σ1 < s 6 σ1 + σ2} = {Ψ(η, σ1) ; η ∈ Eσ2
}.

The properties of the flowΨ (see Proposition2.3) ensure that the mappingη 7→ Ψ(η, σ1) is
one-to-one and measure preserving, so that

µT (Eσ1+σ2
\ Eσ1

) = µT (Eσ2
) = h(σ2).
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SinceEσ1+σ2
= Eσ1

∪ (Eσ1+σ2
\Eσ1

), we immediately obtain

h(σ1 + σ2) = h(σ1) + h(σ2) for any σ1, σ2 > 0 with σ1 + σ2 6 δ. (2.6)

This is the well-known Cauchy equation, though defined only on an interval of the real line. It can
be solved in a standard way using non negativity instead of continuity, yielding:

h(σ) = cEσ for any 0 < σ 6 δ

wherecE = h(δ)/δ. We defineν−(E) = cE. It is not difficult to see that, with the above
procedure, the mappingν−(·) defines a positive measure on the ringF =

⋃
δ>0 Fδ of all the

Borel subsets ofΣ−,T on which the functionℓ+(ξ) is bounded away from0. Such a measureν−
can be uniquely extended to theσ-algebra of the Borel subsets ofΣ−,T (see e.g. [14, Theorem
A, p. 54]). Consider now a Borel subsetE of Σ−,T and a Borel subsetI of R+, such that for all
ξ ∈ E ands ∈ I we have0 < s < ℓ+(ξ). Then

E × I = {Ψ(ξ, s) ; ξ ∈ E, s ∈ I} ⊂ ΩT .

Thanks to the definition ofν−(·), we can state thatµT (E × I) = ν−(E)meas(I) where meas(I)
denotes the Borel measure ofI ⊂ R. This shows thatdµT = dν− ⊗ ds. Similarly we can define
a measureν+ on Σ+,T and prove thatdµT = dν+ ⊗ ds. The uniqueness of the measuresdν± is
then obvious. �

Remark 2.6. Note that the above construction of the Borel measuresdν± differs from that of[13,
Lemmas XI.3.1 & 3.2], [8, Propositions 7 & 8].

Next, by the cylindrical structure ofΩT , the measuresdν± can be written asdν± = dµ± ⊗ dt
wheredµ± are Borel measures onΓ± [13, p. 408]. This leads to the following

Lemma 2.7. There are unique positive Borel measuresdµ± on Γ± such that, for anyf ∈
L1(ΩT ,dµT )

∫

ΩT

f(x, t)dµT (x, t) =

∫ T

0
dt

∫

Γ+

dµ+(y)

∫ τ−(y)∧t

0
f(Φ(y,−s), t− s)ds

+

∫

Ω

dµ(x)

∫ τ−(x)∧T

0
f(Φ(x,−s), T − s)ds,

(2.7)

and
∫

ΩT

f(x, t)dµT (x, t) =

∫ T

0
dt

∫

Γ−

dµ−(y)

∫ τ+(y)∧(T−t)

0
f(Φ(y, s), t+ s)ds

+

∫

Ω

dµ(x)

∫ τ+(x)∧T

0
f(Φ(x, s), s)ds.

(2.8)

The above fundamental result allows to compute integral over the cylindrical phase-spaceΩT

through integration along the characteristic curves. Let us now generalize it to the phase space
Ω. Here the main difficulty stems from the fact that the characteristic curves of the vector field
F are no longer assumed to be of finite length. In order to extendLemma2.7 to possibly infinite
existence times, first we prove the following:



SEMIGROUPS FOR GENERAL TRANSPORT EQUATIONS 9

Lemma 2.8. LetT > 0 be fixed. Then,τ+(x) < T for anyx ∈ Ω if and only ifτ−(x) < T for
anyx ∈ Ω.

Proof. Assume thatT > τ+(x) for anyx ∈ Ω and that there isz ∈ Ω such thatτ−(z) > T .
One can assume without loss of generality thatτ−(z) > T . Indeed, ifτ−(z) = T , sinceΩ

is open, the orbit passing throughz can be continued beyond ensuring the existence ofz′ ∈ Ω

with τ−(z′) > T. Now, if τ−(z) > T , for any T < t < τ−(z), y = Φ(z,−t) ∈ Ω and
Φ(y, s) = Φ(z, t− s) ∈ Ω for all 0 < s < t. This leads to the contradiction thatτ+(z) > t > T .
We proceed in the same way for the converse implication. �

The above lemma allows to prove a representation formula forintegral of the type
∫
Ω
f dµ

in terms of integrals overΓ±. Hereafter, the support of a measurable functionf defined onΩ
is defined asSuppf = Ω \ ω whereω is the maximal open subset ofΩ on whichf vanishes
dµ–almost everywhere.

Proposition 2.9. Let f ∈ L1(Ω,dµ). Assume that there existsτ0 > 0 such thatτ±(x) < τ0 for
anyx ∈ Supp(f). Then,

∫

Ω

f(x)dµ(x) =

∫

Γ+

dµ+(y)

∫ τ−(y)

0
f (Φ(y,−s)) ds

=

∫

Γ−

dµ−(y)

∫ τ+(y)

0
f(Φ(y, s))ds.

(2.9)

Proof. For anyT > τ0, define the domainΩT = Ω × (0, T ). SinceT < ∞, it is clear that
f ∈ L1(ΩT ,dµdt) and, by (2.7), we get

T

∫

Ω

f(x)dµ(x) =

∫ T

0
dt

∫

Γ+

dµ+(y)

∫ t∧τ−(y)

0
f(Φ(y,−s))ds+

∫

Ω

dµ(x)

∫ τ−(x)

0
f(Φ(x,−s))ds.

Since the formula is valid for anyT > τ0, differentiating with respect toT leads to the first
assertion. The second assertion is proved in the same way by using formula (2.8). �

To drop the finiteness assumption onτ±(x), first we introduce the sets

Ω± = {x ∈ Ω ; τ±(x) <∞}, Ω±∞ = {x ∈ Ω ; τ±(x) = ∞},

and
Γ±∞ = {y ∈ Γ± ; τ∓(y) = ∞}.

One gets

Proposition 2.10. Letf ∈ L1(Ω,dµ). Then
∫

Ω±

f(x)dµ(x) =

∫

Γ±

dµ±(y)

∫ τ∓(y)

0
f (Φ(y,∓s)) ds, (2.10)
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and ∫

Ω±∩Ω∓∞

f(x)dµ(x) =

∫

Γ±∞
dµ±(y)

∫ ∞

0
f (Φ(y,∓s)) ds. (2.11)

Proof. Assume firstf > 0. Let us fixT > 0. It is clear thatx ∈ Ω satisfiesτ+(x) < T if and
only if x = Φ(y, s, 0), with y ∈ Γ+ and0 < s < T ∧ τ−(y). Then, by Proposition2.9,

∫

{τ+(x)<T}
f(x)dµ(x) =

∫

Γ+

dµ+(y)

∫ T∧τ−(y)

0
f(Φ(y,−s))ds.

Sincef > 0, the inner integral is increasing withT and, using the monotone convergence theorem,
we letT → ∞ to get

∫

Ω+

f(x)dµ(x) =

∫

Γ+

dµ+(y)

∫ τ−(y)

0
f (Φ(y,−s)) ds

which coincides with (2.10). We proceed in the same way integration onΓ− and get the second
part of (2.10). Next we consider the set

∆ = {x ∈ Ω ; x = Φ(y,−s), y ∈ Ω+∞, 0 < s < T}.

Proposition2.9asserts that
∫

∆
f(x)dµ(x) =

∫

Ω+∞

dµ+(y)

∫ T

0
f(Φ(y,−s))ds.

Letting againT → ∞, we get (2.11). We extend the results to arbitraryf by linearity. �

Finally, with the following, we show that it is possible to transfer integrals overΓ− to Γ+:

Proposition 2.11. For anyψ ∈ L1(Γ−,dµ−),
∫

Γ−\Γ−∞

ψ(y)dµ−(y) =

∫

Γ+\Γ+∞

ψ(Φ(z,−τ−(z)))dµ+(z). (2.12)

Proof. For anyǫ > 0, let fǫ be the function defined onΩ+ ∩Ω− by

ψǫ(x) =





ψ(Φ(x,−τ−(x)))

τ+(x) + τ−(x)
if τ−(x) + τ+(x) > ǫ,

0 else.

Sinceψǫ ∈ L1(Ω+ ∩ Ω−,dµ), Eqs. (2.10) and (2.11) give
∫

Ω+∩Ω−

ψǫ(x)dµ(x) =

∫

{τ+(y)>ǫ}\Γ−∞

dµ−(y)

∫ τ+(y)

0
ψ(y)

ds

τ+(y)

=

∫

{τ+(y)>ǫ}\Γ−∞

ψ(y)dµ−(y).
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In the same way,
∫

Ω+∩Ω−

ψǫ(x)dµ(x) =

∫

{τ−(y)>ǫ}\Γ+∞

dµ+(y)

∫ τ−(y)

0
ψ(Φ(y,−τ−(y)))

ds

τ−(y)

=

∫

{τ−(y)>ǫ}\Γ+∞

ψ(Φ(y,−τ−(y)))dµ−(y),

which leads to∫

{τ−(y)>ǫ}\Γ+∞

ψ(Φ(y,−τ−(y)))dµ+(y) =

∫

{τ+(y)>ǫ}\Γ−∞

ψ(y)dµ−(y)

for anyǫ > 0. Passing to the limit asǫ→ 0 we get the conclusion. �

3. TRACE OPERATORS AND BASIC EXISTENCE RESULTS

3.1. The maximal transport operator and trace results. Now we define the transport operator
Tmax onX = L1(Ω,dµ) by the following: the domainD(Tmax of Tmax is the set of functions
f ∈ X for which there exists a functiong =: Tmaxf in X such that

∫

Ω

(−F(x) · ∇ϕ(x)) f(x)dµ(x) = −

∫

Ω

g(x)ϕ(x)dµ(x)

holds for anyϕ ∈ C 1
c (Ω). Note that the functiong ∈ X unique, i.e.Tmax is well-defined. The

graph norm onD(Tmax) is defined by:

‖f‖D = ‖f‖X + ‖g‖X , ∀f ∈ D(Tmax) with g = Tmaxf.

Note also that, forf ∈ D(Tmax), one has the following weak representationTmaxf : for any
ϕ ∈ C 1

0 (Ω)
∫

Ω

Tmaxf(x)ϕ(x)dµ(x) = lim
s→0

s−1

∫

Ω

(f(Φ(x,∓s)) − f(x))ϕ(x)dµ(x). (3.1)

Indeed, it is clear from the definition ofTmaxf that
∫

Ω

Tmaxf(x)ϕ(x)dµ(x) =

∫

Ω

(F(x) · ∇ϕ(x)) f(x)dµ(x)

= lim
s→0

s−1

∫

Ω

(ϕ(Φ(x,∓s)) − ϕ(x)) fdµ(x)

becauseϕ is regular. Now, this last expression equals

lim
s→0

s−1

∫

Ω

(f(Φ(x,∓s)) − f(x))ϕ(x)dµ(x)

since the flow is measure preserving.
At this point, we have to make the following assumption:

Assumption 4. The measureµ and the fieldF are such thatC 1(Ω) ∩ D(Tmax) is dense in
(D(Tmax), ‖ · ‖D).
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Remark 3.1. It is a classical matter (see e.g.[6, Proposition 10.13]) that Assumption4 is fulfilled
whenµ is the Lebesgue measure overRN . More generally, it can be shown thanks to Friedrich’s
lemma that Assumption4 is satisfied ifdµ(x) = h(x)dx where there exist constantsc0, c1 > 0
such thatc0 6 h(x) 6 c1 for anyx ∈ Ω.

Before stating trace results, one recall that, iff1 andf2 are two functions defined overΩ, we
write f1 ∼ f2 if µ{x ∈ Ω f1(x) 6= f2(x)} = 0, i.e. whenf1(x) = f2(x) for µ-almost every
x ∈ Ω. We will set then thatf2 is a representative off1. One can state the following trace result:

Proposition 3.2. Letf ∈ D(Tmax). Then there is a representativef⋆ of f such that the limit

lim
s→0+

f⋆(Φ(y,−s))

exists for almost everyy ∈ Γ+. Similarly, lims→0+ f⋆(Φ(y, s)) exists for almost everyy ∈ Γ−

wheref⋆ is some suitable representative off .

Proof. Let (fn)n ⊂ C 1(Ω) ∩ D(Tmax) be such that‖fn − f‖D → 0. Then Eq. (2.10) yields

∫

Γ+

dµ+(y)

∫ τ−(y)

0
|fn(Φ(y,−s)) − f(Φ(y,−s))| ds

+

∫

Γ+

dµ+(y)

∫ τ−(y)

0
|Tmaxfn(Φ(y,−s)) − Tmaxf(Φ(y,−s))| ds −→

n→∞
0

sinceTmaxf andTmaxfn both belong toX. Consequently, for almost everyy ∈ Γ+ and anys ∈
(0, τ−(y)) (up to a subsequence, still denoted byfn) we get the following pointwise convergences:

{
fn(Φ(y, s)) −→ f(Φ(y, s))

Tmaxfn(Φ(y,−s)) −→ Tmaxf(Φ(y,−s))

asn → ∞. Therefore, there is a representative of the function(y, s) 7→ f(Φ(y,−s)) and a
representative of the function(y, s) 7→ Tmaxf(Φ(y,−s)) such that the convergences occurfor
all y, s ∈ Ω × (0, τ−(y)). From the continuity ofΦ(·, ·), the first representative is of the form
f⋆(Φ(y, s)) wheref⋆ is a representative off . One shows then, from formula (3.1), that the
representative of(y, s) 7→ Tmaxf(Φ(y,−s)) is nothing butTmaxf

⋆(Φ(y,−s), so that
{
fn(Φ(y, s)) −→ f⋆(Φ(y, s))

Tmaxfn(Φ(y,−s)) −→ Tmaxf
⋆(Φ(y,−s)), ∀y ∈ Γ+, s ∈ (0, τ−(y)),

asn→ ∞.
For anys0 ∈ (0, τ−(y), one has then

fn(Φ(y,−s)) − fn(Φ(y,−s0)) =

∫ s

s0

[Tmaxfn](Φ(y,−r))dr ∀s ∈ (0, τ−(y)).

Since the right-hand-side has a limit asn→ ∞,

f⋆(Φ(y,−s)) = f⋆(Φ(y,−s0)) +

∫ s

s0

[Tmaxf ](Φ(y,−r))dr. (3.2)
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As a direct direct consequence, the limitlims→0+ f
⋆(Φ(y,−s)) exists and equals

f⋆(Φ(y,−s0)) −

∫ s0

0
[Tmaxf ](Φ(y,−r))dr.

It is easy to check that this limit does not depend ons0. The existence of a representativef⋆ such
that lims→0+ f⋆(Φ(y, s)) for almost everyy ∈ Γ− follows by the same argument. �

The above proposition allows to define the trace operators.

Definition 3.3. For anyf ∈ D(Tmax), define the tracesB±f by

B
+f(y) := lim

s→0+
f⋆(Φ(y,−s)) and B

−f(y) := lim
s→0+

f⋆(Φ(y, s))

for anyy ∈ Γ± for which the limits exist, the representativesf⋆ andf⋆ being provided by Propo-
sition 3.2.

Note that, as we saw in the proof of Proposition3.2, for anyf ∈ D(Tmax) and a.e.z ∈ Γ+,

B
+f(z) = f⋆(Φ(z,−t)) −

∫ t

0
[Tmaxf

⋆](Φ(z,−s))ds, ∀t ∈ (0, τ−(z))

wheref⋆ is a suitable representative off . In the same way, there exists a representativef⋆ of f
such that, for a.e.y ∈ Γ−

B
−f(y) = f⋆(Φ(y, t)) +

∫ t

0
[Tmaxf⋆](Φ(y, s))ds, ∀t ∈ (0, τ+(y)).

Note that the above representation allows us to representTmax as the derivation along the
characteristics.

Proposition 3.4. Let f ∈ D(Tmax). Then, there is a representativêf of f such that, for any
x ∈ Ω±, one has

Tmaxf(x) = lim
s→0

s−1
(
f̂(Φ(x,∓s)) − f̂(x)

)
, (3.3)

where the limit exists inX.

Proof. Let x ∈ Ω+ and lety = Φ(x, τ+(x)). Using Formula (3.2), with s0 = τ+(x) and
s = t+ τ+(x), one has

f⋆(Φ(x,−t)) = f⋆(x) +

∫ t

0
[Tmaxf

⋆](Φ(x,−r))dr (−τ−(x) < t < τ−(x)).

Therefore, the limitlim
t→0+

t−1 (f(Φ(x,−t)) − f(x)) = lim
t→0+

t−1

∫ t

0
[Tmaxf ](Φ(x,−r))dr exists

in X and is equal toTmaxf(x). One proceeds in the same way to prove the result whenx ∈ Ω−,
for which

f(Φ(x, t)) = f(x) −

∫ t

0
[Tmaxf ](Φ(x, r))dr (−τ−(x) < t < τ−(x)),

so that lim
t→0+

t−1 (f(Φ(x, t)) − f(x)) = Tmaxf(x). �
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Lemma2.7provides the existence of Borel measuresdµ± onΓ± which allow us to define the
natural trace spaces associated to Problem (1.1), namely,

L1
± := L1(Γ±,dµ±).

We note, however, that forf ∈ X, the tracesy ∈ Γ± 7−→ B
±f(y) not necessarily belong toL1

±.

3.2. Basic existence results.Let T0 be the free streaming operator withno re–entry boundary
conditions:

T0ψ = Tmaxψ for anyψ ∈ D(T0),

where the domainD(T0) is defined by

D(T0) = {ψ ∈ D(Tmax) ; B
−ψ = 0}.

We state the following generation result, whose proof is postponed to the Appendix of this paper:

Theorem 3.5. The operator(T0,D(T0)) is the generator of a nonnegativeC0-semigroup of
contractions(U0(t))t>0 in X given by

U0(t)f(x) = f(Φ(x,−t))χ{t<τ−(x)}(x), (x ∈ Ω, f ∈ X),

whereχA denotes the characteristic function of a setA.

One can now state the following result.

Theorem 3.6. Letu ∈ L1
− andg ∈ X be given. Then the function

f(x) =

∫ τ−(x)

0
exp(−λt) g(Φ(x,−t))dt + χ{τ−(x)<∞} exp(−λτ−(x))u(Φ(x,−τ−(x)))

is theunique solutionf ∈ D(Tmax) of the boundary value problem:
{

(λ− Tmax)f = g

B
−f = u

(3.4)

whereλ > 0. Moreover,B+f ∈ L1
+ and

‖B+f‖L1
+

+ λ‖f‖X 6 ‖u‖L1
−

+ ‖g‖X . (3.5)

Furthermore, ifg > 0 andu > 0, then(3.5) turns into equality.

Proof. Let us writef = f1 + f2 with f1(x) =
∫ τ−(x)
0 exp(−λt) g(Φ(x,−t))dt, and

f2(x) = χ{τ−(x)<∞} exp(−λτ−(x))u(Φ(x,−τ−(x))), (x ∈ Ω).

According to Theorem3.5, f1 = (λ − T0)
−1g, i.e. f1 ∈ D(Tmax) with (λ − Tmax)f1 = g and

B
−f1 = 0. Therefore, to prove thatf is a solution of (3.4) it suffices to check thatf2 ∈ D(Tmax),

(λ − Tmax)f2 = 0 andB
−f2 = u. Arguing as in the proof of Theorem3.5 (see Appendix), we

easily see that

f2(Φ(y, t)) = exp(−λt)u(y), (y ∈ Γ−, 0 < t < τ+(y)). (3.6)
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Then Proposition2.3yields
∫

Ω

ψTmaxf2 dµ =

∫

Ω

f2(x)F(x) · ∇ψ(x)dµ(x) =

∫

Ω−

f2(x)F(x) · ∇ψ(x)dµ(x)

=

∫

Γ−

dµ−(y)

∫ τ+(y)

0
f2(Φ(y, t))F(Φ(y, t)) · ∇ψ(Φ(y, t))dt

=

∫

Γ−

u(y)dµ−(y)

∫ τ+(y)

0
e−λtF(Φ(y, t)) · ∇ψ(Φ(y, t))dt.

Again, as in the proof of Theorem3.5, we get that

∫

Ω

ψTmaxf2dµ = λ

∫

Γ−

u(y)dµ−(y)

∫ τ+(y)

0
e−λtψ(Φ(y, t))dt = λ

∫

Ω

f2ψdµ.

This proves thatf2 ∈ D(Tmax) and(λ−Tmax)f2 = 0. Consequently,f is a solution to (3.4). To
prove that the solution is unique, it is sufficient to prove that the only solutionψ ∈ D(Tmax) to

(λ− Tmax)ψ = 0, B
−ψ = 0

is ψ = 0. This follows from the fact that such a solutionψ actually belongs toD(T0) while λ ∈
̺(T0). Finally, it remains to prove (3.5). For simplicity, we still denote byf2 its representatives
provided by Proposition3.2. Using (3.6) and the fact thatf2 vanishes onΩ−∞, we infer from
(2.10) that

λ

∫

Ω

|f2|dµ = λ

∫

Ω−

|f2|dµ = λ

∫

Γ−

dµ−(y)

∫ τ+(y)

0
e−λt|u(y)|dt

=

∫

Γ−

|u(y)|
(
1 − e−λτ+(y)

)
dµ−(y).

(3.7)

Defineh : y ∈ Γ− 7−→ h(y) = |u(y)|e−λτ+(y). It is clear thath vanishes onΓ−∞ andh(y) 6

|u(y)| for a.e.y ∈ Γ−. In particular,h ∈ L1
− and, according to (2.12),

∫

Γ−

h(y)dµ−(y) =

∫

Γ−\Γ−∞

h(y)dµ−(y) =

∫

Γ+\Γ+∞

h(Φ(z,−τ−(z)))dµ+(z)

=

∫

Γ+\Γ+∞

e−λτ−(z)|u(Φ(z,−τ−(z)))|dµ+(z)

=

∫

Γ+

|B+f2(z)|dµ+(z) = ‖B+f2‖L1
+
.

Combining this with (3.7) leads to

λ‖f2‖X + ‖B+f2‖L1
+

= ‖u‖L1
−
. (3.8)
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Now, let us show thatB+f1 ∈ L1
+ and‖B+f1‖L1

+
+ λ‖f‖X 6 ‖g‖X . For anyy ∈ Γ+ and

0 < t < τ−(y), we see, as above, that

f1(Φ(y, t, 0)) =

∫ τ−(y)−t

0
exp(−λs)g(Φ(y,−s − t))ds

=

∫ τ−(y)

t

exp(−λ(s − t))g(Φ(y,−s))ds.

This shows thatB+f1(y) = limt→0+ f1(Φ(y,−t)) =
∫ τ−(y)
0 exp(−λs))g(Φ(y,−s))ds. Ac-

cording to Proposition2.10,
∫

Γ+

dµ+(y)

∫ τ−(y)

0
|g(Φ(y,−s))| ds =

∫

Ω+

|g|dµ

which, sinceexp(−λ(s − t))|g(Φ(y,−s))| 6 |g(Φ(y,−s))|, impliesB
+f1 ∈ L1

+. Let us now
assumeg > 0. Thenf1 > 0,

λ |f1‖ = λ

∫

Ω

f1 dµ = λ

∫

Ω+

f1 dµ+ λ

∫

Ω−∩Ω+∞

f1 dµ+ λ

∫

Ω−∞∩Ω+∞

f1 dµ.

Using similar arguments to those used in the study off2, we have

λ

∫

Ω+

f1 dµ =

∫

Γ+

dµ+(y)

∫ τ−(y)

0
g(Φ(y,−t)) (1 − exp(−λt)) dt,

which, by Proposition2.10, implies

λ

∫

Ω+

f1 dµ =

∫

Ω+

g dµ−

∫

Γ+

B
+f1 dµ+.

Similar argument shows that

λ

∫

Ω−∩Ω+∞

f1 dµ =

∫

Ω−∩Ω+∞

g dµ,

while the equality

λ

∫

Ω−∞∩Ω+∞

f1 dµ =

∫

Ω−∞∩Ω+∞

g dµ,

follows since this case behaves as the whole space case. Thisshows thatλ |f‖X = ‖g‖X −
‖B+f‖L1

+
for g > 0. In general, defining

F1(x) =

∫ τ−(x)

0
exp(−λs) |g(Φ(x,−s)| ds, (x ∈ Ω),

we obtain‖B+f1‖L1
+

+ λ‖f1‖X 6 ‖B+F1‖L1
+

+ λ |F1‖X = ‖g‖X , which combined with (3.8),
gives (3.5). �
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Let us note that, with the notation of Theorem3.6, we have
∫

Γ+

B
+fdµ+ + λ

∫

Ω

f dµ =

∫

Γ−

udµ− +

∫

Ω

g dµ. (3.9)

Indeed, for nonnegativeu andg, (3.5) turns out to be an identity which is precisely (3.9). Then,
for arbitraryu ∈ L1

− andg ∈ X, we get (3.9) by splitting functions into positive and negative
parts. This leads to the following generalization of Green’s formula:

Proposition 3.7(Green’s formula). Letf ∈ D(Tmax) be such thatB−f ∈ L1
−. ThenB

+f ∈ L1
+

and ∫

Ω

Tmaxfdµ =

∫

Γ−

B
−fdµ− −

∫

Γ+

B
+f dµ+

Proof. For givenf ∈ D(Tmax), we obtain the result by settingu = B
−f ∈ L1

− and g =
(λ− Tmax)f ∈ X in Eq. (3.9). �

Remark 3.8. If dµ is the Lebesgue measure onRN , the above formula leads to a better under-
standing of the measuresdµ±. Indeed, comparing it to the classical Green’s formula (seee.g.
[7]), one sees that the restriction ofdµ± on the setΣ± = {y ∈ ∂Ω ; ±F(y) · n(y) > 0} is equal
to

dµ±|Σ±
= (±F(y) · n(y)) dγ(y)

wheredγ(·) is the surface Lebesgue measure on∂Ω.

We conclude this section with a result similar to Theorem3.6. Precisely, for the boundary value
problem with data given onΓ+, we have the following generalization of [5, Lemma 2.2]

Proposition 3.9. Givenh ∈ L1
+, let

f(x) =





h(Φ(x, τ+(x))
τ−(x)e−τ+(x)

τ−(x) + τ+(x)
if τ−(x) + τ+(x) <∞,

h(Φ(x, τ+(x))e−τ+(x) if τ−(x) = ∞ andτ+(x) <∞,

0 if τ+(x) = ∞.

Then,f ∈ D(Tmax), B
−f = 0, andB

+f = h, with ‖f‖X 6 ‖h‖L1
+

and‖T0f‖X 6 ‖h‖L1
+

.

Proof. Let us first show thatf ∈ D(Tmax) and

Tmaxf(x) =





−h(Φ(x, τ+(x))) e−τ+(x) 1 + τ−(x)

τ−(x) + τ+(x)
if τ−(x) + τ+(x) <∞,

−h(Φ(x, τ+(x))) e−τ+(x) if τ−(x) = ∞ andτ+(x) <∞,

0 if τ+(x) = ∞.
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Letϕ ∈ C 1
0 (Ω) be a suitable test function. According to the integration formula (2.10), one has

∫

Ω+∩Ω−

(F(x) · ∇ϕ(x)) f(x)dµ(x) =

∫

Γ+\Γ+∞

dµ+(z)

∫ τ−(z)

0
(F(Φ(z,−s) · ∇ϕ(Φ(z,−s))×

×
h(z)

τ−(z)
(τ−(z) − s)e−sds

= −

∫

Γ+\Γ+∞

dµ+(z)

∫ τ−(z)

0

(
d

ds
ϕ(Φ(z,−s))

)
h(z)

τ−(z)
(τ−(z) − s)e−sds

=

∫

Γ+\Γ+∞

dµ+(z)

∫ τ−(z)

0
ϕ(Φ(z,−s))

h(z)

τ−(z)

d

ds

(
(τ−(z) − s)e−s

)
ds

= −

∫

Ω+∩Ω−

h(Φ(x, τ+(x)) exp(−τ+(x))
1 + τ+(x)

τ−(x) + τ+(x)
ϕ(x)dµ(x).

One proceeds in the same way for
∫
Ω+∩Ω−∞

(F(x) · ∇ϕ(x)) f(x)dµ(x) leading to the desired
result. Next we show‖f‖X 6 ‖h‖L1

+
and‖Tmaxf‖X 6 ‖h‖L1

+
. First we notice that

∫

Ω

|f(x)|dµ(x) =

∫

Ω+

|f(x)|dµ(x) =

∫

Ω+∩Ω−

|f(x)|dµ(x) +

∫

Ω+∩Ω−∞

|f(x)|dµ(x),

sincef(x) = 0 wheneverτ+(x) = ∞. Now, according to the integration formula (2.10),
∫

Ω+∩Ω−

|f(x)|dµ(x) =

∫

Ω+∩Ω−

|h(Φ(x, τ+(x)))|
τ−(x)e−τ+(x)

τ−(x) + τ+(x)

=

∫

Γ+\Γ+∞

dµ(z)

∫ τ−(z)

0

|h(z)|

τ−(z)
(τ−(z) − s)e−sds =

∫

Γ+\Γ+∞

|h(z)|
e−τ−(z) + τ−(z) − 1

τ−(z)
dµ(z)

6

∫

Γ+\Γ+∞

|h(z)|dµ(z).

In the same way, according to Eq. (2.11),
∫

Ω+∩Ω−∞

|f(x)|dµ(x) =

∫

Γ+∞

dµ+(z)

∫ ∞

0
|h(z)|e−sds =

∫

Γ+∞

|h(z)|dµ+(z).

One obtains thus that

‖f‖X =

∫

Ω

|f(x)|dµ(x) 6

∫

Γ+\Γ+∞

|h(z)|dµ(z) +

∫

Γ+∞

|h(z)|dµ(z) = ‖h‖L1
+
.

One proceeds in the same way to show that‖Tmaxf‖X 6 ‖h‖L1
+

. Sincef ∈ D(Tmax), let
us denote byf⋆ andf⋆ the representatives off provided by Proposition3.2. Let y ∈ Γ− and
0 < t < τ+(y). Since

τ−(Φ(y, t)) = t, while τ+(Φ(y, t)) = τ+(y) − t
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we have

f⋆(Φ(y, t)) = h (Φ(y, τ+(y)))
tet−τ+(y)

τ+(y)
χ{τ+(y)<∞} (3.10)

andB
−f(y) = limt→0 f⋆(Φ(y, t)) = 0 for a.e. y ∈ Γ−. In the same way, givenz ∈ Γ+ and

0 < t < τ+(z), we have

τ+(Φ(z,−t)) = t, while τ−(Φ(z,−t)) = τ−(z) − t.

Consequently,

f⋆(Φ(z,−t)) = h(z)

[
(τ−(z) − t)e−t

τ−(z)
χ{τ−(z)<∞} + e−tχ{τ−(z)=∞}

]
,

so thatB+f(z) = limt→0 f
⋆(Φ(z,−t)) = h(z) for a.e.z ∈ Γ+. This ends the proof. �

3.3. Transport equations with abstract boundary conditions. For any(linear) bounded bound-
ary operatorH ∈ B(L1

+, L
1
−), defineTH as

THψ = Tmaxψ for anyψ ∈ D(TH),

where
D(TH) =

{
ψ ∈ D(Tmax) ; B

+ψ ∈ L1
+,B

−ψ = HB
+ψ
}
.

For anyλ > 0, we define the operators:
{
Mλ : L1

− −→ L1
+

u 7−→ [Mλu] (y) = u(Φ(y,−τ−(y))) exp (−λτ−(y))χ{τ−(y)<∞}, (y ∈ Γ+) ;

{
Ξλ : L1

− −→ X

u 7−→ [Ξλu] (x) = u(Φ(x,−τ−(x))) exp (−λτ−(x))χ{τ−(x)<∞}, (x ∈ Ω) ;





Gλ : X −→ L1
+

f 7−→ [Gλf ] (z) =

∫ τ−(z)

0
f(Φ(z,−s)) exp(−λs)ds, (z ∈ Γ+) ;

and 



Cλ : X −→ X

f 7−→ [Cλf ] (x) =

∫ τ−(x)

0
f(Φ(x,−s)) exp(−λs)ds, (x ∈ Ω).

Thanks to Hölder’s inequality, all these operators are bounded on their respective spaces. Note
thatΞλ is a lifting operator which, to a givenu ∈ L1

− associates a functionf = Ξλu ∈ D(Tmax)
whose trace onΓ− is exactlyu (Theorem3.6). The operatorMλ transfers functions defined
on Γ− to functions defined onΓ+ and, using Theorem3.5, it is easy to see thatCλ coincides
with the resolvent ofT0, i.e. Cλf = (λ − T0)

−1f for any f ∈ X, λ > 0. In particular,
Rank(Cλ) ⊂ D(Tmax). Moreover, still using Theorem3.6, we see thatGλf = B

+Cλf for any
f ∈ X andMλu = B

+Ξλu for anyu ∈ L1
+. Finally, we see thatGλ is surjectivefor anyλ > 0.

Indeed, according to Proposition3.9, we have that for anyg ∈ L1
+, there is anf ∈ D(Tmax),

such thatB+f = g and B
−f = 0. The latter property means thatf ∈ D(T0) so that, for
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any λ > 0, there isψ ∈ X such thatf = R(λ,T0)ψ. In this case,g = B
+f = Gλψ and

‖ψ‖X 6 λ‖f‖X + ‖T0f‖X 6 (1 + λ)‖g‖X . The above operators allow to solve the boundary-
value problem {

(λ− Tmax)f = g

B
−f = HB

+f
(3.11)

whereg ∈ X andλ > 0. Precisely, we have

Proposition 3.10.Letg ∈ X be given. Assume that for someλ0 > 0 the series
∑∞

n=0(Mλ0
H)nGλ0

g
converges inL1

+. Then the function

f = Cλ0
g + Ξλ0

H

(
∞∑

n=0

(Mλ0
H)nGλ0

g

)
(3.12)

is a solution of(λ0 − TH)f = g. If, moreover,H > 0, then the thesis is valid for allλ > λ0.

PROOF: DefineSλ0
g =

∑∞
n=0(Mλ0

H)nGλ0
g. By assumption,Sλ0

g ∈ L1
+ so thatHSλ0

g ∈ L1
−.

Then, as we have already seen, bothCλ0
g andΞλ0

HSλ0
g belong toD(Tmax). This shows that

f = Cλ0
g + Ξλ0

HSλ0
g ∈ D(Tmax). Furthermore,

B
−f = B

−Cλ0
g + B

−Ξλ0
HSλ0

g = HSλ0
g

sinceCλ0
g ∈ D(T0) andB

−Ξλ0
u = u for all u ∈ L1

−. In a similar way,

B
+f = B

+Cλ0
g + B

+Ξλ0
HSλ0

g = Gλ0
g +Mλ0

HSλ0
g =

∞∑

n=0

(Mλ0
H)nGλ0

g = Sλ0
g,

so thatB−f = HB
+f , i.e. f ∈ D(TH). Finally, Theorems3.5 and3.6 assert respectively that

(λ0 − Tmax)Cλ0
g = g and(λ0 − Tmax)Ξλ0

u = 0 for anyu ∈ L1
+ so thatf solves (3.11) with

λ = λ0. The statement forH > 0 follows from the fact thatMλ andGλ decrease withλ and thus
the series in (3.12) converges for anyλ geqλ0. �

As a consequence, one gets the following generation result for contractive boundary operators
already stated in [8, 13]:

Theorem 3.11.AssumeH to be strictly contractive, i.e.‖H‖B(L1
+

,L1
−) < 1. ThenTH generates

aC0-semigroup of contractions(UH(t))t>0 and the resolvent(λ− TH)−1 is given by

(λ− TH)−1 = Cλ + ΞλH

(
∞∑

n=0

(MλH)nGλ

)
for any λ > 0 (3.13)

where the series is convergent inB(X).

PROOF: It is easy to see that‖Mλ‖ 6 1 for anyλ > 0. In particular,‖MλH‖ < 1 for anyλ > 0
and the series

∑∞
n=0(MλH)nGλ converges inB(X,L1

+). Fix nowg ∈ X and letf ∈ X be given
by (3.12). Proposition3.10ensures thatf is a solution of (3.11) while (3.5) implies that

λ |f‖X 6 ‖g‖X + ‖B−f‖L1
−
− ‖B+f‖L1

+
.
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Since‖B−f‖L1
−

= ‖HB
+f‖L1

−
< ‖B+f‖L1

+
, we getλ‖f‖X < ‖g‖X or, equivalently,

‖(λ− TH)f‖X > λ‖f‖X .

ThereforeTH is a densely defined dissipative operator (recall thatD(TH) contains the set of
compactly supported continuous functions) ofX. Moreover, the range of(λ − TH) is exactlyX
according to Proposition3.10so that the Lumer-Phillips Theorem leads to the generation result.
Now, the �

Remark 3.12. Hadamard’s criterion ensures that the series in(3.13) converges inB(X) for any
λ > 0 and any boundary operatorH such thatrσ(MλH) < 1.

4. MULTIPLICATIVE BOUNDARY CONDITIONS

In this section, we consider the general case‖H‖B(L1
+,L1

−) > 1, and we provide, in the spirit of
[17], a sufficient condition onH ensuring thatTH generates aC0-semigroup inX. Letχǫ denote
the following multiplication operator inL1

+:

[χǫu] (y) =

{
u(y) if τ−(y) 6 ǫ,

0 else,

for anyu ∈ L1
+ and anyǫ > 0. Our main result is the following

Theorem 4.1. LetH ∈ B(L1
+, L

1
−). If

lim sup
ǫ→0

‖Hχǫ‖B(L1
+

,L1
−) < 1, (4.1)

thenTH generates aC0-semigroup(VH(t))t>0 in X such that

‖VH(t)‖ 6
‖H‖

1 − ‖Hχǫ‖
exp

[
−
t

ε
log

(
1 − ‖Hχǫ‖

‖H‖

)]
(t > 0), (4.2)

for anyǫ > 0 such that‖Hχǫ‖ < 1.

The strategy to prove this result is adapted from [17] and consists in performing a suitable
change of the unknown function in (1.1) (similar to that used in [13, Chapter XIII]) so that the
new unknown satisfies an equivalent evolution problem (4.4) but with a boundary operator which
is contractive, provided the assumption (4.1) holds. More precisely, for anyα < 0, define the
multiplication operator inL1

+:

Mα : L1
+ ∋ u 7→ [Mαu] (y) = exp{α(τ−(y) ∧ k)}u(y) ∈ L1

+,

wherek is a positive real number to be fixed later. LetZα be defined by

Zα : X ∋ f 7→ [Zαf ] (x) = exp{α(τ−(x) ∧ k)}f(x) ∈ X.

SinceMα ∈ B(L1
+), it is possible to define the free streaming operatorTHMα associated to the

boundary operatorHMα ∈ B(L1
−, L

1
+) and theabsorption operator

AH,αψ(x) = THMαψ(x) − αχ{τ−(x)6k}ψ(x), ψ ∈ D(AH,α),
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where

D(AH,α) = D(THMα) =
{
ψ ∈ D(Tmax) ; B

±ψ ∈ L1
±,B

−ψ = HMαB
+ψ
}
.

The unbounded operatorsTH andAH,α are related by the following lemma.

Lemma 4.2. For any0 < α < 1, Z−1
α D(TH) = D(AH,α) andTH = ZαAH,αZ

−1
α .

Proof. Let 0 < α < 1 be fixed. One sees easily thatZα is a continuous bijection fromX onto
itself. Its inverse is given by

Z−1
α : f ∈ X 7→ Z−1

α f(x) = exp{−α(τ−(x) ∧ k)}f(x) ∈ X.

Note thatZ−1
α ∈ B(X) becausesup{τ−(x) ∧ k ; x ∈ Ω} 6 k. Now, let f ∈ D(TH) and

g = Z−1
α f. First we show thatg ∈ D(Tmax). From (3.3), on the set{x ∈ Ω ; τ−(x) 6 k} ⊂ Ω−,

Tmaxg(x) = lim
s→0

s−1 (g(Φ(x,−s)) − g(x))

= lim
s→0

s−1
(
e−α(τ−(Φ(x,−s))∧k)f(Φ(x,−s)) − e−ατ−(x)f(x)

)
.

Sinceτ−(Φ(x,−s)) = τ−(x) − s for any0 6 s < τ−(x), we get

Tmaxg(x) = e−τ−(x)α lim
s→0

s−1 (esαf(Φ(x,−s)) − f(x))

= e−τ−(x)α (αf(x) + Tmaxf(x))

for anyx ∈ Ω with τ−(x) 6 k. Since

g(x) = e−τ−(x)αf(x)χ{τ−(x)6k} + e−kαf(x)χ{τ−(x)>k}

we obtainTmaxg(x) = e−α(τ−(x)∧k) (α f(x)χ{τ−(x)6k} + Tmaxf(x)), i.e.

TmaxZ
−1
α f = Z−1

α

(
α f χ{τ−6k} + Tmaxf

)
(4.3)

so thatg ∈ D(Tmax). Still denoting byf andg their corresponding representatives provided by
Proposition3.2, one sees that, sinceτ−(y) ∧ k = 0 for anyy ∈ Γ−,

B
−g(y) = lim

s→0+
g(Φ(y, s)) = lim

s→0+
exp(−sα)f(Φ(y, s)) = B

−f(y).

Now, for anyz ∈ Γ+, using thatτ−(Φ(z,−s)) = τ−(z) − s for any0 < s < τ−(z), we have

B
+g(z)) = lim

s→0+
g(Φ(z,−s)) = lim

s→0+
exp (−α ((τ−(z) ∧ k) − s)) f(Φ(z, s))

= exp (−α (τ−(z) ∧ k))B
+f(z),

i.e. B
+g = M−1

α B
+f. ConsequentlyB±g ∈ L1

± and B
−g = HMαB

+g. This proves that
g ∈ D(AH,α) i.e. Z−1

α D(TH) ⊂ D(AH,α). The converse inclusion is proved similarly. Finally,
for anyf ∈ D(TH), (4.3) readsTHMαZ

−1
α f = Z−1

α

(
αχ{τ−6k}f + THf

)
, i.e.

ZαAH,αZ
−1
α f = THf ∀f ∈ D(TH)

which completes the proof. �
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Remark 4.3. Note that the characteristic functionχ{τ−6k} in the definition ofAH,α is missing
in the force-free case studied in[17] but has to be considered if one wishes to take into account
characteristic curves with infinite length.

The above lemma shows that the evolution problem




∂tf(x, t) + F(x) · ∇xf(x, t) + αχ{τ−(x)6k}f(x, t) = 0

B
−f = HMαB

+f

f(x, 0) = exp{−α(τ−(x) ∧ k)}g0(x), (x ∈ Ω)

(4.4)

is equivalent, by the change of variables, to problem (1.1). Consequently, to prove thatTH is
a generator of aC0-semigroup(VH(t))t>0 in X, it suffices to show thatAH,α generates aC0-
semigroup(VH,α(t))

t>0 in X (for some negativeα1). Moreover, by Theorem3.11, it is enough
to find a negativeα such that‖HMα‖ < 1. We are now in position to prove Theorem4.1.

PROOF OFTHEOREM 4.1: DefineQ = {α < 0 ; ‖HMα‖ < 1}. As explained above, Lemma4.2
and Theorem3.11imply that ifQ 6= ∅, thenTH generates aC0-semigroup(VH(t))t>0 such that

VH(t) = ZαVH,α(t)Z−1
α (t > 0, α ∈ Q), (4.5)

where(VH,α(t))
t>0 is aC0-semigroup inX with generatorAH,α (α ∈ Q). Using assumption

(4.1), let us fix ǫ > 0 so that‖Hχǫ‖ < 1 and choosek to be larger thanǫ. Then, for any
0 < α < 1,

‖HMα‖ 6 ‖Hχǫ Mα‖ + ‖H (I − χǫ)Mα‖ 6 ‖Hχǫ‖ + ‖H‖ ‖(I − χǫ)Mα‖.

Moreover
‖(I − χǫ)Mα‖ = sup { exp[α(τ−(y) ∧ k)] ; y ∈ Γ+ and(τ−(y) ∧ k) > ǫ}

6 exp(ǫα) (α < 0).

Consequently,
‖HMα‖ 6 ‖Hχǫ‖ + ‖H‖ exp(ǫα)

andα ∈ Q provided

ǫα < log

(
1 − ‖Hχǫ‖

‖H‖

)
. (4.6)

Therefore,Q 6= ∅ andTH is a generator of aC0-semigroup(VH(t))t>0 in X. On the other
hand, sinceAH,αg = THMαg − αχ{τ−6k}g for anyg ∈ D(AH,α), and sinceTHMα generates
aC0-semigroup of contractions, we see that

‖VH,α(t)‖ 6 exp (−tα) (t > 0, α ∈ Q).

Next, we see that

‖Zα‖ 6 1 and ‖Z−1
α ‖ 6 exp(−kα), (α ∈ Q),

hence (4.5) implies‖VH(t)‖ 6 exp(−(k + t)α) for anyt > 0 and anyα ∈ Q. Noting that the set
Q is independent ofk (actually it depends only onǫ andH through (4.6)), we may letk go toǫ so
that

‖VH(t)‖ 6 exp(−(ε+ t)α) (t > 0, α ∈ Q).
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Now, for any fixedε > 0, optimizing the free parameterα in (4.6) we obtain (4.2). �

The estimate (4.2) on ‖VH(t)‖ certainly is not optimal and can be improved for some geome-
tries of the phase space. One such case is described in the corollary below.

Corollary 4.4. Assume thatinf{τ−(y) ; y ∈ Γ+} = ℓ0 > 0. Then, for any boundary operator
H ∈ B(L1

+, L
1
−), TH generates aC0-semigroup(VH(t))t>0 in X such that

‖VH(t)‖ 6 max{1, ‖H‖} exp (max{0, log ‖H‖}t/ℓ0) (t > 0).

Proof. According to Theorem3.11, it suffices to prove the result for‖H‖ > 1. Noting that

‖Hχε‖ =

{
0 if 0 < ε < ℓ0

‖H‖ if ε > ℓ0,

we immediately see that

inf

{
1

ǫ
log

(
1 − ‖Hχε‖

‖H‖

)
; ‖Hχǫ‖ < 1

}
= −

log ‖H‖

ℓ0
.

The proof becomes now a straightforward application of Theorem4.1. �

This corollary shows that ifΩ is a phase space in which the lengthes of characteristic curves are
bounded away from0, then the general transport equation (1.1) is well-posed for any bounded
boundary operator H ∈ B(L1

+, L
1
−). Let us illustrate the above result with a few examples.

Example 4.5. In the first example we consider the force–free Vlasov equation in a slab of thick-
ness2a, (a > 0). In such a case,Ω = {x = (x, v) ∈ R2 ; −a < x < a , −1 < v < 1} and
F(x) = (v, 0). It is not difficult to see (see for instance [17, Section 4.1]) that the above Corollary
applies in this case sinceinf{τ−(y) ; y ∈ Γ+} = 2a > 0.

Consider now an example of the Vlasov equation with a non trivial force term for which Corol-
lary 4.4still applies.

Example 4.6. Let us consider the following two-dimensional phase space:

Ω = {x = (x, y) ∈ R2 ; x2 + y2 < 2 and − 1 < y < 1}

with the fieldF(x) = (−y, x) for anyx = (x, y) ∈ Ω. In such a case, the characteristic curves
arecircular, namely

Φ(x, s) = (x cos s− y sin s, x sin s+ y cos s), x = (x, y), s ∈ R.

In particular, for anyx = (x, y) ∈ Ω such thatx2 + y2 < 1, one hasτ±(x) = ∞. Moreover,

Γ± = {(x,−1) ; −1 < ±x < 0} ∪ {(x, 1) ; 0 < ±x < 1}.

In this case, one can easily check thatinf{τ−(y) ; y ∈ Γ+} = π/2.
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5. CONSERVATIVE BOUNDARY CONDITIONS

In this section we consider the case of conservative boundary conditions. Note that such bound-
ary conditions arise naturally in the study of gas dynamics [13] and are typically associated to a
boundary operatorH such that

‖Hψ‖ = ‖ψ‖, for any ψ ∈ L1
+, ψ > 0.

Theorem4.1does not apply to such boundary operators since

‖Hχǫ‖ = ‖χǫ‖ = 1 for any ǫ > 0.

Therefore to deal with the generation properties of the operatorTH , we shall proceed in a different
way adapting techniques used in [5] in the force-free case. From now on, we adopt the following
assumptions, which are more specific than the condition above.

Assumption 5.

(a) The boundary operatorH ∈ B(L1
+, L

1
−) is positive.

(b) ‖H‖ = 1.
(c) If f ∈ L1

+ is non-negative andHf = 0, thenf = 0.

Under these hypotheses we can prove the existence result given in Theorem5.1. This result,
with different proof, can be found in [8]. A less general version of it has been obtained also in
[5, Theorem 2.8]. The proof in the case including the force fieldF, which we present below for
self-consistency of the paper, is the same as in [5] since it only uses the series representation of
the resolvent ofTH and the generation result for contractive boundary operators (Theorem3.11).

For any0 < r < 1, let (Vr(t))t>0 be theC0-semigroup ofX generated byTrH (whose
existence is given by Theorem3.11).

Theorem 5.1. Let H satisfy Assumption(5). Then, for anyt > 0 and anyf ∈ X the limit
VH(t)f = limrր1 Vr(t)f exists inX and defines a substochastic semigroup(VH(t))t>0. If
(A,D(A)) is the generator of(VH(t))t>0, then its resolvent is given by

(λ− A)−1f = Cλf +
∞∑

n=0

ΞλH(MλH)nGλf for anyf ∈ X, λ > 0, (5.1)

where the series converges inX.

PROOF: According to Theorem3.11, for any0 < r < 1 and any fixedλ > 0, the resolvent ofTrH

is given by

(λ− TrH)−1 = Cλ +

∞∑

n=0

rn+1BλH(MλH)nGλ

with sup0<r<1 ‖(λ − TrH)−1‖ 6 λ−1. Then, for anyf > 0, the functionr ∈ (0, 1) 7→ (λ −
TrH)−1f is non-negative and non-decreasing so that the following limit exists

R(λ)f = lim
rր1

(λ− TrH)−1f = Cλf +
∞∑

n=0

ΞλH(MλH)nGλf
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where the series converges absolutely because of the monotone convergence theorem. It is easy to
check that‖R(λ)f‖ 6 λ−1‖f‖. Now, forf = f+−f−, we defineR(λ)f = R(λ)f+−R(λ)f−

so thatR(λ) is a linear and bounded operator inX with ‖R(λ)‖ 6 λ−1. Furthermore, the range
of R(λ) is dense inX since it contains theC∞

0 (Ω). Indeed, iff ∈ C∞
0 (Ω), then(λ−TrH)f =

(λ − TH)f = g is independent of0 < r < 1, so that(λ − TrH)−1g = f → R(λ)g asr ր 1.
Now, thanks to Trotter-Kato Theorem, there exists an operator (A,D(A)) which generates aC0-
semigroup(VH(t))t>0 in X and such thatR(λ) = (λ − A)−1 for anyλ > 0 andVH(t)f =
limrր1 Vr(t)f, for anyt > 0. �

Remark 5.2. We note that the expression(5.1) implies that(VH(t))t>0 does not depend on the
choice of the approximating sequence of semigroups(Vr(t))t>0. Indeed, for any sequence of non-
negative boundary operators(Hn)n ⊂ B(L1

+, L
1
−) withHnf ր Hf asn→ ∞ for any nonneg-

ativef ∈ L1
+, one can check thatVHn(t) converges strongly toVH(t).

Remark 5.3. Note that, in contrast to what happens in the force-free case[5, Theorem 2.8]we
cannot say at this moment that(A,D(A)) is an extension of(TH ,D(TH)). This, however, will
become clear by Theorem5.7.

Remark 5.4. Note that, arguing as in[5, Corollary 2.10], we can show that, for anyλ > 0, the
series

∑∞
n=0 ΞλH(MλH)n defines a bounded linear operator fromL1

+ toX whose norm is less
than (or equal to)(λ+ 1)/λ.

5.1. Characterization of D(A). In this section we characterize the domain ofA by adapting the
extensions techniques used in [5, Section 3] in the force-free case. Such extension techniques are
similar to those introduced in [4] in a different context (see also [6]). Precisely, let us denote by
E− the set of all measurable functions defined on(Γ−,dµ−) taking values in the extended set of
realsR ∪ {±∞}. It is clear thatL1

− ⊂ E−. In the sequel we shall denoteΞ := Ξ1 ∈ B(L1
−,X).

ThroughΞ, we define the setF− ⊂ E− as follows:f ∈ F− if and only if for any non-negative and
non-decreasing sequence(fn)n ⊂ L1

−, satisfyingsupn fn = |f | we havesupn Ξfn ∈ X. Such a
sequence will be called aΞ-approximating sequence off .

Definition 5.5. For anyf ∈ F−, f > 0, we defineΠf := supn Ξfn ∈ X, for anyΞ–approximating
sequence(fn)n of f . If f = f+ − f−, we defineΠf asΠf = Πf+ − Πf−.

Note that, from [5, Lemma 3.1], the operatorΠ is well-defined fromF− toX in the sense that
the value ofΠ does not depend on the choice of theΞ-approximating sequence off .

In the same way, we define the setE+ ⊃ L1
+ to be the set of all extended real-valued measurable

functions defined on(Γ+,dµ+). Now, through the boundary operatorH, we construct a subset
F+ of E+ as the set of all functionsψ ∈ E+ such thatsupnHψn ∈ F− for any non-negative and
nondecreasing sequence(ψn)n of L1

+ such thatsupn ψn = |ψ|. Such a sequence will be called an
H-approximating sequence ofψ. We have the following definition

Definition 5.6. For anyψ ∈ F+,ψ > 0, defineHψ := supnHψn ∈ F−, for anyH-approximating
sequence(ψn) ofψ. If ψ = ψ+ − ψ−, we defineHψ asHψ = Hψ+ − Hψ−.

Here again, the above operator is well-defined by virtue of [5, Lemma 3.4]. We are now in
position to precisely describe the domain ofA.



SEMIGROUPS FOR GENERAL TRANSPORT EQUATIONS 27

Theorem 5.7. LetAssumption 5 be satisfied. Thenϕ ∈ D(A) if and only if

(1) ϕ ∈ D(Tmax), B
±ϕ ∈ F±,

(2) B
−ϕ = HB

+ϕ
(3) limn→∞ ‖ΠH(MH)nB

+ϕ‖X = 0.

Moreover, for anyϕ ∈ D(A), Aϕ = Tmaxϕ.

PROOF: We refer the reader to [5, Theorem 3.6] for the proof of the above Theorem. Actually,
the main ingredient of the proof is the representation formula (3.13) whereas the explicit expres-
sions of the operatorsMλ, Ξλ, Cλ andGλ do not play any role in the proof. Note that, though
the range ofM is E+  F+, it can be check that, for anyϕ satisfying 1) and 2), the sequence
(ΠH(MH)nB

+ϕ)n is well-defined. �

An important consequence of the above characterization is that it explains the link between the
domains ofTH and that ofA.

Proposition 5.8. Let ϕ ∈ D(A) be such thatϕ|Γ±
∈ L1

±. Thenϕ ∈ D(TH), i.e. ϕ|Γ−
=

H(ϕ|Γ+
).More precisely,ϕ ∈ D(TH) if and only ifϕ ∈ D(A) and the series

∑∞
n=0(M1H)nG1f

is convergent inL1
+ wheref = (1−A)ϕ. In particular,A = TH if and only if

∑∞
n=0(M1H)nG1f

converges inL1
+ for anyf ∈ X.

PROOF: Let ϕ ∈ D(A). According to Theorem5.7, B
−ϕ = HB

+ϕ which, sinceB−ϕ ∈ L1
−,

readsϕ|Γ−
= H(ϕ|Γ+

). Sinceϕ ∈ D(Tmax), it is then clear thatϕ ∈ D(TH).
Assume now thatϕ ∈ D(TH). As above,ϕ ∈ D(A) andϕ|Γ±

∈ L1
±. Let f = (1 − A)ϕ and

let ψn =
∑n+1

k=0(M1H)kG1f for n > 0. Assume for a while thatf > 0. We can show that

sup
n
ψn = B

+ϕ ∈ L1
+

which implies the convergence of the series
∑∞

k=0(M1H)kG1f in L1
+, which extends for arbitrary

f by linearity. Conversely, letϕ ∈ D(A) andf = (1 −A)ϕ. If
∑∞

k=0(M1H)kG1f converges in
L1

+, then we getB+ϕ ∈ L1
+ in the same way and, from the first part,ϕ ∈ D(TH). �

The above result shows that(A,D(A)) is an extension of(TH ,D(TH)). Moreover, ifTH

does not generate aC0-semigroup inX, then the set

D(A) \ D(TH) = {f ∈ D(A) ; f|Γ±
/∈ L1

±} 6= ∅,

and if TH is not closed, then there existsϕ ∈ D(TH) such thatϕ|Γ±
/∈ L1

±. The main scope
of the following section is to determine the necessary and sufficient condition onH ensuring the
stochasticity of(VH(t))t>0.

5.2. Stochasticity of (VH(t))t>0. In this section, we assume that, besidesAssumption 5, H
satisfies conservativeness assumption mentioned at the beginning of this section, i.e.

‖Hψ‖L1
−

= ‖ψ‖L1
+

for anyψ ∈ L1
+, ψ > 0. (5.2)
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In such a case, one expects the semigroup(VH(t))t>0 to bestochastic, that is,
∫

Ω

VH(t)f dµ =

∫

Ω

f dµ (f ∈ X). (5.3)

Indeed, a consequence of Green’s formula (Proposition3.7) is that
∫

Ω

THf dµ = 0 for anyf ∈ D(TH).

Since d
dt
VH(t)f = AVH(t)f for anyt > 0 and anyf ∈ D(A), (5.3) should be true at least when

A = TH (see [19]). In this section we give necessary and sufficient conditions ensuring (5.3) to
hold. For anyf ∈ X, f > 0, we define

β(f) := lim
n→∞

∫

Γ+

(M1H)nG1f(y)dµ+(y) > 0. (5.4)

This limit exists since‖M1H‖ 6 1 so that the the right-hand-side of (5.4) is a decreasing numeri-
cal sequence. For arbitraryf ∈ X, β(f) is defined by linearity. We have

Theorem 5.9. TheC0-semigroup(VH(t))t>0 is stochastic in X if and only ifβ(f) = 0 for any
f ∈ X.

PROOF: Let us fixf ∈ X, f > 0 and letϕ = (1 − A)−1f. For anyn > 1, define

ϕn = R(1,T0)f +
n∑

k=0

ΞH(M1H)kG1f = R(1,T0)f + ΞH
n∑

k=0

(M1H)kG1f.

According to (5.1), we haveϕn → ϕ in X andϕn ∈ D(Tmax) with Tmaxϕn + f = ϕn for any
n > 1. Now, set

un :=

n∑

k=0

H(M1H)kG1f ∈ L1
−, and ψn =

n+1∑

k=0

(M1H)kG1f ∈ L1
+.

Then it is clear thatψn = B
+ϕn andϕn = R(1,T0)f + Ξun. Consequently, Green’s formula

(Proposition3.7) yields
∫

Ω

ϕndµ =

∫

Ω

fdµ+

∫

Γ−

undµ− −

∫

Γ+

ψndµ+. (5.5)

Sinceun = Hψn−1 andψn > 0, (5.2) yields
∫

Ω

ϕndµ =

∫

Ω

fdµ+

∫

Γ+

(ψn−1 − ψn)dµ+.

Now, using thatψn − ψn−1 = (M1H)n+1G1f and passing to the limit asn→ ∞, we obtain
∫

Ω

ϕdµ =

∫

Ω

fdµ− β(f). (5.6)

Consequently,β(f) = 0 if and only if ‖(1 − A)−1f‖X = ‖f‖X . Now, it is easy to see that the
stochasticity of(VH(t))t>0 is equivalent to the property that‖(1 − A)−1f‖X = ‖f‖X for any
nonnegativef ∈ X. �
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Remark 5.10. Note that, as in[5], for anyf ∈ X andϕ = (1 − A)−1f :

β(f) =

∫

Ω

Aϕ(x)dµ(x).

Remark 5.11. SinceG1 is surjective according to Proposition3.9, we haveβ(f) = 0 for any
f ∈ X if and only if‖(M1H)ng‖L1

+
−→ 0 for anyg ∈ L1

+.

Proposition 5.12. Assume thatH is conservative. Then, the following are equivalent:

1) (VH(t))t>0 is stochastic;
2) A = TH ;

3)
∫

Ω

Aϕ = 0 for anyϕ ∈ D(A).

PROOF: The equivalence between1) and3) is nothing but (5.6). Let us prove the implication
1) ⇒ 2). Takeϕ ∈ D(A), the implication is proven if we are able to construct a sequence
(ϕn)n ⊂ D(TH) such that

{
ϕn −→ ϕ (n → ∞)

(1 − TH)ϕn −→ f = (1 − A)ϕ in X.
(5.7)

For anyn ∈ N, definegn = (M1H)nG1f ∈ L1
+. Then, using Proposition3.9, for anyn > 1,

there existsψn ∈ D(Tmax) such thatB−ψn = 0 andB
+ψn = gn with ‖ψn‖X 6 ‖gn‖L1

+
and

‖T0ψn‖X 6 ‖gn‖L1
+
. As in [5, Proposition 4.4], we can define

ϕn = R(1,T0)f +

n−1∑

k=0

ΞH(M1H)kG1f − ψn

and show thatϕn ∈ D(TH). Since(VH(t))t>0 is assumed to be stochastic, from Theorem5.9
we infer that‖gn‖L1

+
→ 0 asn → ∞ so thatψn → 0 andT0ψn → 0. Then it is easy to see

that (ϕn)n satisfies (5.7). This proves that1) ⇒ 2). Finally we explained the idea underlying
the converse implication2) ⇒ 1) at the beginning of this subsection (see the considerationsafter
formula (5.3)). We refer to [5, Proposition 2.11] for a detailed proof using both Green’s formula
and a density argument. �

Now we discuss spectral propertiesMλH which ensure stochasticity of(VH(t))t>0. The proof
of the following can be seen as a simple adaptation of that of [5, Theorem 4.5], where the explicit
expressions of the various operatorsΞλ,Mλ,Gλ do not play any role but the main idea goes back
to [12] (see also [6, Theorem 4.3]).

Theorem 5.13.1) For anyλ > 0, 1 /∈ σp(MλH);
2) 1 ∈ ̺(MλH) for some/allλ > 0 if and only ifA = TH ;
3) 1 ∈ σc(MλH) for some/allλ > 0 if and only ifA = TH 6= TH .
4) 1 ∈ σr(MλH) for some/allλ > 0 if and only ifA ! TH .
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PROOF: 1) The fact that1 cannot belong to the point spectrum ofMλH (λ > 0) is a simple
consequence of Assumption5 (c) and of the inclusion{λ > 0} ⊂ ̺(A).

2) If there existsλ > 0 such that1 ∈ ̺(MλH), then, since the series (3.13) converges in the
norm topology to(λ − TH)−1, we haveA = TH . Conversely, assume thatA = TH . Then, for
anyf ∈ X, the series

∑∞
n=0(MλH)nGλf converges inL1

+ according to Proposition5.8. Now,
sinceGλ is surjective, the series

∑∞
n=0(MλH)ng converges inL1

+ for any g ∈ L1
+. Denoting

by R(λ)g the limit, we see from the Banach-Steinhaus Theorem thatR(λ) ∈ B(L1
+) and that

R(λ)(1 −MλH) = (1 −MλH)R(λ), which proves that1 ∈ ̺(MλH).
3) Letλ > 0 be such that1 ∈ σc(MλH). Then

(1 −MλH)L1
+ = L1

+. (5.8)

Let ϕ ∈ D(A) be given and letf ∈ X be such thatϕ = (λ − A)−1f. SinceGλf ∈ L1
+,

there is a sequence(φn)n ⊂ L1
+ such that‖φn −MλHφn − Gλf‖L1

+
→ 0. Now, definegn =

φn − MλHφn − Gλf . According to Proposition3.9, there existsfn ∈ D(Tmax) such that
B

+fn = gn andB
−fn = 0. Moreover,fn → 0 andT0fn → 0. Now, setting

ϕn = fn + R(λ,T0)f + ΞλHφn

we see that(ϕn)n ⊂ D(TH) and(λ− TH)ϕn → f . Furthermore

ΞλHφn =

∞∑

k=0

ΞλH(MλH)k(φn −MλHφn) =

∞∑

k=0

ΞλH(MλH)k(gn +Gλf),

where both above series are convergent by Remark5.4. Using again Remark5.4, we see that∑∞
k=0 ΞλH(MλH)kgn → 0 so thatϕn → ϕ and this proves thatA = TH .
Conversely, assumeA = TH 6= TH and letg ∈ L1

+. Definegn =
∑n−1

k=0(M1H)kg. Then,
gn ∈ L1

+ and, clearly(1 −M1H)gn = g − (M1H)ng. Sinceβ(f) = 0, according to Remark
5.11, one has‖(1 −M1H)gn − g‖L1

+
→ 0 so that (5.8) holds. SinceA 6= TH , one has1 ∈

σ(M1H) \ σp(M1H) which proves that1 ∈ σc(M1H).
4) The last assertions is now clear since all the possibilities have been exhausted. �

As in [5, Corollary 4.6], we provide here a useful criterion (see [5, Section 5] for several
application in the force–free case).

Corollary 5.14. (VH(t))t>0 is stochastic if and only if1 /∈ σp((MλH)⋆) for anyλ > 0. Moreover,
if (VH(t))t>0 is not stochastic, then there exists anon-negative γ ∈ (L1

+)⋆, γ 6= 0, such that
γ = (MλH)⋆γ.

APPENDIX A: PROOF OFTHEOREM 3.5

We prove here the Theorem3.5announced in Section3.2. The proof is divided into three steps:

• Step 1.Let us first check that the family of operators(U0(t))t>0 is a nonnegative contractive
C0-semigroup inX. Thanks to Proposition2.3, we can prove that, for anyf ∈ X and anyt > 0,
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the mappingU0(t)f : Ω → R is measurable and the semigroup propertiesU0(0)f = f and
U0(t)U0(s)f = U0(t+ s)f (t, s > 0) hold. Let us now show that‖U0(t)f‖X 6 ‖f‖X . We have

‖U0(t)f‖X =

∫

Ω+

|U0(t)f |dµ+

∫

Ω−∩Ω+∞

|U0(t)f |dµ+

∫

Ω−∞∩Ω+∞

|U0(t)f |dµ.

Propositions2.10and2.3yield
∫

Ω+

|U0(t)f |dµ =

∫

Γ+

dµ+(y)

∫ τ−(y)

0
|U0(t)f(Φ(y,−s))|ds

=

∫

Γ+

dµ+(y)

∫ max(0,τ−(y)−t)

0
|f(Φ(y,−s− t))|ds

6

∫

Γ+

dµ+(y)

∫ max(t,τ−(y))

t

|f(Φ(y,−r))|dr 6

∫

Ω+

|f |dµ.

In the same way we obtain
∫

Ω−∩Ω+∞

|U0(t)f |dµ =

∫

Γ−∞

dµ−(y)

∫ ∞

0
|U0(t)f(Φ(y, s))|ds =

∫

Ω−∩Ω+∞

|f |dµ,

and ∫

Ω−∞∩Ω+∞

|U0(t)f |dµ =

∫

Ω−∞∩Ω+∞

|f |dµ.

This proves contractivity ofU0(t). Let us now show thatU0(t)f is continuous, i.e.

lim
t→0

‖U0(t)f − f‖X = 0.

It is enough to show that this property holds for anyf ∈ C∞
0 (Ω). In this case,limt→0 U0(t)f(x) =

f(x) for anyx ∈ Ω. Moreover,supx∈Ω |U0(t)f(x)| 6 supx∈Ω |f(x)| and the support ofU0(t)f
is bounded, so that the Lebesgue dominated convergence theorem leads to the result. This proves
that(U0(t))t>0 is aC0-semigroup of contractions inX. LetA0 denote its generator.
• Step 2.To show thatD(A0) ⊂ D(T0) let f ∈ D(A0), λ > 0 andg = (λ− A0)f. Then,

f(x) =

∫ τ−(x)

0
exp(−λt) g(Φ(x,−t))dt, (x ∈ Ω).

Let y ∈ Γ− and0 < t < τ+(y). Noting thatt = τ− (Φ(y, t)), by Proposition2.3we obtain

f(Φ(y, t)) =

∫ t

0
exp(−λs) g(Φ(Φ(y, t),−s)ds =

∫ t

0
exp(−λs) g(Φ(y, s − t))ds

=

∫ t

0
exp(−λ(t− s)) g(Φ(y, s))ds.

Consequently,limt→0+ f(Φ(y, t)) = 0 a.e. y ∈ Γ−, i.e. B
−f = 0. Next we show that

〈Tmax, ψ〉 = 〈λf − g, ψ〉 for anyψ ∈ C∞
0 (Ω), where〈·, ·〉 denotes the usual duality product
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of X. Indeed
∫

Ω

ψTmaxf dµ =

∫

Ω

f(x)F(x) · ∇ψ(x)dµ(x)

=

∫

Ω+

f(x)F(x) · ∇ψ(x)dµ(x) +

∫

Ω−∩Ω+∞

f(x)F(x) · ∇ψ(x)dµ(x)

+

∫

Ω−∞∩Ω+∞

f(x)F(x) · ∇ψ(x)dµ(x)

= I1 + I2 + I3.

Arguing as in Step 1, we observe that, for anyy ∈ Γ+ and0 < t < τ−(y),

f(Φ(y,−t)) =

∫ τ−(y)

t

exp(−λ(s− t))g(Φ(y,−s))ds,

and, by Proposition2.10,

I1 =

∫

Γ+

dµ+(y)

∫ τ−(y)

0
f(Φ(y,−t))F(Φ(y,−t)) · ∇ψ(Φ(y,−t))dt

=

∫

Γ+

dµ+(y)

∫ τ−(y)

0
F(Φ(y,−t)) · ∇ψ(Φ(y,−t))dt×

×

∫ τ−(y)

t

exp(−λ(s− t))g(Φ(y,−s))ds.

Recall that, according to the definition ofΦ(·, ·),

d

dt
ψ (Φ(y,−t)) = −F(Φ(y,−t)) · ∇ψ(Φ(y,−t)),

for a.e.y ∈ Γ+ and allt > 0, so that

I1 = −

∫

Γ+

dµ+(y)

∫ τ−(y)

0
g(Φ(y,−s))ds

∫ s

0
exp(−λ(s − t))

d

dt
(ψ(Φ(y,−t))) dt

=

∫

Γ+

dµ+(y)

∫ τ−(y)

0
g(Φ(y, s))×

×

{
λ

∫ s

0
exp(−λ(s− t))ψ(Φ(y,−t))dt − ψ(Φ(y,−s))

}
ds.

Using again Proposition2.10, we obtain

I1 = −

∫

Ω+

(g(x) − λf(x))ψ(x)dµ(x). (A.1)
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Let us now computeI2. Proposition2.10yields

I2 =

∫

Γ−∞

dµ−(y)

∫ ∞

0
f(Φ(y, t))F(Φ(y, t)) · ∇ψ(Φ(y, t))dt

=

∫

Γ−∞

dµ−(y)

∫ ∞

0
F(Φ(y,−t)) · ∇ψ(Φ(y,−t))dt×

×

∫ t

0
exp(−λ(t− s))g(Φ(y, s))ds,

and, as above,

I2 = −

∫

Γ−∞

dµ−(y)

∫ ∞

0
g(Φ(y, s))ds

∫ ∞

s

exp(−λ(t− s))
d

dt
(ψ(Φ(y, t))) dt

=

∫

Γ−∞

dµ−(y)

∫ ∞

0
g(Φ(y, s))×

×

{
λ

∫ ∞

s

exp(−λ(t− s))ψ(Φ(y, t))dt − ψ(Φ(y, s))

}
ds,

which results in

I2 = −

∫

Ω−∩Ω+∞

(g(x) − λf(x))ψ(x)dµ(x). (A.2)

Finally, since

f(x) =

∫ ∞

0
exp(−λt)g (Φ(x,−t)) dt for any x ∈ Ω−∞ ∩ Ω+∞,

we argue as above to get

I3 =

∫

Ω−∞∩Ω+∞

g(z)dµ(z)

∫ ∞

0
exp(−λt)

d

dt
(ψ(Φ(z, t))) dt

= −

∫

Ω−∞∩Ω+∞

g(z)dµ(z) + λ

∫

Ω−∞∩Ω+∞

g(z)dµ(z)

∫ ∞

0
exp(−λt)g(Φ(z,−t))dt,

which gives

I3 = −

∫

Ω−∞∩Ω+∞

(g(x) − λf(x))ψ(x)dµ(x). (A.3)

Combining (A.1)–(A.3) leads to
∫

Ω

ψTmaxf dµ = −

∫

Ω

ψ(x) (g(x) − λf(x)) dµ(x)

which proves thatf ∈ D(Tmax) and(λ−Tmax)f = g. SinceB
−f = 0, we see thatf ∈ D(T0)

andA0f = T0f = λf − g.
• Step 3.Let us show now the converse inclusionD(T0) ⊂ D(A0). Let f ∈ D(T0). For almost
everyy ∈ Γ− and any0 < s < s0 < τ+(y) we have

f(Φ(y, s)) − f(Φ(y, s0)) = −

∫ s

s0

d

dσ
f(Φ(y, σ))dσ. (A.4)
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Lettingx = Φ(y, s0) andt = s− s0 ∈ (0, τ−(y)), this yields

f(Φ(x,−t)) − f(x) =

∫ t

0
(Tmaxf)(Φ(x,−r))dr.

According to the explicit expression ofU0(t), this means that

U0(t)f(x) − f(x) =

∫ t

0
U0(r)Tmaxf(x)dr (A.5)

holds for anyx ∈ Ω−, andt < τ−(x). In the same way, takings = 0 in (A.4) and setting again
x = Φ(y, s0) andt = s0 = τ−(x), we get

−f(x) = −

∫ 0

τ−(x)
(Tmaxf)(Φ(x,−r)dr.

This shows that Eq. (A.5) holds true for anyx ∈ Ω− and anyt > τ−(x). Now, let us show that
(A.5) is still valid forx ∈ Ω−∞. Let us choose a sequence(fk)k ⊂ D(Tmax)∩C 1(Ω) converging
to f in the graph norm ofTmax. It is clear thatfk fulfills (A.5) for anyx ∈ Ω−∞, i.e

U0(t)fk(x) − fk(x) =

∫ t

0
U0(r)Tmaxfk(x)dr, for anyx ∈ Ω−∞, t > 0, k ∈ N.

Set

G(t)f(x) =

∣∣∣∣U0(t)f(x) − f(x) −

∫ t

0
U0(r)Tmaxf(x)dr

∣∣∣∣ ,

for anyx ∈ Ω−∞, t > 0. We have
∫

Ω−∞

G(t)f(x)dµ(x) 6

∫

Ω−∞

G(t)(f − fk)(x)dµ(x) +

∫

Ω−∞

G(t)fk(x)dµ(x)

6 ‖U0(t)(f − fk)‖X + ‖f − fk‖X +

∫ t

0
‖U0(r)Tmax(f − fk)‖Xdr.

Since the right-hand side term goes to zero ask → ∞,
∫
Ω−∞

G(t)f(x)dµ(x) = 0 and therefore
G(t)f(x) = 0 for almost everyx ∈ Ω−∞. This shows that (A.5) holds true for almost every
x ∈ Ω−∞ and anyt > 0. Consequently,f ∈ D(A0) with A0f = Tmaxf.
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