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#### Abstract

We are concerned with singular elliptic equations of the form $-\Delta u=p(x)(g(u)+f(u)+$ $\left.|\nabla u|^{a}\right)$ in $\mathbb{R}^{N}(N \geq 3)$, where $p$ is a positive weight and $0<a<1$. Under the hypothesis that $f$ is a nondecreasing function with sublinear growth and $g$ is decreasing and unbounded around the origin, we establish the existence of a ground state solution vanishing at infinity. Our arguments rely essentially on the maximum principle. 2000 Mathematics Subject Classification: 35B50, 35J65, 58J55. Key words: ground state solution, singular elliptic equation, convection term, maximum principle.


## 1 Introduction and the main result

The Lane-Emden-Fowler equation originated from earlier theories concerning gaseous dynamics in astrophysics around the turn of the last century (see, e.g., Fowler [12]). It also arises in the study of fluid mechanics, relativistic mechanics, nuclear physics and in the study of chemical reaction systems, one can see the survey article by Wong [25] for detailed background of the generalized Emden-Fowler equation. The Lane-Emden-Fowler equation has been studied by many authors using various methods and techniques. For example, critical point theory, fixed point theory, topological degree theory and coincidence degree theory are widely used to study the existence of the BVP for ordinary and partial differential equations (see, e.g., Agarwal and O'Regan [1], Arcoya [4], Hale and Mawhin [18], Mawhin and Willem [20], Nato and Tanaka [21], Wang [24], etc.).

We are concerned in this paper with the following singular Lane-Emden-Fowler type problem

$$
\begin{cases}-\Delta u=p(x)\left(g(u)+f(u)+|\nabla u|^{a}\right) & \text { in } \mathbb{R}^{N},  \tag{1.1}\\ u>0 & \text { in } \mathbb{R}^{N}, \\ u(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty\end{cases}
$$

where $N \geq 3,0<a<1$, and $p: \mathbb{R}^{N} \rightarrow(0, \infty)$ is a Hölder continuous function of exponent $\gamma \in(0,1)$. We assume that $g \in C^{1}(0, \infty)$ is a positive decreasing function such that

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} g(t)=+\infty \tag{g1}
\end{equation*}
$$

Throughout this paper we suppose that $f:[0, \infty) \rightarrow[0, \infty)$ is a Hölder continuous function of exponent $0<\gamma<1$ which is nondecreasing with respect to the second variable and such that $f$ is positive on $\bar{\Omega} \times(0, \infty)$. The analysis we develop in this paper concerns the case where $f$ is sublinear, that is,
$(f 1) \quad$ the mapping $(0, \infty) \ni t \longmapsto \frac{f(t)}{t} \quad$ is nonincreasing;

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \frac{f(t)}{t}=+\infty \quad \text { and } \quad \lim _{t \rightarrow \infty} \frac{f(t)}{t}=0 \tag{f2}
\end{equation*}
$$

We are concerned in this paper with ground state solutions, that is, positive solutions defined in the whole space and decaying to zero at infinity. It is worth pointing out here that we do not assume any blow-up rate of decay on $g$ around the origin (as in Ghergu and Rădulescu [13]) that may imply the property of compact support of Bénilan, Brezis and Crandall (see 国).

There is a large number of works dealing with singular elliptic equations in bounded domains. In this sense, we refer the reader to Callegari and Nachman [6], Cîrstea, Ghergu and Rădulescu [7, Coclite and Palmieri [8], Crandall, Rabinowitz and Tartar [10], Díaz, J. Morel, and Oswald [11], Ghergu and Rădulescu [14], Shi and Yao [22]. The influence of the convection term has been emphasized in Ghergu and Rădulescu [15, 16] and Zhang [26]. Such singular boundary value problems arise in the context of chemical heterogeneous catalysts and chemical catalyst kinetics, in the theory of heat conduction in electrically conducting materials, singular minimal surfaces, as well as in the study of non-Newtonian fluids or boundary layer phenomena for viscous fluids. We also point out that, due to the meaning of the unknowns (concentrations, populations, etc.), only the positive solutions are relevant in most cases.

Concerning the ground state solutions for singular elliptic equations, we mention here the works of Lair and Shaker [19], Sun and Liu [23]. In (19] it is considered the following singular boundary value problem

$$
\begin{cases}-\Delta u=p(x) g(u) & \text { in } \mathbb{R}^{N},  \tag{1.2}\\ u>0 & \text { in } \mathbb{R}^{N}, \\ u(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty\end{cases}
$$

where $g:(0, \infty) \rightarrow(0, \infty)$ is a smooth decreasing function (possibly, unbounded around the origin) such that $\int_{0}^{1} g(t) d t<\infty$. The results have been extended by Cîrstea and Rădulescu [8] to the case where $g$ satisfies the weaker assumptions $\lim _{t \backslash 0} g(t) / t=+\infty$ and the mapping $t \longmapsto g(u) /(u+\beta)$ is decreasing, for some $\beta>0$.

It is proved in Lair and Shaker [19] (see also Cîrstea and Rădulescu [8]) that a necessary condition in order to have a solution for (1.2) is

$$
\begin{equation*}
\int_{1}^{\infty} t \psi(t) d t<\infty \tag{1.3}
\end{equation*}
$$

where $\psi(r)=\min _{|x|=r} p(x), r \geq 0$. Note that condition (1.3) is also necessary for our problem (1.1), since any solution of (1.1) is a super-solution of (1.2). The sufficient condition for existence supplied in Lair and Shaker [19] is

$$
\begin{equation*}
\int_{1}^{\infty} t \phi(t) d t<\infty \tag{1.4}
\end{equation*}
$$

where $\phi(r)=\max _{|x|=r} p(x), r \geq 0$. Hence, when $p$ is radially symmetric, then the problem (1.2) has solutions if and only if $\int_{1}^{\infty} t p(t) d t<\infty$.

The main feature here is the presence of the convection term $|\nabla u|^{a}$. In this sense we prove the following result.

Theorem 1.1. Assume that $(f 1)-(f 2),(g 1)$ and (1.4) are fulfilled. Then problem (1.1) has at least one solution.

We point out that the uniqueness of the solution to (1.1) is a delicate matter even in case of bounded domains (see, e.g., Ghergu and Rădulescu 15, 16), due to the lack of an adequate comparison principle. We also notice that the growth decay of the potential $p(x)$ described in our hypothesis (1.4) implies that $p$ is in a certain Kato class $K_{\text {loc }}^{N}\left(\mathbb{R}^{N}\right)$. This theory was introduced by Aizenman and Simon in [2] to describe wide classes of functions arising in Potential Theory.

## 2 Proof of Theorem 1.1

The solution of problem (1.1) is obtained as a limit in $C_{\operatorname{loc}}^{2, \gamma}\left(\mathbb{R}^{N}\right)$ of a monotone sequence of solutions associated to (1.1) in smooth bounded domains. A basic ingredient in our approach is the following auxiliary result.

Lemma 2.1. Let $\Omega \subset \mathbb{R}^{N}$ be a smooth bounded domain. Assume that $f$ and $g$ satisfy $(f 1)-(f 2)$ and (g1) respectively. Then the boundary value problem

$$
\begin{cases}-\Delta u=p(x)\left(g(u)+f(u)+|\nabla u|^{a}\right) & \text { in } \Omega  \tag{2.1}\\ u>0 & \text { in } \Omega, \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

has a unique solution $u \in C^{2, \gamma}(\Omega) \cap C(\bar{\Omega})$.
Proof. The proof relies on sub and super-solution method. The assumptions on $f$ and $g$ imply that $m:=\inf _{t>0}\{g(t)+f(t)\}>0$. So, the unique solution $\underline{u}$ of the problem

$$
\begin{cases}-\Delta u=m p(x) & \text { in } \Omega  \tag{2.2}\\ u>0 & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

is a sub-solution of (2.1). The main point is to find a super-solution $\bar{u}$ of problem (2.1) such that $\underline{u} \leq \bar{u}$ in $\Omega$. Then, by classical results (see, e.g., Gilbarg and Trudnger 17) we deduce that the problem (2.1) has at least one solution.

Let $h:[0, \eta] \rightarrow[0, \infty)$ be such that

$$
\left\{\begin{array}{l}
h^{\prime \prime}(t)=-g(h(t)) \quad \text { for all } 0<t<\eta  \tag{2.3}\\
h(0)=0 \\
h>0 \quad \text { in }(0, \eta] .
\end{array}\right.
$$

The existence of $h$ follows from the results in Agarwal and O'Regan [1]. Since $h$ is concave, there exists $h^{\prime}(0+) \in(0,+\infty]$. Taking $\eta>0$ small enough, we can assume that $h^{\prime}>0$ on $(0, \eta]$, that is, $h$ is increasing on $[0, \eta]$. Multiplying by $h^{\prime}(t)$ in (2.3) and integrating on $[t, \eta]$, we obtain

$$
\begin{align*}
\left(h^{\prime}\right)^{2}(t) & =2 \int_{t}^{\eta} g(h(s)) h^{\prime}(s) d s+\left(h^{\prime}\right)^{2}(\eta) \\
& =2 \int_{h(t)}^{h(\eta)} g(\tau) d \tau+\left(h^{\prime}\right)^{2}(\eta), \quad \text { for all } 0<t<\eta \tag{2.4}
\end{align*}
$$

Using the monotonicity of $g$ in (2.4) we get

$$
\left(h^{\prime}\right)^{2}(t) \leq 2 h(\eta) g(h(t))+\left(h^{\prime}\right)^{2}(\eta), \quad \text { for all } 0<t<\eta
$$

Since $s^{a} \leq s^{2}+1$, for all $s \geq 0$, the last inequality yields

$$
\begin{equation*}
\left(h^{\prime}\right)^{a}(t) \leq C g(h(t)), \quad \text { for all } 0<t<\eta \tag{2.5}
\end{equation*}
$$

for some $C>0$. Let $\varphi_{1}$ be the normalized positive eigenfunction corresponding to the first eigenvalue $\lambda_{1}$ of $-\Delta$ in $H_{0}^{1}(\Omega)$. We fix $c>0$ such that $c\left\|\varphi_{1}\right\|_{\infty}<\eta$.

By Hopf's maximum principle, there exist $\omega \subset \subset \Omega$ and $\delta>0$ such that

$$
\begin{equation*}
\left|\nabla \varphi_{1}\right|>\delta \quad \text { in } \Omega \backslash \omega \quad \text { and } \quad \varphi_{1}>\delta \quad \text { in } \omega \tag{2.6}
\end{equation*}
$$

Let $M>1$ be such that

$$
\begin{gather*}
(M c)^{1-a} \lambda_{1}\left(h^{\prime}\right)^{1-a}(\eta)>3 \max _{x \in \bar{\Omega}} p(x)\left\|\nabla \varphi_{1}\right\|_{\infty}^{a}  \tag{2.7}\\
M c \lambda_{1} h^{\prime}(\eta)>3 \max _{x \in \bar{\Omega}} p(x) g\left(h\left(c \min _{x \in \bar{\omega}} \varphi_{1}\right)\right) \tag{2.8}
\end{gather*}
$$

and

$$
\begin{equation*}
\min \left\{M(c \delta)^{2}, M^{1-a} C^{-1}(c \delta)^{2-a}\right\}>3 \max _{x \in \bar{\Omega}} p(x) \tag{2.9}
\end{equation*}
$$

where $C$ is the constant from (2.5). Since

$$
\lim _{t \rightarrow 0^{+}}\left((c \delta)^{2} g\left(h(t)-3 \max _{x \in \bar{\Omega}} p(x) f(h(t))\right)=\infty\right.
$$

we can assume that

$$
\begin{equation*}
(c \delta)^{2} g\left(h\left(c \varphi_{1}\right)\right)>3 \max _{x \in \bar{\Omega}} p(x) f\left(h\left(c \varphi_{1}\right)\right) \quad \text { in } \Omega \backslash \omega . \tag{2.10}
\end{equation*}
$$

Finally, from the assumption $(f 2)$ on $f$ we have $\lim _{t \rightarrow \infty} \frac{f\left(\operatorname{th}\left(c\left\|\varphi_{1}\right\|_{\infty}\right)\right.}{t}=0$, so that we can choose $M>1$ large enough with the property

$$
c \lambda_{1} \inf _{x \in \bar{\omega}} \varphi_{1} h^{\prime}(\eta)>\max _{x \in \bar{\Omega}} p(x) \frac{f\left(M h\left(c\left\|\varphi_{1}\right\|_{\infty}\right)\right.}{M} .
$$

The last inequality combined with the fact that $h^{\prime}$ is decreasing yields

$$
\begin{equation*}
M c \lambda_{1} \varphi_{1} h^{\prime}\left(c \varphi_{1}\right) \geq 3 f\left(M h\left(c \varphi_{1}\right)\right) \quad \text { in } \omega . \tag{2.11}
\end{equation*}
$$

We claim that $\bar{u}=M h\left(c \varphi_{1}\right)$ is a super-solution of the problem (2.1) provided that $M$ satisfies (2.7), (2.8) and (2.9). We have

$$
-\Delta \bar{u}=M c^{2} g\left(h\left(c \varphi_{1}\right)\right)\left|\nabla \varphi_{1}\right|^{2}+M c \lambda_{1} \varphi_{1} h^{\prime}\left(c \varphi_{1}\right) \quad \text { in } \Omega .
$$

From (2.6), (2.9) and the monotonicity of $g$ we obtain

$$
\begin{equation*}
\frac{1}{3} M c^{2} g\left(h\left(c \varphi_{1}\right)\right)\left|\nabla \varphi_{1}\right|^{2} \geq p(x) g\left(h\left(c \varphi_{1}\right)\right) \geq p(x) g\left(M h\left(c \varphi_{1}\right)\right)=p(x) g(\bar{u}) \quad \text { in } \Omega \backslash \omega . \tag{2.12}
\end{equation*}
$$

From (2.6), 2.10) and our hypothesis $(f 1)$, we obtain

$$
\begin{equation*}
\frac{1}{3} M c^{2} g\left(h\left(c \varphi_{1}\right)\right)\left|\nabla \varphi_{1}\right|^{2} \geq M p(x) f\left(h\left(c \varphi_{1}\right)\right) \geq p(x) f\left(M h\left(c \varphi_{1}\right)\right)=p(x) f(\bar{u}) \quad \text { in } \Omega \backslash \omega . \tag{2.13}
\end{equation*}
$$

From (2.5) and (2.9) we have

$$
\begin{equation*}
\frac{1}{3} M c^{2} g\left(h\left(c \varphi_{1}\right)\right)\left|\nabla \varphi_{1}\right|^{2} \geq p(x)\left(M c h^{\prime}\left(c \varphi_{1}\right)\left|\nabla \varphi_{1}\right|\right)^{a}=p(x)|\nabla \bar{u}|^{a} \quad \text { in } \Omega \backslash \omega . \tag{2.14}
\end{equation*}
$$

Now, relations (2.12)-(2.14) yield

$$
\begin{equation*}
-\Delta \bar{v} \geq M c^{2} g\left(h\left(c \varphi_{1}\right)\right)\left|\nabla \varphi_{1}\right|^{2} \geq p(x)\left(g(\bar{u})+f(\bar{u})+|\nabla \bar{u}|^{a}\right) \quad \text { in } \Omega \backslash \omega \tag{2.15}
\end{equation*}
$$

Similarly, from (2.7)-(2.11) we deduce that

$$
\begin{equation*}
-\Delta \bar{u} \geq M c \lambda_{1} \varphi_{1} h^{\prime}\left(c \varphi_{1}\right) \geq p(x)\left(g(\bar{u})+f(\bar{u})+|\nabla \bar{u}|^{a}\right) \quad \text { in } \omega . \tag{2.16}
\end{equation*}
$$

Using (2.15) and (2.16), it follows that $\bar{u}$ is a super-solution of problem (2.1). The maximum principle implies that $\underline{u} \leq \bar{u}$ in $\Omega$. Thus, the problem (2.1) has at least one classical solution. This concludes the proof of our Lemma.

In what follows we apply Lemma 2.1 for $B_{n}:=\left\{x \in \mathbb{R}^{N} ;|x|<n\right\}$. Hence, for all $n \geq 1$ there exists $u_{n} \in C^{2, \gamma}\left(B_{n}\right) \cap C\left(\overline{B_{n}}\right)$ such that

$$
\begin{cases}-\Delta u_{n}=p(x)\left(g\left(u_{n}\right)+f\left(u_{n}\right)+\left|\nabla u_{n}\right|^{a}\right) & \text { in } B_{n}  \tag{2.17}\\ u_{n}>0 & \text { in } B_{n} \\ u_{n}=0 & \text { on } \partial B_{n}\end{cases}
$$

We extend $u_{n}$ by zero outside of $B_{n}$. We claim that

$$
u_{n} \leq u_{n+1} \quad \text { in } B_{n}
$$

Assume by contradiction that the inequality $u_{n} \leq u_{n+1}$ does not hold throughout $B_{n}$ and let

$$
\zeta(x)=\frac{u_{n}(x)}{u_{n+1}(x)}, \quad x \in B_{n} .
$$

Clearly $\zeta=0$ on $\partial B_{n}$, so that $\zeta$ achieves its maximum in a point $x_{0} \in B_{n}$. At this point we have $\nabla \zeta\left(x_{0}\right)=0$ and $\Delta \zeta\left(x_{0}\right) \leq 0$. This yields

$$
-\operatorname{div}\left(u_{n+1}^{2} \nabla \zeta\right)\left(x_{0}\right)=-\left(\operatorname{div}\left(u_{n+1}^{2}\right) \nabla \zeta+u_{n+1}^{2} \Delta \zeta\right)\left(x_{0}\right) \geq 0
$$

A straightforward computation shows that

$$
-\operatorname{div}\left(u_{n+1}^{2} \nabla \zeta\right)=-u_{n+1} \Delta u_{n}+u_{n} \Delta u_{n+1} .
$$

Hence

$$
\left(-u_{n+1} \Delta u_{n}+u_{n} \Delta u_{n+1}\right)\left(x_{0}\right) \geq 0 .
$$

The above relation produces

$$
\begin{equation*}
\left(\frac{g\left(u_{n}\right)+f\left(u_{n}\right)}{u_{n}}-\frac{g\left(u_{n+1}\right)+f\left(u_{n+1}\right)}{u_{n+1}}\right)\left(x_{0}\right)+\left(\frac{\left|\nabla u_{n}\right|^{a}}{u_{n}}-\frac{\left|\nabla u_{n+1}\right|^{a}}{u_{n+1}}\right)\left(x_{0}\right) \geq 0 . \tag{2.18}
\end{equation*}
$$

Since $t \longmapsto \frac{g(t)+f(t)}{t}$ is decreasing on $(0, \infty)$ and $u_{n}\left(x_{0}\right)>u_{n+1}\left(x_{0}\right)$, from (2.18) we obtain

$$
\begin{equation*}
\left(\frac{\left|\nabla u_{n}\right|^{a}}{u_{n}}-\frac{\left|\nabla u_{n+1}\right|^{a}}{u_{n+1}}\right)\left(x_{0}\right)>0 . \tag{2.19}
\end{equation*}
$$

On the other hand, $\nabla \zeta\left(x_{0}\right)=0$ implies

$$
u_{n+1}\left(x_{0}\right) \nabla u_{n}\left(x_{0}\right)=u_{n}\left(x_{0}\right) \nabla u_{n+1}\left(x_{0}\right) .
$$

Furthermore, relation (2.19) leads us to

$$
u_{n}^{a-1}\left(x_{0}\right)-u_{n+1}^{a-1}\left(x_{0}\right)>0,
$$

which is a contradiction since $0<a<1$. Hence $u_{n} \leq u_{n+1}$ in $B_{n}$ which means that

$$
0 \leq u_{1} \leq \cdots \leq u_{n} \leq u_{n+1} \leq \cdots \quad \text { in } \mathbb{R}^{N}
$$

The main point is to find an upper bound for the sequence $\left(u_{n}\right)_{n \geq 1}$. This is provided in the following result.

Lemma 2.2. The inequality problem

$$
\begin{cases}-\Delta v \geq p(x)\left(g(v)+f(v)+|\nabla v|^{a}\right) & \text { in } \mathbb{R}^{N},  \tag{2.20}\\ v>0 & \text { in } \mathbb{R}^{N}, \\ v(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty\end{cases}
$$

has at least one solution in $C^{2}\left(\mathbb{R}^{N}\right)$.

Proof. Set

$$
\Phi(r)=r^{1-N} \int_{0}^{r} t^{N-1} \phi(t) d t, \quad \text { for all } r>0
$$

Using the assumption (1.4) and L'Hôpital's rule, we get $\lim _{r \rightarrow \infty} \Phi(r)=\lim _{r} \backslash_{0} \Phi(r)=0$. Thus, $\Phi$ is bounded on $(0, \infty)$ and it can be extended in the origin by taking $\Phi(0)=0$. On the other hand, we have

$$
\begin{aligned}
\int_{0}^{r} \Phi(t) d t & =-\frac{1}{N-2} \int_{0}^{r} \frac{d}{d t}\left(t^{2-N}\right) \int_{0}^{t} s^{N-1} \phi(s) d s d t \\
& =-\frac{1}{N-2}\left[r^{N-2} \int_{0}^{r} s^{N-1} \phi(s) d s-\int_{0}^{r} t \phi(t) d t\right] \\
& =\frac{1}{N-2} \frac{-\int_{0}^{r} s^{N-1} \phi(s) d s+r^{N-2} \int_{0}^{r} t \phi(t) d t}{r^{N-2}}
\end{aligned}
$$

By L'Hôpital's rule we obtain

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{-\int_{0}^{r} s^{N-1} \phi(s) d s+r^{N-2} \int_{0}^{r} t \phi(t) d t}{r^{N-2}}=\int_{0}^{\infty} r \phi(r) d r \tag{2.21}
\end{equation*}
$$

The last two relations imply

$$
\int_{0}^{\infty} \Phi(r) d r=\lim _{r \rightarrow \infty} \int_{0}^{r} \Phi(t) d t=\frac{1}{N-2} \int_{0}^{\infty} r \phi(r) d r<\infty
$$

Let $k>2$ be such that

$$
\begin{equation*}
k^{1-a} \geq 2 \max _{r \geq 0} \Phi^{a}(r) \tag{2.22}
\end{equation*}
$$

In view of (2.21) we can define

$$
\xi(x)=k \int_{|x|}^{\infty} \Phi(t) d t, \quad \text { for all } x \in \mathbb{R}^{N} .
$$

Then $\xi$ satisfies

$$
\begin{cases}-\Delta \xi=k \phi(|x|) & \text { in } \mathbb{R}^{N}, \\ \xi>0 & \text { in } \mathbb{R}^{N}, \\ \xi(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty\end{cases}
$$

Since the mapping $[0, \infty) \ni t \longmapsto \int_{0}^{t} \frac{1}{g(s)+1} d s \in[0, \infty)$ is bijective, we can implicitly define $w: \mathbb{R}^{N} \rightarrow(0, \infty)$ by

$$
\int_{0}^{w(x)} \frac{1}{g(t)+1} d t=\xi(x), \quad \text { for all } x \in \mathbb{R}^{N} .
$$

It is easy to see that $w \in C^{2}\left(\mathbb{R}^{N}\right)$ and $w(x) \rightarrow 0$ as $|x| \rightarrow \infty$. Furthermore, we have

$$
\begin{equation*}
|\nabla w|=|\nabla \xi|(g(w)+1)=k \Phi(|x|)(g(w)+1) \quad \text { in } \mathbb{R}^{N} \tag{2.23}
\end{equation*}
$$

and

$$
\begin{aligned}
-\Delta w & =-(g(w)+1) \Delta \xi-g^{\prime}(w)(g(w)+1)|\nabla \xi|^{2} \geq k \phi(|x|)(g(w)+1) \\
& \geq \phi(|x|)(g(w)+1)+\frac{1}{2} k \phi(|x|)(g(w)+1)
\end{aligned}
$$

By (2.22) and (2.23) we deduce

$$
\frac{k}{2} \phi(|x|)(g(w)+1) \geq \phi(|x|) k^{a}(g(w)+1)^{a} \Phi^{a}(|x|) \geq p(x)|\nabla w|^{a} \quad \text { in } \mathbb{R}^{N}
$$

Hence

$$
\begin{cases}-\Delta w \geq p(x)\left(g(w)+1+|\nabla w|^{a}\right) & \text { in } \mathbb{R}^{N}  \tag{2.24}\\ w>0 & \text { in } \mathbb{R}^{N} \\ w(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty\end{cases}
$$

Using the assumption $(f 1)$, we can find $M>1$ large enough such that $M>f(M w)$ in $\mathbb{R}^{N}$. Multiplying by $M$ in (2.24) we deduce that $v:=M w$ satisfies (2.20) and the proof of Lemma 2.2 is now complete.

Proof of Theorem 1.1 concluded. With the same proof as above we deduce that $u_{n} \leq v$ in $B_{n}$, for all $n \geq 1$. This implies

$$
0 \leq u_{1} \leq \cdots \leq u_{n} \leq v \quad \text { in } \quad \mathbb{R}^{N}
$$

Thus, there exists $u(x)=\lim _{n \rightarrow \infty} u_{n}(x)$, for all $x \in \mathbb{R}^{N}$ and $u_{n} \leq u \leq v$ in $\mathbb{R}^{N}$. Since $v(x) \rightarrow 0$ as $|x| \rightarrow \infty$, we deduce that $u(x) \rightarrow 0$ as $|x| \rightarrow \infty$. A standard bootstrap argument (see Gilbarg and Trudinger [17) implies that $u_{n} \rightarrow u$ in $C_{\text {loc }}^{2, \gamma}\left(\mathbb{R}^{N}\right)$ and that $u$ is a solution of problem (1.1).

This finishes the proof of Theorem 1.1.
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