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Summary The aim of this work is to introduce an adaptive strategy to monitor the rate of convergence of a Newton-like method in numerical shape optimization.

Such superlinear iterative algorithm are often computationally intensive and the rate of convergence depends on how accurate the numerical solution of the state equation is.

The model concerns a cost function depending on the unknown domain $\Omega$, and the solution of an integral equation.
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## 1 Introduction

Shape optimization problems are characterized by a cost function and a partial differential equation (P.D.E.), the state equation, both depending on the geometrical domain.

Typically we want to compute a shape $\Omega^{*}$ such that

$$
\begin{equation*}
\Omega^{*}=\operatorname{argmin}\left\{F\left(\Omega, \varphi_{\Omega}\right): \Omega \in \mathcal{O}\right\} \tag{1}
\end{equation*}
$$

The set of admissible domains $\mathcal{O}$ is characterized by geometrical and regularity constraints. For analytical calculus we consider domains of class $\mathcal{C}^{2}$.

The scalar potential $\varphi_{\Omega}$ is the solution in a Sobolev space $\mathcal{H}$ of an elliptic problem:

$$
\begin{equation*}
a\left(\varphi_{\Omega}, \psi\right)=(f, \psi) \quad \forall \psi \in \mathcal{H} \tag{2}
\end{equation*}
$$

The function $F\left(\Omega, \varphi_{\Omega}\right): \mathcal{O} \times \mathcal{H} \rightarrow \mathbb{R}$ is the cost function.
Numerical solution of this problem involves numerical representation of the domain, optimization methods and numerical solution of partial differential equations.

In the discretized finite dimensional shape optimization problem we consider an open and bounded domain $\Omega(u) \subset \mathbb{R}^{m}$ with boundary $\partial \Omega(u)$ parametrized by a function $u \in \mathcal{U}_{a d}$, usually a piecewise linear discretization of the $\Omega(u)$ boundary.

We are interested in solving the following problem, find $u^{*} \in \mathcal{U}_{a d}$ such that:

$$
\begin{equation*}
j\left(u^{*}\right) \leq j(u) \quad \forall u \in \mathcal{U}_{a d} \tag{3}
\end{equation*}
$$

where $j(u)=F\left(\Omega(u), \varphi_{\Omega(u)}\right)$ and $\varphi_{\Omega(u)}$ is the solution of the state equation (2) in the domain parametrized by $u$.

Clearly the solution of the discrete problem must be a good approximation of the continuous problem solution, that means a domain discretization adapted to the topological characteristic of the continuous solution and changing during the optimization procedure.

To obtain a superlinear rate of convergence of the shape optimization procedure we introduce Newton-like methods. As it is well known the rate of convergence depends on how accurate is the numerical solution of the state equation, see [2], [3] and [4]. More precisely let us denote $e_{n}$ the error at iteration $n$ in the optimization procedure, then in an appropriate norm we obtain:

$$
\begin{equation*}
\left\|e_{n+1}\right\| \leq C_{1}\left(\left\|e_{n}\right\|^{2}+\Delta_{n}\left\|e_{n}\right\|+E_{n}\right) \tag{4}
\end{equation*}
$$

The terms $E_{n}$ and $\Delta_{n}$ are related to errors in approximation of the cost function $j$ shape gradient and shape Hessian.

If $\varphi_{h}$ is the numerical solution of the state problem (2) the term $E_{n}$ is related to the error $\left\|\varphi_{\Omega(u)}-\varphi_{h}\right\|_{L^{2}}$. Thanks to a local a posteriori estimation of $\left\|\varphi_{\Omega(u)}-\varphi_{h}\right\|_{L^{2}}$ an adaptive algorithm to obtain mesh refinements of $\partial \Omega(u)$ is derived in order to have superlinear rate of convergence of the shape optimization Newton-like method.

The model problem concerns a cost function depending on the perimeter of $\Omega(u)$ and the solution of the exterior Dirichlet problem. The equilibrium shape is shown to be the stationary state of the total energy under the constraint that the area (the volume in 3 -d) is prescribed.

Numerical results of the adaptive technique applied to the model problem are analyzed.

## 2 Numerical shape optimization

Let the boundary domain $\Omega(u) \subset \mathbb{R}^{2}$ with a boundary $\partial \Omega(u)$ parame -trized by a function $u \in \mathcal{U}_{a d}$.

The set of admissible solutions $\mathcal{U}_{a d}$ is in general a subset of a function space $\mathcal{U}$, in our case the piecewise linear representation of the boundary of $\Omega$. The set $\mathcal{U}$ is characterized by its topological type and a constraint. In our case, the area of the domain $\Omega(u)$ is given.

The formulation of the numerical shape optimization problem considered in this paper is the following: find $u^{*} \in \mathcal{U}_{\text {ad }}$ such that it minimise the cost function $j(u)=F\left(\Omega(u), \varphi_{\Omega(u)}\right)$.

The scalar potential $\varphi_{\Omega(u)}$ is the solution in a Sobolev space $\mathcal{H}$ of a elliptic P.D.E. problem in the domain $\Omega(u)$;

$$
\begin{equation*}
a\left(\varphi_{\Omega(u)}, \psi\right)=l(\psi) \quad \forall \psi \in \mathcal{H} \tag{5}
\end{equation*}
$$

To introduce a Newton-like method we need to consider shape derivatives, that means the derivative of the cost function w.r.t. $\Omega$.

### 2.1 Shape derivatives

To introduce shape optimization techniques we consider shape derivatives. For different approaches of first derivation techniques with respect to the shape, see [14], [15], [5], [1].

Let $V$ be a regular vector field (for instance $\mathcal{C}^{1}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ with compact support in an open neighborhood of $\Omega$ ). We consider domain deformations defined by the mapping:

$$
\begin{equation*}
T_{t}(V): x \rightarrow x+t V(x) \tag{6}
\end{equation*}
$$

and we set $\Omega_{t}=T_{t}(V)(\Omega)$. We verify that $\partial \Omega_{t}=T_{t}(V)(\partial \Omega)$ for $t$ small enough (since $D_{x} T_{t}(x)=I+t D V(x)$ and thanks to the local inversion theorem).

Next we denote $\varphi_{\Omega_{t}}$ the solution of the elliptic problem (2) when we replace $\Omega$ by $\Omega_{t}$. Then the shape derivative of $\varphi_{\Omega}$ is given by:

$$
\begin{equation*}
\varphi_{\Omega}^{\prime}(V)(x)=\lim _{t \rightarrow 0} \frac{\varphi_{\Omega_{t}}(x)-\varphi_{\Omega}(x)}{t} \tag{7}
\end{equation*}
$$

This derivative exist if $\Omega$ has a Lipchitz boundary.
In the same way we are going to consider the Eulerian shape derivative $F^{\prime}\left(\Omega, \varphi_{\Omega}\right)(V)$ :

$$
\begin{equation*}
F^{\prime}\left(\Omega, \varphi_{\Omega}\right)(V)=\lim _{t \rightarrow 0} \frac{F\left(\Omega_{t}, \varphi_{\Omega_{t}}\right)-F\left(\Omega, \varphi_{\Omega}\right)}{t} \tag{8}
\end{equation*}
$$

See [5], definition 2.19, page 54 for a definition of the Eulerian shape derivative. See also [1] and [10] for an analysis of the second order shape derivative.

### 2.2 The Newton Lagrange method

To describe the Newton method studied in this paper, we introduce the Lagrangian, see [7], [8], [9], [11] and [12]:

$$
\begin{equation*}
L(\Omega, \Lambda)=F\left(\Omega, \varphi_{\Omega}\right)+\Lambda\left(m(\Omega)-m_{0}\right) \tag{9}
\end{equation*}
$$

where $\Lambda \in \mathbb{R}$ and $\Omega \in \mathcal{O}$, the set of admissible domains. A critical point of the energy $F$ with the assumption that $m(\Omega)-m_{0}=0$ is the first argument of the couple $\left(\Omega^{*}, \Lambda^{*}\right)$ solution of the following first order KKT necessary conditions:

$$
\begin{equation*}
D(\Omega, \Lambda)=\binom{L^{\prime}(\Omega, \Lambda)}{m(\Omega)-m_{0}}=0 \tag{10}
\end{equation*}
$$

The Newton method to compute an approximation of $\left(\Omega^{*}, \Lambda^{*}\right)$ consists of computing a sequence of solutions $\left(\Omega^{k}, \Lambda^{k}\right)$ of a linear form of (10). This leads to the following algorithm:

$$
\left\{\begin{array}{l}
\Omega^{\circ}, \Lambda^{\circ} \text { given }  \tag{11}\\
\left(\Omega^{k+1}, \Lambda^{k+1}\right)=\left(\Omega^{k}, \Lambda^{k}\right)+\left(\delta \Omega^{k}, \delta \Lambda^{k}\right) \\
\text { where }\left(\delta \Omega^{k}, \delta \Lambda^{k}\right) \in \mathcal{O} \times \mathbb{R} \text { satisfies } \\
D\left(\Omega^{k}, \Lambda^{k}\right)+H\left(\Omega^{k}, \Lambda^{k}\right)\left(\delta \Omega^{k}, \delta \Lambda^{k}\right)=0 \text { in } \mathcal{L}(\mathcal{O}, \mathbb{R}) \times \mathbb{R}
\end{array}\right.
$$

where $H\left(\Omega^{k}, \Lambda^{k}\right)$ is given by:

$$
H\left(\Omega^{k}, \Lambda^{k}\right)=\left(\begin{array}{cc}
L^{\prime \prime}\left(\Omega^{k}, \Lambda^{k}\right) & m^{\prime}\left(\Omega^{k}\right)  \tag{12}\\
m^{\prime}\left(\Omega^{k}\right) & 0
\end{array}\right)
$$

The computations are carried out for the corresponding discrete formulation of problem (11). The domains $\Omega$ under consideration are characterised by the boundary $\partial \Omega=\Gamma$. In practice we consider domains with piecewise linear boundaries.

After discretization we have the following non-linear equation:

$$
\begin{equation*}
D(\Omega(\bar{u}))=0 \quad \text { with } D: \mathcal{U}_{h} \in \mathbb{R}^{N} \rightarrow \mathbb{R}^{N} \tag{13}
\end{equation*}
$$

Then the numerical optimization method construct a sequence $\left\{\bar{u}^{k}\right\}_{k}$ such that:

$$
\begin{align*}
H\left(\Omega\left(\bar{u}^{k}\right), \Lambda_{k}\right) \delta \bar{u}^{k} & =-D\left(\Omega\left(\bar{u}^{k}\right)\right)  \tag{14}\\
\bar{u}^{k+1} & =\bar{u}^{k}+\delta \bar{u}^{k} \tag{15}
\end{align*}
$$

where $H\left(\Omega\left(\bar{u}^{k}\right), \Lambda_{k}\right)$ is a discrete version of the Hessian $H\left(\Omega^{k}, \Lambda^{k}\right)$.
At this step of the procedure the fidelity of the corresponding approximative output is no assured. Approximation errors in $H\left(\Omega\left(\bar{u}^{k}\right), \Lambda_{k}\right)$ and $D\left(\Omega\left(\bar{u}^{k}\right)\right)$ computation are cumulated with rounding errors and numerical errors in the resolution of the linear system (14).

### 2.3 Error analysis

Let $\bar{u}^{*}$ the solution of the non linear problem (10), $\bar{u}^{k}$ the k -th theoretical iterate of the discrete optimisation algorithm and $e^{k}=$ $\bar{u}^{k}-\bar{u}^{*}$ the theoretical numerical error.

Let $\tilde{\bar{u}}^{k}$ be the $\bar{u}^{k}$ iterate actually computed, including accumulated rounding errors, see [23]. Let $\tilde{e}^{k}=\tilde{\bar{u}}^{k}-\bar{u}^{k}$ the computation error.

Let $\tilde{D}_{k}\left(\bar{u}^{k}\right)=D\left(\Omega\left(\bar{u}^{k}\right)\right)+E\left(\bar{u}^{k}\right)$ the computed approximation of $D\left(\Omega\left(\bar{u}^{k}\right)\right)$ and $E\left(\bar{u}^{k}\right)$ the error. Let $\tilde{D}_{k}\left(\tilde{\bar{u}}^{k}\right)$ be the actually computed approximation of $D\left(\Omega\left(\tilde{\bar{u}}^{k}\right)\right)$, including cumulated rounding errors.

Let $\tilde{H}_{k}\left(\bar{u}^{k}\right)=H\left(\Omega\left(\bar{u}^{k}\right), \Lambda_{k}\right)+\Delta\left(\bar{u}^{k}\right)$ the computed approximation of the hessien $H\left(\Omega\left(\bar{u}^{k}\right), \Lambda_{k}\right)$ and $\Delta\left(\bar{u}^{k}\right)$ the error. Let $\tilde{H}_{k}\left(\tilde{\bar{u}}^{k}\right)$ be the computed approximation of $H\left(\Omega\left(\tilde{\bar{u}}^{k}\right), \Lambda_{k}\right)$, including cumulated rounding errors.

A first analyse of the error evolution [4] [18] gives:

$$
\begin{equation*}
\left\|e^{k+1}\right\|_{2} \leq C_{1}\left(\left\|e^{k}\right\|_{2}^{2}+\Delta_{k}\left\|e^{k}\right\|_{2}+E_{k}\right) \tag{16}
\end{equation*}
$$

where $E_{k}$ and $\Delta_{k}$ are the euclidean norm of $E\left(\bar{u}^{k}\right)$ and $\Delta\left(\bar{u}^{k}\right)$.
This estimate shows that the rate of convergence of the Newtonlike method are strongly related to the evolution of $E_{k}$ and $\Delta_{k}$ which are related to the accuracy reached in the state equation numerical solution.

In fact $\tilde{u}^{k}$ is the actually computed iterate at the k -th step. Then is crucial to estimate a relation between $\left\|e^{k+1}\right\|_{2}$ and $\left\|\tilde{e}^{k+1}\right\|_{2}$. Suppose that $H\left(\Omega\left(\tilde{\bar{u}}^{k}\right), \Lambda_{k}\right)$ and $\tilde{H}_{k}\left(\tilde{\bar{u}}^{k}\right)$ are regular in a neighborhood of the solution.

If we consider the rounding and numerical error accumulated during the $(\mathrm{k}+1)$ th step, using the Wilkinson[23] techniques we obtain:

$$
\begin{equation*}
\left\|\tilde{e}^{k+1}\right\|_{2} \leq\left(\eta_{k}\left\|e^{k}\right\|_{2}+\left(1+\eta_{k}\right)\left\|e^{k+1}\right\|_{2}\right) \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{k}=\| \| \tilde{H}_{k}\left(\tilde{\bar{u}}^{k}\right)^{-1} H\left(\Omega\left(\tilde{\bar{u}}^{k}\right), \Lambda_{k}\right)-I\| \|_{2} \tag{18}
\end{equation*}
$$

$$
\begin{equation*}
+\frac{\left\|\tilde{H}_{k}\left(\tilde{\bar{u}}^{k}\right)^{-1}\left(\tilde{D}_{k}\left(\tilde{u}^{k}\right)-D\left(\Omega\left(\tilde{\bar{u}}^{k}\right)\right)\right)\right\|_{2}}{\left\|\tilde{H}_{k}\left(\tilde{\bar{u}}^{k}\right)^{-1}\left(D\left(\Omega\left(\tilde{\bar{u}}^{k}\right)\right)\right)\right\|_{2}} \tag{19}
\end{equation*}
$$

where $\left|\|\cdot \mid\|_{2}\right.$ is the matrix norm associated to the euclidean vector norm.

Bounds of the two errors:

$$
\begin{equation*}
\left\|\tilde{D}\left(\tilde{\bar{u}}^{k}\right)-D\left(\tilde{\bar{u}}^{k}\right)\right\|_{2} \text { and }\left\|\left\|\tilde{H}_{k}\left(\tilde{\bar{u}}^{k}\right)-H\left(\Omega\left(\tilde{\bar{u}}^{k}\right), \Lambda_{k}\right)\right\|_{2}\right. \tag{20}
\end{equation*}
$$

are related to how accurate is the numerical approximation $\varphi_{k}$ of $\varphi_{\Omega\left(\bar{u}^{k}\right)}$ solution of the state equation (5) when $\Omega=\Omega\left(\bar{u}^{k}\right)$. Then the control of the error $\Delta_{k}$ and $E_{k}$ are directly related to the knowlege of a posteriori bound of the error $\left\|\varphi_{k}-\varphi_{\Omega\left(\tilde{\bar{u}}^{k}\right)}\right\|$ in a suitable norm. This error bound is specific to each problem. We will give an example in next section.

To monitor the convergence of the algorithm we introduce the contraction factor [3]:

$$
\begin{equation*}
\theta_{k}=\frac{\left\|\tilde{D}\left(\tilde{\bar{u}}^{k+1}\right)\right\|_{2}}{\left\|\tilde{D}\left(\tilde{\bar{u}}^{k}\right)\right\|_{2}} \tag{21}
\end{equation*}
$$

If the initial guess $\bar{u}^{0}$ is such that $\theta_{0}<1$ then, we consider that the rate of convergence of Newton-like iteration is not sufficiently if:

$$
\begin{equation*}
\theta_{k+1} \geq 2 \theta_{k}^{2} \tag{22}
\end{equation*}
$$

The adaptative procedure consist in a monitoring step and in a mesh refinement step. If the inequality (22) is true then we compute an a posteriori error of the numerical solution of the state equation and we refine where is necessary.

## 3 Model Problem

The simplified model of the electro-magnetic shaping problem studied here concerns the case of a vertical column of liquid metal falling down into an electro-magnetic field induced by vertical conductors. We assume the frequency of the imposed current is very high so that the magnetic field does not penetrate into the metal. In other words we neglect the skin effect. The electro-magnetic forces are reduced to the magnetic pressure acting on the interface.

Under suitable assumptions, [16], [17], the equilibrium configurations are given by a local critical point of the following total energy:

$$
\begin{equation*}
F\left(\Omega, \varphi_{\Omega}\right)=-\frac{1}{2 \mu_{0}} \int_{\Omega}\left|\nabla \varphi_{\Omega}\right|^{2}+\sigma P(\omega) \tag{23}
\end{equation*}
$$

where $\omega=\Omega^{c}$ and $\omega$ is a bounded domain. $P(\omega)$ is the perimeter of $\omega$, i.e. the length of $\partial \omega$ when $\partial \omega$ is regular enough (for instance of class $C^{1}$ )

$$
\begin{equation*}
P(\omega)=\int_{\partial \omega} d \gamma, \quad d \gamma=\text { length measure on } \partial \omega . \tag{24}
\end{equation*}
$$

In (23), $\sigma$ is the boundary tension of the liquid and $\varphi_{\Omega}$ is solution of:

$$
\begin{align*}
& -\Delta \varphi_{\Omega}=\mu_{0} j_{0} \quad \text { in } \Omega \\
& \varphi_{\Omega}=0 \quad \text { on } \partial \omega  \tag{25}\\
& \varphi_{\Omega}(x)=O(1) \text { as }|x| \rightarrow \infty
\end{align*}
$$

where $\mathbf{j}_{0}=\left(0,0, j_{0}\right)$ denotes the density current vector and $\mu_{0}$ is the vacuum permeability.

The variational formulation of (23), (24) and (25) consists in considering the equilibrium domain $\omega$ as a stationary point for the total energy (23), under the constraint that measure of $\omega$ is given by $m_{0}$.

## 4 Numerical Method

### 4.1 Discretisation of the problem

We want to evaluate numerically an approximation of the optimal domain $\Omega^{*}$ so that the discrete shape first order necessary condition vanishes for all admissible vector fields. To this end we build a sequence of domains $\omega^{k}$, more precisely, we take a sequence of domains defined by their boundaries $\Gamma^{k}=\partial \omega^{k}$ that converge towards a critical point. By $\Gamma^{k}$, we mean a piecewise linear closed Jordan curve, that is, a union of finite element $\Gamma_{i}, i=1, \ldots, n$. The nodes of the curve $\Gamma^{k}$ are denoted by $x^{i, k}, i=1, \ldots, n$.

At each iteration of the minimizing algoritm the boundary $\Gamma^{k+1}$ is obtained by a local perturbation of $\Gamma^{k}$.

To each vertex $x^{i, k}$ of $\Gamma^{k}$ is associated a direction $\hat{Z}^{i, k} \in \mathbb{R}^{2}$. The vector $\hat{Z}^{i, k}$ is a unitary vector of the same direction than the bisector of the normal vectors to $\Gamma_{i-1}$ and $\Gamma_{i}$. We construct a continuous piecewise linear vector field $Z^{i, k}$ from $\Gamma^{k} \rightarrow \mathbb{R}^{2}$ such that $Z^{i, k}\left(x^{j, k}\right)=\delta_{i, j} \hat{Z}^{i, k}$.

The support of $Z^{i, k}$ is equal to the union of the finite element where $x^{i, k}$ is a node. At each iteration we compute the following vector field:

$$
\begin{equation*}
Z^{k+1}(x)=\sum_{i=1}^{n} u_{i}^{k+1} Z^{i, k}(x) \tag{26}
\end{equation*}
$$

and the updated boundary $\Gamma^{k+1}$ is then given by:

$$
\begin{equation*}
\Gamma^{k+1}=\left\{X=x+\sum_{i=1}^{n} u_{i}^{k+1} Z^{i, k}(x) ; u_{i}^{k+1} \in \mathbb{R}, x \in \Gamma^{k}\right\} \tag{27}
\end{equation*}
$$

where $\bar{u}^{k+1}=\left(u_{1}^{k+1}, \cdots . u_{n}^{k+1}\right)^{t} \in \mathbb{R}^{n}$ are the unknowns which determine the evolution of the curve $\Gamma^{k}$. Then in practice the continuous minimization problem is reduced to a n-dimensional optimization problem depending on the solution of the state problem. This method of evolution of the boundary has the important advantage that there is only one degree of freedom at each node.

### 4.2 The exterior Dirichlet problem

At each iteration we have to solve the following exterior problem

$$
\begin{align*}
& -\Delta v(x)=0 \quad \text { in } \Omega^{k} \\
& v(x)=-r(x) \text { on } \partial \omega^{k}=\Gamma^{k}  \tag{28}\\
& |v(x)|=O(1) \text { as }|x| \rightarrow \infty
\end{align*}
$$

Following [6] an integral single layer representation of the solution of $(28)$ is given by:

$$
\begin{equation*}
v(x)=\frac{-1}{2 \pi} \int_{\Gamma^{k}} q(y) \ln |x-y| d \gamma+c \tag{29}
\end{equation*}
$$

with $q(y) \in H^{-1 / 2}\left(\Gamma^{k}\right)$ and:

$$
\begin{equation*}
\int_{\Gamma^{k}} q(y) d \gamma=0 \tag{30}
\end{equation*}
$$

The constant $c=\lim _{|x| \rightarrow \infty}|v(x)|$. Then

$$
\begin{equation*}
\frac{\partial v}{\partial \nu_{x}}(x)=\frac{-1}{2 \pi} \int_{\Gamma^{k}} q(y) \frac{\partial \ln |x-y|}{\partial \nu_{x}} d \gamma+\frac{1}{2} q(x) \text { if } x \in \Gamma \tag{31}
\end{equation*}
$$

Here the unknown is the density $q(y)$ and we compute it using the boundary condition in a weak formulation. We seek $q(y) \in H^{-1 / 2}\left(\Gamma^{k}\right)$ solution of the following problem:

$$
\begin{align*}
& \frac{-1}{2 \pi} \int_{\Gamma^{k}} g(x) \int_{\Gamma^{k}} q(y) \ln |x-y| d \gamma d \gamma+c \int_{\Gamma^{k}} g(x) d \gamma= \\
& -\int_{\Gamma^{k}} r(x) g(x) d \gamma \tag{32}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{\Gamma^{k}} q(x) d \gamma=0 \tag{33}
\end{equation*}
$$

for all $g \in H^{-1 / 2}\left(\Gamma^{k}\right)$.
In numerical calculations we consider a piecewise constant approximation $q_{h}(x)$ of $q(x)$

$$
\begin{equation*}
q_{h}(x)=\sum_{i=1}^{n} q_{i} e_{i}(x) \tag{34}
\end{equation*}
$$

where $e_{i}(x)=1$ if $x \in \Gamma_{i}=\left[x^{i, k}, x^{i+1, k}\right]$ and zero elsewhere.
Then we obtain a linear system:

$$
\begin{equation*}
A \bar{q}=b \tag{35}
\end{equation*}
$$

where

$$
\begin{gather*}
a_{i, j}=\frac{-1}{2 \pi} \int_{\Gamma_{i}} \int_{\Gamma_{j}} l n|x-y| d \gamma d \gamma \quad i, j=1, \ldots, n  \tag{36}\\
a_{i, j}=\int_{\Gamma_{j}} d \gamma \quad j=1, \ldots, n \text { and } i=n+1  \tag{37}\\
(\bar{q})_{j}=q_{j} \quad j=1, \ldots, n \quad \text { and } \quad q_{n+1}=c \tag{38}
\end{gather*}
$$

Remark 1. The linear system (35) is symmetric and non sparse, then we use a $L D L^{t}$ decomposition of $A$. The numerical approximation of the normal derivative in (31) is computed by Gauss quadrature.
Remark 2. The approximation of the normal derivative $\frac{\partial v}{\partial \nu_{e}}$ at $x_{l} \in \Gamma_{l}$ is given by:

$$
\begin{equation*}
\frac{\partial v_{h}}{\partial \nu_{e}}\left(x_{l}\right)=\frac{-1}{2 \pi} \sum_{i=1, i \neq l}^{n} q_{i} \sum_{m=1}^{n} q_{m} \frac{\partial \ln \left|x_{l}-x_{i}\left(s_{m}\right)\right|}{\partial \nu_{e}}+\frac{1}{2} q_{l} \tag{39}
\end{equation*}
$$

Thus the computation of $\frac{\partial v_{h}}{\partial \nu_{l}}\left(x_{l}\right)$ needs $O(n)$ floating point operations.
Remark 3. If $q$ is the solution of the system (32), (33) and $\bar{q}$ is solution of (35) with piecewise constant approximation we have the following error bounds, see [13]:

$$
\begin{equation*}
\left\|q-q_{h}\right\|_{H^{-1 / 2}(\Gamma)} \leq C_{1} h\|q\|_{H^{1}(\Gamma)} \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\frac{\partial v}{\partial \nu}-\frac{\partial v_{h}}{\partial \nu}\right\|_{H^{-1 / 2}(\Gamma)} \leq C_{2} h\|q\|_{H^{1}(\Gamma)} \tag{41}
\end{equation*}
$$

### 4.3 Adaptive method for the mesh refinement

In this subsection we introduce an a posteriori error estimate and an adaptive mesh-refinement procedure. Pioneer work of [19], [20], [21] and [22] gives a posteriori error estimate for finite element and boundary element methods.

Let $h$ be the maximum of the local mesh size $h_{i}$ of the finite element $\Gamma_{i}$, discretization of $\Gamma$. If $q$ belongs to $H^{\tau}$ then for the Galerkin scheme(32) we have the a priori error estimate:

$$
\begin{equation*}
\left\|q-q_{h}\right\|_{H^{-\frac{1}{2}}(\Gamma)} \leq C h^{l+\frac{1}{2}}\|q\|_{H^{l}(\Gamma)} \tag{42}
\end{equation*}
$$

with $l=\min \{\tau, \nu+1\}, \nu=0,1$.
The residual $R_{h}$ is given by :

$$
\begin{align*}
R_{h}(x) & =r(x)-\frac{1}{2 \pi} \int_{\Gamma_{n}} q_{h}(x) \ln |x-y| d \gamma+c \\
& =r(x)-\frac{1}{2 \pi} \sum_{i=1}^{n} \int_{\Gamma_{i}} q_{h}(x) \ln |x-y| d \gamma+c \tag{43}
\end{align*}
$$

then we have the following a posteriori error estimate:

$$
\begin{equation*}
\left\|q-q_{h}\right\|_{H^{-\frac{1}{2}}(\Gamma)} \leq C\left(\sum_{i=1}^{n} h_{i}\left\|\frac{\partial R_{h}}{\partial s}\right\|_{L^{2}\left(\Gamma_{i}\right)}^{2}\right)^{\frac{1}{2}} \tag{44}
\end{equation*}
$$

where $\frac{\partial}{\partial s}$ is the differentiation with respect to the arc length.
An adaptive method for mesh refinement of $\Gamma$ is derived from a local interpretation of (44),see [20] and [22]. Given a uniform mesh after a few iterations, we compute the residual $R_{h}$ and we refine the i-th path of the mesh if

$$
\begin{equation*}
h_{i}>\theta\left(h_{i+1}+h_{i-1}\right), \quad 0.5<\theta<1 \tag{45}
\end{equation*}
$$

or if

$$
\begin{equation*}
h_{i}\left\|\frac{\partial R_{h}}{\partial s}\right\|_{L^{2}\left(\Gamma_{i}\right)}^{2} \geq 0.5 \max _{k=1, n} h_{k}\left\|\frac{\partial R_{h}}{\partial s}\right\|_{L^{2}\left(\Gamma_{k}\right)}^{2} \tag{46}
\end{equation*}
$$

The norm are computed by numerical integration of the analytical computed derivative of the residual using a Gaussian quadrature.

### 4.4 The discrete Newton-like method

The Lagrangian of problem (23), (24) has the following form:

$$
\begin{equation*}
L(\omega, \Lambda)=-\frac{1}{2 \mu_{0}} \int_{\Omega}\left|\nabla \varphi_{\Omega}\right|^{2} d x+\sigma \int_{\partial \omega} d \gamma+\Lambda\left(\int_{\omega} d x-m_{0}\right) \tag{47}
\end{equation*}
$$

Let $V$ and $W$ be two regular vector field (for instance $\mathcal{C}^{1}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ with compact support in an open neighborhood of $\Omega$ ). Then we obtain the following first order necessary condition:

$$
\begin{gather*}
\frac{1}{2 \mu_{0}} \int_{\partial \omega}|\nabla \varphi|^{2}(V \cdot \bar{n}) d \gamma+\sigma \int_{\partial \omega} \mathcal{C}(V \cdot \bar{n}) d \gamma+\Lambda \int_{\partial \omega}(V \cdot \bar{n}) d \gamma=0  \tag{48}\\
\int_{\omega} d x-m_{0}=0 \tag{49}
\end{gather*}
$$

The second order derivatives of the Lagrangian lead to the following Hessian:

$$
H=\left(\begin{array}{cc}
A_{V, W} & S_{V}  \tag{50}\\
S_{W} & 0
\end{array}\right)
$$

where:

$$
\begin{align*}
& A_{V, W}=\int_{\partial \omega} \frac{1}{2 \mu_{0}} \frac{\partial \varphi_{\Omega}}{\partial n}\left(V \cdot \nabla^{2} \varphi_{\Omega} \cdot W+V \cdot \nabla \varphi_{\Omega}^{\prime}(W)+W \cdot \nabla \varphi_{\Omega}^{\prime}(V)\right) \\
& +\int_{\partial \omega}\left(\left(\frac{\partial V}{\partial s} \cdot \bar{n}\right)\left(\frac{\partial W}{\partial s} \cdot \bar{n}\right)+\Lambda\left(V \cdot \frac{\partial W^{\perp}}{\partial s}\right)\right) d \gamma \tag{51}
\end{align*}
$$

$$
\begin{equation*}
S_{V}=\int_{\partial \omega} V \cdot \bar{n} d \gamma \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{W}=\int_{\partial \omega} W \cdot \bar{n} d \gamma \tag{53}
\end{equation*}
$$

In practice we consider an approximation (not a discretization, because we need the solution of two exterior Dirichlet problems) of the Newton algorithm (11). To this aim we consider a local perturbation given by the vectol field $Z^{k+1}(x)=\sum_{i=1}^{n} u_{i}^{k+1} Z^{i, k}(x)$ defined in section 4.1. Then the V and W discrete version are the vector field $Z^{i, k}$ and $Z^{j, k}$ defined in section 4.1.

The discrete version of the Hessian $H$ if given by:

$$
H\left(\Omega\left(\bar{u}^{k}\right), \Lambda^{k}\right)=\left(\begin{array}{cc}
A_{i j}\left(u_{1}^{k}, \ldots ., u_{n}^{k}, \Lambda^{k}\right) & S_{i}\left(u_{1}^{k}, \ldots ., u_{n}^{k}\right)  \tag{54}\\
S_{j}\left(u_{1}^{k}, \ldots ., u_{n}^{k}\right) & 0
\end{array}\right)
$$

where:

$$
\begin{gather*}
A_{i j}\left(u_{1}^{k}, \ldots,, u_{n}^{k}, \Lambda^{k}\right)= \\
\int_{\partial \omega} \frac{1}{2 \mu_{o}} \frac{\partial \varphi_{h}}{\partial n}\left(Z^{i, k} \cdot \nabla^{2} \varphi_{h} \cdot Z^{j, k}+Z^{i, k} \cdot \nabla \varphi_{h}^{\prime}\left(Z^{j, k}\right)+Z^{j, k} \cdot \nabla \varphi_{h}^{\prime}\left(Z^{i, k}\right)\right) \\
+\int_{\Gamma^{k}}\left(\frac{\partial Z^{i, k}}{\partial s} \cdot \bar{n}\right)\left(\frac{\partial Z^{j, k}}{\partial s} \cdot \bar{n}\right) d \gamma \\
+\Lambda^{k} \int_{\Gamma^{k}}\left(Z^{i, k} \cdot \frac{\partial Z^{j, k \perp}}{\partial s}\right) d \gamma \tag{55}
\end{gather*}
$$

for $i, j=1, \ldots n$, and

$$
\begin{equation*}
S_{i}\left(u_{1}^{k}, \ldots ., u_{n}^{k}\right)=\int_{\Gamma^{k}}\left(Z^{i, k} \cdot \bar{n}\right) d \gamma, \text { where } i=1, \ldots n \tag{56}
\end{equation*}
$$

The vector $\bar{u}^{k+1}=\left(u_{1}^{k+1}, \ldots ., u_{n}^{k+1}\right)^{t}$ is defined by the following system of equations :

$$
\left(\begin{array}{cc}
A_{i j}\left(u_{1}^{k}, \ldots, u_{n}^{k}, \Lambda^{k}\right) & S_{i}\left(u_{1}^{k}, \ldots ., u_{n}^{k}\right)  \tag{57}\\
S_{j}\left(u_{1}^{k}, \ldots, u_{n}^{k}\right) & 0
\end{array}\right)\binom{\left(u_{1}^{k+1}, \ldots, u_{n}^{k+1}\right)^{t}}{\delta \Lambda}=-\binom{D_{i}}{m}
$$

where

$$
\begin{gather*}
D_{i}= \\
+\left(\frac{1}{2 \mu_{0}} \int_{\Gamma^{k}}\left|\nabla \varphi_{h}\right|^{2}\left(Z^{i, k} \cdot \bar{n}\right) d \gamma+\right.  \tag{58}\\
\\
\left.+x_{i}^{k}-x_{i-1}^{k}\right) \\
\quad-x_{i-1}^{k} \| \\
\left.\quad+\frac{\left(\Lambda_{i+1}^{k}-x_{i}^{k}\right)}{\left\|x_{i+1}^{k}-x_{i}^{k}\right\|}\right) \cdot \hat{Z}^{i, k}+ \\
\left(Z^{i, k} \cdot \bar{n}\right) d \gamma
\end{gather*}
$$

for $i=1, \ldots n$ and

$$
\begin{equation*}
m=\int_{\omega^{k}} d x-m_{0} \tag{59}
\end{equation*}
$$

Then the boundary $\Gamma^{k+1}$ of $\Omega\left(\bar{u}^{k+1}\right)$ is given by:

$$
\begin{equation*}
\Gamma^{k+1}=\left(I+Z^{k+1}\right)\left(\Gamma^{k}\right)=\left\{x: x=X+Z^{k+1}(X) ; X \in \Gamma^{k}\right\} \tag{60}
\end{equation*}
$$

Remark 4. The computation of $A_{i j}\left(u_{1}^{k}, \ldots ., u_{n}^{k}, \Lambda^{k}\right), i, j=1, \ldots n$ needs $\varphi_{h}^{\prime}\left(Z^{i, k}\right), i=1, \ldots, n$ which are given by:

$$
\begin{array}{ll}
-\Delta \varphi_{h}^{\prime}\left(Z^{i, k}\right)=0 & \text { in } \quad \Omega^{k} \\
\varphi_{h}^{\prime}\left(Z^{i, k}\right)=-Z^{i, k} \cdot \nabla \varphi_{h} & \text { on } \quad \partial \omega^{k}=\Gamma^{k}  \tag{61}\\
\left|\varphi_{h}^{\prime}\left(Z^{i, k}\right)(x)\right|=O(1) & \text { as } \quad|x| \rightarrow \infty
\end{array}
$$

That means that we have to solve $n$ exterior Dirichlet problems. In fact if we use the same numerical technique as in problem (28), we obtain a linear system with the same matrix. As the $L D L^{t}$ decomposition of this matrix is done, solving problem (61) needs only $n$ more solutions of a triangular system.

## 5 Numerical Results

The algorithm is applied to a test case. The boundary tension $\sigma$ and the area $m_{0}$ of the liquid metal are given as well as the distribution of the current $j_{0}$ which is of the form:

$$
\begin{equation*}
j_{0}=\left(\sum_{p=1}^{m} \alpha_{p} \delta_{x_{p}}\right) I \tag{62}
\end{equation*}
$$

where $I$ is a given intensity, $\left(\delta_{x_{p}}\right)_{p=1 \ldots m}$ are the Dirac masses at the points $\left(x_{p}\right)_{p=1 \ldots m}$ in the plane, $\left(\alpha_{p}\right)_{p=1 \ldots m}$ are normalized coefficients. Computations are made with the normalized cost functional

$$
\begin{equation*}
F(\Omega, \widehat{\varphi})=-\int_{\Omega}|\nabla \widehat{\varphi}|^{2} d x+\widehat{\sigma} P(\Omega) \tag{63}
\end{equation*}
$$

and the Lagrangian:

$$
\begin{equation*}
L(\Omega, \Lambda)=-\int_{\Omega}|\nabla \widehat{\varphi}|^{2} d x+\widehat{\sigma} P(\Omega)+\Lambda\left(m(\omega)-m_{0}\right) \tag{64}
\end{equation*}
$$

First we consider the case without mesh refinement. The first guess is a uniform discretization of the circle with 128 nodes. The physical parameter are $m=4, \alpha_{p}= \pm 0.2$ and $m_{0}=\pi$. In figure 1 we observe the iteration rate of convergence: it becomes linear after a few iterations.


Figure 1: evolution of $\left\|L^{\prime}\right\|_{2}$
In figure 2 we plot the last iterate. We observe that the uniformity of the mesh is destroyed by the optimization process. Afther 8 iterations the $\left\|L^{\prime}\right\|_{2}$ norm is less than $10^{-14}$.


Figure 2: $N=128$, area equal $\pi$ and four masses

Now we consider the same case with mesh-refinement, at the end of iterations we have also 128 nodes. The first shape iteration is a circle discretized with 16 nodes. At the second iteration a mesh refinement is necessary to preserve the superlinear rate of convergence.Until iteration 6 and after two new mesh refinements we observe in figure 3 that the rate of convergence is superlinear. At this step, with 128 nodes, the $\left\|L^{\prime}\right\|_{2}$ norm is of order $10^{-18}$ and we stop the processus.


Figure 3: evolution of $\left\|L^{\prime}\right\|_{2}$


Figure 4: Final $N=128$, area equal $\pi$ and four masses
In figure 4 is clear that the adaptive mesh refinement gives a better distribution of nodes

The numerical results show that the rate of convergence monitoring with adaptive methods improves the performance of Newton-like methods in shape optimization. Adaptive mesh-refinement allows us to obtain a more accurate cost function critical point at a low cost.
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