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LARGE EDDY SIMULATION OF REGULAR WAVES BREAKING 
OVER A SLOPING BEACH 

Pierre Lubin', Hubert Branger', Olivier Kimmoun 3 

The scope of this paper is to show the results obtained for the Large Eddy Simulations 

(LES) of three-dimensional regular waves shoaling and breaking over a sloping beach, by 

solving the Navier-Stokes equations in air and water. The interface tracking is achieved 

by a Lax-Wendroff TVD scheme, which is able to handle with interface reconnections. 

The breaking processes including shoaling, overturning, splash-up and air entrainment, 

will be presented and discussed. 

INTRODUCTION 

Great improvements have been brought to the knowledge of the 
hydrodynamics and the general processes occurring in the surf zone, widely 
affected by the breaking of the waves (Peregrine 1983, Christensen et al. 2002). 
Nevertheless, the turbulent flow structure is still very complicated to investigate. 
The interest of the numerical approach is to provide a complete and accurate 
description of free surface and velocity evolutions in both air and water media 
during the breaking of the waves, which must lead to the understanding of 
energy dissipation and turbulent flow structures generation processes. On the 
basis of the published numerical works (Lubin et al. 2006) and the experiments 
conducted by Kimmoun et al. (2004, 2006), a numerical study of regular waves 
breaking over a sloping beach is presented. Large Eddy Simulation have already 
been found to be a very reliable method for the unsteady simulation of the 
Navier-Stokes equations, as already shown in the recent works of Watanabe et 
al. (2005) and Christensen (2006). 

The numerical methods are first introduced. We implemented up to date 
subgrid scale models to describe turbulence generated in both air and water 
media. Then, the experimental wave tank is presented, with the visualizations of 
the plunging breaking waves over the sloping beach. The results of two­
dimensional (2D) and three-dimensional (3D) numerical simulations of the 
regular waves are finally compared to the experimental data. A discussion about 
the general behavior of the flow in both media is held. We aim at illustrating the 
capacity of the numerical tool to give an accurate description of the flow, in 
terms of instantaneous quantities, and the improvement in the numerical 
modelling of breaking waves since it includes the air entrainment process 
neglected in most previous existing models. 
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MODEL AND NUMERICAL METHODS 

The numerical methods have already been fully described by Lubin et al. 
(2006). We solve the Navier-Stokes equations in air and water, coupled with a 
subgrid scale turbulence model (Large Eddy Simulation - LES). The numerical 
tool is well suited to deal with strong interface deformations occurring during 
wave breaking, for example, and with turbulence modelling in the presence of a 
free surface in a more general way. The numerical tool has already been shown 
to give accurate results for coastal applications (Lubin et al. 2004). For example, 
comparisons with experimental and numerical results have been shown by 
Lubin (2004) and Helluy et al. (2005) for the practical application of the 
propagation and the breaking of a solitary wave over a submerged reef. 

Governing equations 

On a fixed orthogonal curvilinear grid, an incompressible multiphase phase 
flow between non-miscible fluids can be described by the Navier-Stokes 
equations in their multiphase form. For each medium, a phase function C, or 
"color" function, is used to locate the different fluids standing C = 0 in the outer 
media, C = I in the considered medium. The interface between a medium and 
the entire domain is repaired by the discontinuity of C between 0 and 1. In 
practice, C = 0.5 is used to characterize this surface. The governing equations 
for the Large Eddy Simulation of an incompressible fluid flow are classically 
derived by applying a convolution filter to the unsteady Navier-Stokes 
equations. The resulting set of equations reads: 

V.u=O 

p (ou +(u·V)u)=pg-Vp+V·((µ+µ,.)(Vu+V'u))+F- µ u
� K 

ac 
-+u.VC=O 
at 

P = p1 andµ=µ,, if C � 0.5

p = p2 andµ= µ2 if C < 0.5

(l) 

(2) 

(3) 

(4) 

with velocity u and pressure p, assuming g as the gravity vector, p as the
density, µ as the viscosity, µr as the turbulent viscosity, t as the time and Fas 
the superficial tension volume force. To deal with solid obstacles within the 
numerical domain, it is possible to use multi-grid domains, but it is often much 
simpler to implement the Brinkman theory: the numerical domain is then 
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considered as a unique porous medium. The permeability coefficient K defines 
the capability of a porous medium to let pass the fluids more or less freely 
through it. If this permeability coefficient is great (K � + oo ), the medium is 
equivalent to a fluid. If it is nil, we can model an impermeable solid. A real 
porous medium is modelled with intermediate values of K. It is then possible to 
model moving rigid boundaries or complex geometries. To take this coefficient 
K into account in our system of equations, we thus add an extra term, called 
Darcy term, (µI K) u. Model (Eqs. 1 to 4) describes the entire hydrodynamics 
and geometrical processes involved in the motion of multiphase media. 

Large scale turbulence is described by solving the flow equations (Eqs. 1 
and 2), the small scale turbulence, which is not resolved by the flow model, is 
taken into account through a subgrid scale model. To represent the dissipative 
effect of the small turbulent structures a turbulent viscosity µr is calculated with 
the Smagorinsky model or the Mixed Scale model. Both models are based on 
the resolved scales through the strain rate tensor, but the Mixed Scale model 
takes also into account some subgrid information. This model has been checked 
to be much more efficient. We also implemented a selective function to check 
that the velocity field is turbulent and requires a surgrid scale model to be turned 
on. All the details can be found in Sagaut (1998). 

Numerical methods 

A Finite-Volume method on a staggered mesh is carried out to discretize the 
Navier-Stokes equations and an adaptive augmented Lagrangian technique is 
investigated to solve the coupling between pressure and velocity in the 
equations of motion (Eqs. 1 and 2). The interface tracking is achieved by a Lax­
Wendroff TVD scheme, which is able to handle with interface reconnections. 

Figure 1. Unknown grid discretization. Black dots: pressure; black arrowheads 
velocity components ; light gray dots : color function. 
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A dual grid, or underlying grid (Liovic et al. 2006), is used to discretize the 
advection equation (Eq. 3). This technique allows to have an improved accuracy 
for the interface description. It can be seen in Fig. 1 that the color function is 
defined on a twice finer mesh than the staggered mesh used for the Navier­
Stokes equations. All the references and details concerning the numerical 
methods can be found in Vincent et al. (2003) and Lubin (2004). 

EXPERIMENTAL CONFIGURATION 

The experiments were performed in the Ecole Centrale wave tank in 
Marseille. A side view of the experimental apparatus is given in Fig. 2. The 
glass-windowed tank is 17 m long and 0.65 m wide. The water depth was set at 
d= 0.735 m. The 1/15 sloping beach was about 13 m long, starting at about 4 m 
away from the wavemaker. The length of the surf zone was about 3 m. Camera 
PIV measurements were done in twelve different locations from the incipient 
breaking location up to the swash zone. Fifth order Stokes waves were 
generated, corresponding to the analytical solution developed by Fenton (1985). 
The wave period was T = 1.3 s and wave amplitude before the sloping beach 
was a = 0.07 m. The wavelength was L = 2.5 m and the measured height at 
breaking was Hb = 0.137 m. The waves are observed to start breaking at about 
2.65 m away from the shoreline, or 12.375 m away from the wavemaker. 

1:'15 slnpe ·��'y'�•-ww -�/ 
12 PIV wi1ldows 

Figure 2. Experimental wave tank. 

A sketch of a wave breaking event is displayed in Fig. 3. The wave starts 
breaking between windows I and 2 showing a short spilling phase (W2 and 
W3). Then a jet of liquid is rapidly ejected from the wave crest (W4) and the 
overturning wave front curls forward. A first splash-up is generated when the jet 
of liquid hits the front face of the wave (W5). We can then see a large amount of 
air entrained with foam and bubbles. Some other splash-ups are then generated 
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(W6). A roller propagates towards the shoreline, with a great air-water mixing 
area (W7 to WI 1). It can be seen in windows 7 and 8 that the bubbles are 
generated in the upper part of the water column, and are advected towards the 
bottom with a slight slanting axis (W9 and WIO). The volume of entrained 
bubbles decreases gradually till the wave crosses the shoreline (Wl2), runs up 
before coming back. This is in agreement with the general description of 
Peregrine ( 1983 ), for example. More details of the experiments can be found in 
Kimmoun et al. (2004) and Kimmoun and Branger (2006). 

Figure 3. Wave breaking in the twelve PIV interrogation windows. 

LARGE EDDY SIMULATION OF PLUNGING BREAKING WAVES 

Wave generation procedure 

Prior to the simulation of the laboratory tests, an effort has been made to 
implement and validate the procedure of regular and irregular wave generation 
developed by Lin and Liu (1999). The method consists in introducing an 
internal mass source function in the continuity equation for a chosen group of 
cells defining the source region. We adapted the analytical developments of 
Fenton (1989) for the fifth order Stokes wave theory, corresponding to the 
experimental conditions, to the source function method. In Fig. 4, we show the 

5



velocity field around the source function, acting like a pump. Two wave trains 
of surface gravity waves are thus generated, as the free surface responds to a 
pressure increment defined within the source region cells. The two wave trains 
propagate in opposite directions towards the both ends of the numerical domain. 

S(x,z,t) > 0 S(x,z,t) < 0 

Figure 4. Velocity fields generated by the presence of the source function. 

Computational configuration 

The computational domain is 20 m long and 1.2 m high (Fig. 5). The 
sloping beach starts at x = 7 m, the source function being located at x = 3.5 m 
and z = 0.3675 m (the center of the source region is at d/2). The numerical beach 
is considered as an impermeable solid obstacle, the permeability coefficient K 
being initialized at zero (Eq. 4). The source region is 0.06 m wide and 0.0735 m 
high. The area and the location of the source function have been designed 
applying the rules described by Lin and Liu (1999). 520 OOO mesh grid points 
are used to discretize the numerical domain (2000 x 260). The grid system is 
uniform along the wave propagation direction, with a constant cell length 
Ax = 1.10·2 m, and non-uniform in the vertical direction, the minimum cell
height being L1z = 2.5 . l 0·3 m. These values have to be divided by two, in both 
directions, for the free surface description thanks to the dual grid. The time step 
is chosen to ensure a Courant-Friedrichs-Levy condition less than I, necessary 
for the explicit advection of the free surface. 

As already said, two wave trains are generated and propagate in opposite 
directions towards the both ends of the numerical domain. An open boundary 
condition is thus set at the left side of the numerical domain to let the outgoing 
wave exit the numerical domain. In order to ensure that no numerical reflection 
occurs at the left side of the numerical domain, a sponge layer is set in addition 
to the open boundary condition. It consists in a region where the permeability 
coefficient K is chosen such that the outgoing wave train is properly attenuated 
before reaching the open boundary. The simulations have been carried out on 
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fast PC's. About twenty breaking waves have been simulated. Only 
instantaneous quantities are presented and discussed. 

Figure 5. Sketch of the numerical configuration for the regular wave breaking 
simulation. Dashed line: mean water depth d = 0.735 m. The toe of the 1/15 sloping 
beach starts at x = 7 m. 

20 numerical results 

In Fig. 6, we present the numerical results corresponding to the 1 Otl' 
breaking wave. The figures correspond to the twelve experimental pictures 
taken at the different locations in the surf zone (Figs. 3). A general good 
agreement has been found in term of wave propagation. The main observed 
difference is that we miss the first short spilling event. 

Some elements can be brought to discuss this discrepancy. On the basis of 
the experimental measured waveheight at breaking Hb, the surf similarity 

parameter has been evaluated to be � = 0.285, which usually characterizes a 
spilling breaker (Battjes 1988). Spilling breaking waves involve a complex 
combination between the wave propagation and the vorticity generation based 
on perturbations appearing on the crest of the steepening face of the wave. 
Moreover, the measured height of the white cap is about 1 mm (Fig. 3 -

windows 2 and 3). So, numerically, the mesh grid refinement we use is 
obviously not sufficient enough to be able to capture this feature. The numerical 
diffusion is also probably responsible, even if it has been checked to be very 
low (the numerical diffusion of the free-surface is contained in three mesh grid 
cells). 

Once the front face of the crest steepens and becomes vertical (Fig. 6 -
windows 1 to4), ajet of water is projected (Fig. 6 - between windows 4 and 5), 
and free falls down forward into a characteristic overturning motion. The 
plunging breaking wave is then responsible for the generation of jet-splash 
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cycles, this, in turn, being responsible for the generation of a sequence of large 
scale coherent vortices. 

Figure 6. Numerical results for a wave breaking at the twelve PIV interrogation 
windows locations (101h wave). 

A first high splash-up is generated (Fig. 3, window 6 - Fig. 6 window 7) 
and the successive splash-ups are also simulated. We have air entrapped and 
entrained in the water. And once the wave moves into a roller propagating 
towards the shoreline (Fig. 6 - windows 8 to 12), we have very similar results 
for the free surface description. It is distorted and very dynamic (Fig. 3 -
windows 8 to 12). Nevertheless, some discrepancies appear. Due to the coarse 
mesh grid resolution, the dislocation of the gas pockets into small bubbles 
cannot be simulated, even if, in the numerical results, the gas pockets 
correspond to some air-water mixing zones observed in the experimental 
pictures. Turbulence is associated with air entrainment, which is responsible for 
wave energy damping in the surf zone. In the experiments, it appears that the 
entrained air bubbles are contained mostly in the large structures and diffused 
towards the bottom due to the eddies. The rate of energy dissipation is increased 
with the bubble penetration depth and strong vertical motions are induced by the 
rising air bubbles. These mechanisms are mostly 3D, which cannot be taken into 
account in a 2D numerical simulation. 

In Fig. 7, we present the numerical velocity fields corresponding to the lOth

breaking wave. The figures correspond to three experimental pictures taken at 
the different locations in the surf zone. 
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Experimental Numerical 

Figure 7. Comparison between instantaneous PIV and numerical velocity fields at 
different locations. 

A high velocity region is located at the crest of the wave. A high splash-up 
is rising, with high velocities directed upward and towards the wave propagation 
direction, which generates counter-rotative vortices, as observed by Bonmarin 
(1989). This process is observed to repeat, each successive splash-up being 
weaker than the preceding one. Some large volumes of air and water are put into 
rotation. Co-rotative vortices are then generated by these successive splash-ups, 
as observed by Miller (1976) or Sakai" et al. (1986). High velocities are located 
near the free-surface, due the jet-splash cycles, during the bore propagation. 

Considering these simulations as a validation step, our numerical model 
gives very satisfactory and encouraging results for this 2D configuration. 
Nevertheless, wave breaking is a 3D two-phase turbulent problem, so the first 
numerical results will be presented hereafter, consisting in a first attempt. 
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30 numerical results 

Figure 8. Numerical results for 30 waves breaking (141h wave). Color function 
C = 0.5. 

The same initial condition than previously detailed is used, spread along the 
transverse direction. The numerical wave tank is 30 cm wide. But the numerical 
domain has been shortened and is discretized with 660 OOO mesh grid points 
(550 x 60 x 20) to be still able to run the simulation on a fast PC with a 
reasonable accuracy. The numerical domain is now 15.5 m long. The grid 
system is uniform along the wave propagation direction, with a constant cell 
length L1x = 2.8 .10-2 m, and non-uniform in the vertical direction, the minimum

cell height being L1z = 8.4 .10·3 m. A constant cell width Liy = 1.5 .10·2 m is used.
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These values have to be divided by two, for all directions, for the free surface 
description thanks to the dual grid. 

Figure 9. Numerical results for 30 waves breaking (end of the 141h wave). Color 
function C = 0.5. 

About fifteen breaking waves have been simulated. The number of grid 
points is obviously not sufficient enough again to take into account the 
dislocation of the pockets of gas into small bubbles, but the flow dynamics is 
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correctly described in the surf zone with air entrainment. A plunging breaker 
type is still observed. Figs. 8 and 9 present the numerical results corresponding 
to the 14th wave breaking. The amount of air entrained in the water is less
important than previously observed in the 2D numerical results due to the less 
accurate description of the plunging jet, responsible for a great quantity of air to 
be entrapped. 

CONCLUSION 

The numerical results presented in this paper concerns instantaneous 
quantities, simulating 2D, and then 3D, regular waves breaking over a sloping 
beach. Numerical simulations are now undertaken to calculate phase averaged 
and fluctuating quantities. Turbulence will then be studied quantitatively and 
compared with the experiments. Our model was found to be reliable to describe 
correctly and accurately the complicated two-phase flow interactions that 
happens when waves break. The breaking process, in terms of wave overturning 
and splash-up occurrence, is in accordance with the general observations given 
in the literature. The air entrainment is described, which is important as it plays 
a great role in the energy dissipation process. 

But 3D numerical simulations remain very demanding and time consuming. 
Two-phase flows simulations and turbulence modelling require fine mesh cells 
to be very accurate, even if Large Eddy Simulation is supposed to allow us to 
save some mesh points. Some theoretical work is also led to model what 
happens in the vicinity of the color function C = 0.5 (Lubin 2004, Labourasse et 
al. 2006). 
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