
HAL Id: hal-00092400
https://hal.science/hal-00092400

Submitted on 9 Aug 2008

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial 4.0 International License

A computational basis for elastodynamic cavity
identification in a semi-infinite solid

Sylvain Nintcheu Fata, Bojan B Guzina, Marc Bonnet

To cite this version:
Sylvain Nintcheu Fata, Bojan B Guzina, Marc Bonnet. A computational basis for elastodynamic
cavity identification in a semi-infinite solid. Computational Mechanics, 2003, 32, pp.370-380.
�10.1007/s00466-003-0494-4�. �hal-00092400�

https://hal.science/hal-00092400
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
https://hal.archives-ouvertes.fr


Computational framework for the BIE solution to

inverse scattering problems in elastodynamics∗

Sylvain Nintcheu Fata†, Bojan B. Guzina†, and Marc Bonnet‡

†Dept. of Civil Engineering, University of Minnesota, Minneapolis, MN 55455, U.S.A.
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Abstract The focus of this paper is a computational platform for the non-intrusive, active seismic

imaging of subterranean openings by means of an elastodynamic boundary integral equation (BIE)

method. On simulating the ground response to steady-state seismic excitation as that of a uniform,

semi-infinite elastic solid, solution to the 3D inverse scattering problem is contrived as a task of

minimizing the misfit between experimental observations and BIE predictions of the surface ground

motion. The forward elastodynamic solution revolves around the use of the half-space Green’s func-

tions, which analytically incorporate the traction-free boundary condition at the ground surface and

thus allow the discretization and imaging effort to be focused on the surface of a hidden cavity. For

a rigorous approach to the gradient-based minimization employed to resolve the cavity, sensitivities

of the trial boundary element model with respect to (geometric) void parameters are evaluated us-

ing an adjoint field approach. Details of the computational treatment, including the regularized (i.e.

Cauchy principal value-free) boundary integral equations for the primary and adjoint problem, the

necessary evaluation of surface displacement gradients and their implementation into a parallel code,

are highlighted. Through a suite of numerical examples involving the identification of an ellipsoidal

cavity, a parametric study is presented which illustrates the importance of several key parameters

on the imaging procedure including the prior information, “measurement” noise, and the amount of

experimental input.

Keywords 3D seismic imaging, Cavity detection, Inverse scattering, Elastic waves, Boundary inte-

gral equation methods, Adjoint field method
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1 Introduction

Nonintrusive identification of underground openings by elastic waves, which has relevance to diverse

areas such as exploration seismology, nondestructive material testing, environmental remediation, and

defense applications, has been investigated for a long time. For this class of inverse scattering problems,

a variety of computational approaches are available. Most of such imaging solutions are based either on

the conventional travel-time analysis (see Aki and Richards, 2002), or the full waveform interpretation

of seismic signals (e.g. Bunks et al., 1995). In the case of three-dimensional seismic exploration, these

interpretation techniques necessitate an extensive experimental and computational effort (Sheriff and

Geldart, 1995). In many instances, however, there is a need for rapid and inexpensive, yet accurate

3D imaging of major subterranean features on a smaller scale; such is the case with the identification

of hidden underground facilities, detection of unexploded ordinances, delineation of abandoned mines,

and location of buried wastes. For such problems, imaging algorithms based on boundary integral

equation (BIE) methods, which provide a direct link between the observed waveforms and the geometry

of a hidden object, could be used to effectively compensate for the limited field data. Although the

latter approach has drawn significant attention in acoustic and electromagnetic theories (e.g. Colton

and Kress, 1983; Litman et al., 1998) its application to seismic imaging is still in the early stage

(Guzina et al., 2003).

Among numerous reviews dealing with the computational treatment of 3D inverse scattering prob-

lems, one may mention Sheriff and Geldart (1995) in exploration seismology, Colton et al. (2000) in

acoustics, and Pike and Sabatier (2002) as a general reference spanning applications from elastic to

acoustic, electromagnetic, x-ray, and cosmic-scale scattering. Beyond the qualitative application of

seismic refraction techniques to underground cavity detection (e.g. Cooper and Ballard, 1988), much

of the 3D work in exploration seismology revolves around the seismic reflection method (Yilmaz, 1987)

which postulates near-vertical wave propagation, i.e. that the source-receiver spacing is much smaller

than depth to reflector. To eliminate the effect of multiple reflections discarded (among other phe-

nomena) by the reflection analysis, this method requires significant redundancy of experimental data,

as high as 96-fold, in terms of the common midpoint technique (Sharma, 1997). In the approach,

the seismic travel times captured by each in-line array of geophones are interpreted first in a 2D

fashion via the far-field approximation (i.e. ray tracing, Aki and Richards, 2002) that accounts for

the in-plane dip and curvature of subsurface reflectors. The resulting images across vertical “slices”

are finally migrated (or corrected) for the out-of-plane scattering using 3D ray tracing analysis, often

in terms of time-consuming finite difference simulations (Sheriff and Geldart, 1995). An advanced

alternative to the foregoing travel-time analysis, which interprets entire seismic records (including

multiple reflections) and does not require identification of arrival times is the full waveform analysis.

The computational effort involved with the latter technique, however, is so intensive that most de-
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velopments so far have been two-dimensional (Bunks et al., 1995; Plessix et al., 1999). As it stands,

consistent 3D seismic imaging of subterranean profiles requires either a major experimental input,

high interpretation cost, or both. Moreover, the reflection methods appear to have a limited use in

the detection of shallow cavities owing to the interference between surface and reflected body waves

(Belesky and Hardy, 1986).

Recently, the use of 3D seismic methods has been advocated for the detection of anti-personnel and

anti-tank mines with low metal content, which are almost invisible to ground-penetrating radar and

metal detectors. The approach revolves around a concurrent use of elastic and electromagnetic waves

via 3D finite difference simulations (Scott et al., 2000; Schröeder et al., 2002). In view of its high

computational cost, however, the model is developed to run exclusively on large-scale supercomputers

such as the Cray T3E.

In contrast to seismic exploration, the developments in radar and sonar technologies have been

driven primarily by i) the necessity for rapid object identification, and ii) simplicity of the background

(acoustic or electromagnetic) medium where the assumption of homogeneity is often adequate (Colton

and Kress, 1992). As a result, the latter 3D imaging solutions are predominantly based on the boundary

integral equation (BIE) methods (Colton et al., 2000) where the scattering effects of a major object

(e.g. a submarine) hidden in a relatively uniform, infinite or semi-infinite domain are intrinsically

amenable to the use of fundamental solutions.

So far, however, application of the radar and sonar solutions to seismic imaging has been impeded

not only by the inherent heterogeneity of geological profiles, but also by the fact that elastic waves,

unlike their acoustic counterpart, take many different forms (compressional, shear, Love, Rayleigh

and Stoneley waves, see Achenbach (1984)), which renders their BIE interpretation challenging. Few

exceptions dealing with the inverse scattering of elastic waves include crack identification in infinite

elastic solids by Kress (1996) (2D frequency domain study) and Nishimura (1997) (3D analysis in

time domain). To further the relevance of radar and sonar technologies in seismic imaging, the

focus of this investigation, which builds on the recent analytical framework in Guzina et al. (2003),

is the development of a comprehensive computational basis for the identification of cavities via an

elastodynamic BIE method, for the case involving three-dimensional elastic wave propagation in a

semi-infinite solid. Several key features of this boundary-only imaging technique, which make it

suitable for expedient engineering applications, include limited computational effort and full waveform

analysis which accounts for both body and surface waves scattered by the cavity.

By means of a well-defined incident seismic field and a set of surface motion sensors used to monitor

elastic waves scattered by the cavity, the inverse problem of underground opening identification is

reduced to the minimization of a cost function representing the misfit between the field observations

and their predictions for an assumed cavity location. For a computationally-effective treatment of the

featured body and surface wave fields, the predictive model used in this study (Pak and Guzina, 1999)
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is based on the fundamental solution for a uniform elastic half-space (see Guzina and Pak, 2001),

which analytically handles the traction-free boundary condition representing the ground surface. In

formulating the gradient search technique employed by the inverse solution, necessary sensitivities of

the cost function are evaluated semi-analytically via an adjoint field approach that offers a superior

performance relative to conventional finite-difference gradient estimates. Details of the computational

treatment, including the regularized boundary integral equations for the primary and adjoint field,

featured evaluation of the surface displacement gradients and their implementation into a parallel

code, are highlighted. Effectiveness of the proposed imaging method is further elevated via the use of

a quasi-Newton minimization algorithm in a parallel computational setting. To investigate the effects

of “measurement” noise, prior information, and the amount of experimental input on the imaging

procedure, a parametric study is presented for the numerical example involving identification of an

ellipsoidal cavity.

2 Formulation

This investigation deals with an inverse scattering problem for the isotropic, homogeneous elastic

half-space containing a hidden cavity, see Fig. 1. With reference to the Cartesian basis {O; ξ1, ξ2, ξ3},

the semi-infinite solid Ω = {(ξ1, ξ2, ξ3)| ξ3 >0} is characterized by the Lamé constants λ and µ, mass

density ρ, and is bounded on top by the free surface S = {(ξ1, ξ2, ξ3)| ξ3 = 0}. The void inside the

half-space, ΩC ⊂ Ω, is bounded by a smooth closed surface Γ. To aid the ensuing formulation, let Ω−

denote the semi-infinite domain surrounding the cavity, i.e. Ω− = Ω\ (ΩC∪Γ), and let ΓR = ΣR∩Ω be

an auxiliary surface, where ΣR is a sphere of radius R centered at the origin. The respective subsets of

Ω, Ω− and S that are bounded by ΓR will be denoted as ΩR, Ω−
R and SR, with an implicit assumption

that R is sufficiently large so that ΩC ⊂ ΩR. With such definitions, n will be identified with the unit

normal to SR ∪ Γ ∪ ΓR directed toward the exterior of the “truncated” half-space Ω−
R.

2.1 Forward problem

To mimic an active seismic imaging configuration, the cavity Γ in Fig. 1 is assumed to be exposed by

a vertical vibratory point source, acting at ξ = ζ ∈ S with excitation frequency ω. For brevity, the

implicit time-harmonic factor eiωt and the functional dependence of the featured displacement and

stress fields on ω will be omitted hereafter. On representing the seismic source by the body force

distribution

f(ξ) = P δ(ξ−ζ) e3, (1)

where δ stands for the three-dimensional Dirac delta function, e3 is the unit vector in the ξ3-direction,

and P is the force magnitude, the total displacement field u(ξ), ξ∈Ω− induced in the half-space by
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Figure 1: Illumination of an underground cavity by seismic waves

f , can be defined as the solution to the elastodynamic boundary value problem

∇·(C : ∇u) + f + ρ ω2u = 0, ξ ∈ Ω−

t ≡ n · C : ∇u = 0, ξ ∈ Γ ∪ S (2)

lim
R→∞

∫

ΓR

{

ûk(ξ,x) · t(ξ) − t̂
k
(ξ,x) · u(ξ)

}

dΓξ = 0, x ∈ Ω−
R, k = 1, 2, 3.

In (2), t is the traction vector; C denotes the isotropic elasticity tensor, i.e.

C = λ I2 ⊗ I2 + 2µ I4 (3)

where In is the symmetric n-th order identity tensor; vectors ûk(ξ,x) and t̂
k
(ξ,x) are respectively the

elastodynamic displacement and traction Green’s functions for the semi-infinite solid, i.e. the response

of the unexcavated half-space Ω at ξ ∈ Ω due to a unit time-harmonic point force acting at x ∈ Ω

in the k-th coordinate direction. The far-field condition (2c), implicit to wave propagation problems

involving unbounded domains, is known as the generalized radiation condition for the displacement

field u (see Pak and Guzina, 1999).

2.2 Inverse problem

On introducing a discrete set Sobs ⊂ S of surface control points (ξ = xm, m = 1, 2, . . . M) where the

response of the “excavated” half-space Ω− (due to prescribed excitation f) is monitored to resolve Γ,

the inverse problem of cavity identification can be set forth as a task of finding the void location and

shape by minimizing the cost functional

J (Γ) =
Q

2

M
∑

m=1

‖u(xm)−uobs(xm)‖2
L2(Sobs)

+
1

2

(

q−qp
)

·G·
(

q−qp
)

, (4)
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subject to constraint (2) on the trial displacement u (also known as the primary field) (see Guzina

et al., 2003). The first term on the right-hand side of (4) can be interpreted as a misfit (over Sobs)

between the experimental observations uobs and their elastodynamic predictions u for a trial void

geometry Γ. For generality, the cost functional is augmented with a second term to include any prior

information on the shape and location of the hidden cavity. In (4), Q is a normalizing factor, G

stands for a real symmetric positive definite matrix of weighting coefficients, qp is a constant vector

synthesizing the prior information on the geometry of the hidden cavity, and q = q(Γ) is its counterpart

evaluated for the trial cavity. Among various geometric parameters that could be used to construct

q, one can mention the cavity volume V (Γ), centroid coordinates ci(Γ), and the inertia tensor Iij(Γ)

defined respectively as

V (Γ) = −
1

3

∫

Γ
ξ · n dΓξ, ci(Γ) = −

1

4 V

∫

Γ
ξi ξ · n dΓξ,

Iij(Γ) = −
1

5

∫

Γ
(ξi − ci)(ξj − cj)(ξ − c) · n dΓξ, i, j = 1, 2, 3. (5)

One may note that the minus sign in front of surface integrals in (5) accounts for the fact that n is

directed toward the interior of the cavity.

2.3 Boundary integral framework

With the aid of the elastodynamic reciprocal theorem in frequency domain, the radiating solution u

to the scattering problem (2) can be shown to admit the boundary integral representation

uk(x) = P û3
k(x, ζ) −

∫

Γ
t̂ki (ξ,x) ui(ξ)dΓξ, x ∈ Ω−. (6)

In (6), P û3
k(x, ζ) synthesizes the incident field, i.e. the displacement at x due to seismic source f in

the void-free half-space; accordingly, the integral term signifies the scattered field, i.e. the perturbation

of the incident field due to presence of the cavity. If the (total) primary field u is assumed to be Hölder

continuous, i.e. u ∈ C0,δ, the limit of (6) as x approaches the boundary Γ can be written in terms of

the regularized (i.e. Cauchy principal value-free) boundary integral equation

uk(y) +

∫

Γ
[t̂ki (ξ,y)]1 {ui(ξ) − ui(y)} dΓξ

+

∫

Γ
[t̂ki (ξ,y)]2 ui(ξ) dΓξ = P û3

k(y, ζ), k = 1, 2, 3, y ∈ Γ, (7)

where [̂t
k
(ξ,y)]1 and [̂t

k
(ξ,y)]2 are respectively the singular and regular parts of the elastodynamic

traction Green’s function for the semi-infinite solid (see Pak and Guzina, 1999).
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3 Geometric transformation and material differentiation

To quantify the influence of (geometric) cavity perturbations on the cost functional J (Γ), it is instruc-

tive to adopt the framework of continuous deformations and consider small perturbations Ω−
R(τ) ≡ Ω−

R

(0≤τ <ǫ) of the “truncated” half-space around the reference configuration Ω−
R(0), associated with an

initial trial cavity Γ0. With the assumption that R is sufficiently large so that the trial cavity with

boundary Γ(τ) ≡ Γ remains in ΩR, the foregoing domain evolution with respect to the pseudo-time

parameter τ can be formally stated as

ξ = Φ(X, τ) = X + τ V(X) ∈ Ω−
R, τ ∈ [0, ǫ) (8)

where V is the initial transformation velocity, i.e.

V(X) =
∂Φ(X, τ)

∂τ
|τ=0 = V ◦ Φ−1(ξ, 0) ≡ θ(ξ). (9)

In continuum mechanics, X is usually called the material or Lagrange variable, whereas ξ is referred to

as the spatial or Euler coordinate. To facilitate the ensuing developments, the transformation velocity

θ is assumed to maintain the external boundaries of Ω−
R unchanged, i.e.

θn ≡ n·θ = 0 on SR

θ = 0 on ΓR. (10)

On the basis of (8) and (9), the material differentiation,
⋆

f , of a given field quantity f(ξ, τ) at τ =0

follows directly from the general results of continuum kinematics so that

⋆

f = lim
τ→0

1

τ

{

f(ξ, τ) − f(X, 0)
}

= f,τ (ξ, 0) + θ(ξ)·∇f(ξ, 0) (11)

where f,τ = ∂f/∂τ stands for the partial “time” derivative. By virtue of (4) and (11), the material

derivative of the featured cost functional, J (Γ), can be written explicitly as

⋆

J= Q

M
∑

m=1

Re
[

(u(xm, τ) −uobs(xm))·u,τ (x
m, 0)

]

+
(

q−qp
)

·C·
⋆
q, (12)

where
⋆
q is comprised of material derivatives of the prior information entries listed in (5). By virtue

of a generic formula for material differentiation of integrals over a regular moving surface (e.g. Petryk

and Mróz, 1986), these entries can be differentiated as

⋆

V = −

∫

Γ
θn dΓξ,

⋆
ci = −

1

V

∫

Γ
(ξi − ci) θn dΓξ,

⋆

Iij = −

∫

Γ
(ξi − ci)(ξj − cj) θn dΓξ (13)

in terms of the (prescribed) normal transformation velocity θn(ξ).

7



4 Sensitivity analysis

A procedure commonly employed in the sensitivity analysis of functionals such as J revolves around

the use of suitable finite difference formulae. In the context of (12), finite difference computation of
⋆

J

translates into numerical estimation of pseudo-time derivative of the primary field, u,τ , due to small

cavity perturbations. In view of the well-known drawbacks (in terms of stability, accuracy and com-

putational efficiency) associated with finite difference estimators, however, a closed-form expression

for
⋆

J is preferred for an efficient solution to the inverse problem. Adopting the methodology proposed

in the context of BIE formulations (e.g. Choi and Kwak (1988) and Bonnet (1995)), a convenient

approach to this goal is to incorporate constraints (2) on the primary field into the cost functional via

the Lagrangian

LR(u, ũ; Γ) = J (Γ) + Re

[

∫

Ω−

R

(

∇·(C : ∇u) + f + ρω2u
)

·ũ dΩξ −

∫

Γ+SR

t·ũ dΓξ

]

(14)

where ũ is the Lagrange multiplier. On integrating (14) by parts and applying the results for material

differentiation of volume and surface integrals (Petryk and Mróz, 1986), it can be shown that the

formula for
⋆

LR consists of two distinct components, namely (i) a surface integral containing the initial

transformation velocity θ, and (ii) a second, non-homogeneous term. To satisfy the fundamental

requirement that the material derivative,
⋆

LR, vanishes for a trivial distribution of the transformation

velocity (i.e. no cavity perturbation), the second term must be set to zero. Assuming that ũ ∈

C2(Ω−) ∩ C1(Ω− ∪ Γ ∪ S), this requirement can be realized provided that the vector field ũ satisfies

the following equations (Guzina et al., 2003)

∇·(C : ∇ũ) + Q

M
∑

m=

(u −uobs)δ(ξ−xm) + ρ ω2ũ = 0, ξ ∈ Ω−

t̃ ≡ n · C : ∇ũ = 0, ξ ∈ Γ ∪ S (15)

lim
R→∞

∫

ΓR

{

ûk(ξ,x) · t̃(ξ) − t̂
k
(ξ,x) · ũ(ξ)

}

dΓξ = 0, x ∈ Ω−
R, k = 1, 2, 3.

One may note that (15) define ũ as an elastodynamic state, herein termed the adjoint field, over

Ω−; in fact, the only difference between (15) and the primary field (2) is that the adjoint body force

distribution, f̃ , is defined through

f̃(ξ) = Q

M
∑

m=

(u −uobs)δ(ξ−xm), (16)

as a system of point forces, located at observation points xm∈Sobs, which are proportional to the misfit

between experimental observations uobs and theoretical predictions u. On the basis of (7) and (16),

the regularized boundary integral equation for the adjoint field ũ can be directly written as
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ũk(y) +

∫

Γ
[t̂ki (ξ,y)]1 {ũi(ξ) − ũi(y)} dΓξ

+

∫

Γ
[t̂ki (ξ,y)]2 ũi(ξ) dΓξ = Q

M
∑

m=1

ûi
k(y,xm)(ui(xm) −uobs

i (xm)), k = 1, 2, 3, y ∈ Γ, (17)

with the right-hand side synthesizing the effect of the fictitious body force f̃.

ρ, ,µλ

Ω

ξ1

ξ3

o

Γn

Figure 2: Seismic sources for the adjoint field

By virtue of (2), (14) and (15), it can be shown that the material derivative of (4),
⋆

J≡
⋆

LR, permits

the integral representation

⋆

J= Re

{∫

Γ

{

ρω2u·ũ − µ

(

∇Su :

[

2λ

λ+2µ
I2 ⊗ I2 + 2I4 − n ⊗ I2 ⊗ n

]

:∇T
S ũ

)}

θn dΓξ

}

+ (q−qp)·G·
⋆
q, (18)

where ∇Su is the surface gradient of u, defined in terms of its normal derivative u,n =n·∇u as

∇Su = ∇u − n ⊗ u,n (19)

Formula (18) is amenable to an effective computational treatment via boundary element techniques

as it is written in terms of tangential derivatives that are directly computable from the nodal values

of u and ũ on Γ.

5 Computational platform

For imaging purposes, the location and shape of Γ can be assumed to depend on a finite set of

design parameters, p = (p1, p2, . . . , pD). With such hypothesis, partial derivatives ∂J /∂pd required

for the minimization of J can be obtained directly from (18) by letting τ = pd, d = 1, 2, . . . , D. A
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usual procedure in numerical evaluation of integrals such as (18) is to assume that Γ =
⋃K

k=1 Ek, where

{Ek}
K
k=1 are closed and non-overlapping surface elements. With such partition, each boundary element

Ek can be parametrized by a mapping E → Ek that introduces local coordinates, η = (η1, η2)∈E,

over Ek ⊂ Γ where E is a polygonal domain in R
2. As long as Γ(τ) remains simply connected, the

evolving boundary element mesh Γh =
⋃K

k=1 Eh
k approximating Γ(τ) can be generated by interpolating

a suitable set of parameter-dependent nodes ξq(p)∈Ek with fixed, i.e. pre-defined mesh connectivity.

To this end, the Q-noded approximation (Eh
k ) of a generic surface element Ek⊂Γ can be written as

ξ(η) =

Q
∑

q=1

Nq(η) ξq(p), ξ∈Eh
k , ξq∈Ek η∈E, (20)

where Nq(η) are the shape functions for the Q-noded element Eh
k satisfying the fundamental property

Q
∑

q=1

Nq(η) = 1, η ∈ E (21)

over the parent domain E (e.g. Brebbia et al., 1984). In a manner similar to (20), the primary

displacement field u at an arbitrary point ξ ∈ Eh
k can be expressed as

u =

Q
∑

q=1

Nq(η) uq, (22)

where uq is the nodal displacement at ξq ∈ Ek. With such approximation, the surface gradient of the

primary field ∇Su can be readily computed as

∇Su =

Q
∑

q=1

∇SNq(η) ⊗ uq. (23)

Eq. (23) demonstrates how tangential derivatives of u can be shifted onto surface derivatives of the

shape functions Nq(η).

For the gradient-based minimization of J , each partial derivative ∂J /∂pd is computed via (18)

with the (prescribed) transformation velocity θ = θd, associated with the variation of the d-th design

parameter, given by

θd =

Q
∑

q=1

Nq(η)
∂ξq

∂pd

, η ∈ E. (24)

On the basis of (20), (22) and the set {yl, l = 1, 2, . . . , L} ⊂ Γ of all nodal points on Γ, the

discretized form of the boundary integral equation (7) for the primary field can be expressed as

K
∑

k=1

Q
∑

q=1

{

∫

Eh

k

[t̂ji (ξ(η),yl)]1 (Nq(η) − δqk,l) dΓξ +

∫

Eh

k

[t̂ji (ξ(η),yl)]2 Nq(η)dΓξ

}

uqk

i

+







δji −

K
∑

k=1



1−

Q
∑

q=1

δqk,l





∫

Eh

k

[t̂ji (ξ(η),yl)]1dΓξ







ul
i = P û3

j (y
l, ζ), j = 1, 2, 3 l = 1, 2, . . . , L (25)
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in terms of nodal displacements ul = u(yl), l = 1, 2, . . . , L, where δji is a Kronecker delta and qk is

the global number of the q-th element node. The integrals in (25) are approximated by a product

Gaussian quadrature in which a special mapping technique (Guzina, 1996), similar to the Duffy’s

transformation (e.g. Golberg and Chen, 1997), is used to reduce the weak singularity of the integrand

when the integration is performed over an element that contains the collocation point. The system of

equations (25) can be recast in the matrix form as

HU = F, F =
{

P û3
j (y

l, ζ) j = 1, 2, 3
}L

l=1
(26)

where U =
(

u1
1, u

1
2, u

1
3, . . . , u

L
1 , uL

2 , uL
3

)

is a vector containing all nodal displacements, H is a (complex

non-symmetric) 3L×3L displacement influence matrix, and F is a vector whose entries are the values

of the right-hand side of (25) evaluated at collocation points yl .

Owing to the fact that the elastodynamic field equations governing the primary and adjoint field

(under identical boundary conditions) differ only in the body force term (cf. (1) and (16)), a linear

algebraic system of equations for the values of adjoint field (17) at collocation points can be written

as

HŨ = F̃, F̃ =

{

Q

M
∑

m=1

ûi
k(y

l,xm)(ui(xm) −uobs
i (xm)), k = 1, 2, 3

}L

l=1

(27)

where the influence matrix H is the same as in (26).

5.1 Shape parametrization

In this study, motion of the evolving trial boundary, Γ(τ), within the half-space Ω={(ξ1, ξ2, ξ3)| ξ3 >0}

is restricted to translation and stretch in the Cartesian frame {O; ξ1, ξ2, ξ3}. For problems involving

identification of a single cavity, such description entails the use of a six-dimensional parametric space

p = (c1, c2, c3, α1, α2, α3) which incorporates the cavity’s centroidal motion (ci, i=1, 2, 3) and principal

stretches (αi >0, i=1, 2, 3) in the above Cartesian basis. With such definition, analytical dependence

of the nodal coordinates, ξq = ξq(p), on the trial boundary Γ is introduced as an affine deformation

of a fictitious shape with respect to Lagrange coordinates (X1, X2, X3) so that

ξq
i = αi X

q
i + ci, i=1, 2, 3 (28)

assuming no summation over index i. By virtue of (20), (21), (24)and (28), the normal transformation

velocity associated with the variation of the d-th design parameter, θd
n≡n · θd (d=1, · · · , 6 ), can be

shown to admit the representation

θd
n =

(

n1, n2, n3,
ξ1 − c1

α1
n1,

ξ2 − c2

α2
n2,

ξ3 − c3

α3
n3

)

. (29)
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5.2 Surface derivatives

On the basis of (18) and (29), an explicit expression for the partial derivative ∂J /∂pd directly follows

in the form of

∂J

∂pd

= Re

{ K
∑

k=1

∫

Eh

k

[

ρω2u·ũ −
2λµ

λ+2µ
divSu divSũ − µ

(

∇Su + ∇T
S u

)

:∇T
S ũ

+ µ
(

∇Su·n)·(∇T
S ũ·n

)

]

θd
n dΓξ

}

+ (q−qp)·G·
⋆
q, d = 1, · · · , 6 (30)

where divSu is the surface divergence of the displacement field u, computable as

divSu =

Q
∑

q=1

uq ·∇SNq(η), (31)

over a representative boundary element Eh
k . By use of (22), a discretized formula for u·ũ is readily

obtained as

u·ũ =

Q
∑

p=1

Q
∑

q=1

Np(η)Nq(η) up ·ũq. (32)

Similarly, with the aid of (23), the remaining part of the bracketed term in (30) can be written as

(

∇Su + ∇T
S u

)

:∇T
S ũ −

(

∇Su·n)·(∇T
S ũ·n

)

=

Q
∑

p=1

Q
∑

q=1

[

up ·∇SNq(η) ũq ·∇SNp(η) +

(

up ·ũq − (up ·n)(ũq ·n)

)

∇SNp(η)·∇SNq(η)

]

. (33)

To evaluate the tangential derivative ∇SNq(η) featured in (31) and (33), it is useful to recall several

basic formulae of differential geometry. On assuming that the parametrization ξ = ξ(η1, η2) given by

(20) is regular, a local companion basis {r1, r2,n} can be established at every point ξ ∈ Eh
k where

r1 =

Q
∑

q=1

∂Nq

∂η1
ξq, r2 =

Q
∑

q=1

∂Nq

∂η2
ξq, n =

r1 × r2

||r1 × r2||
. (34)

r1

r2n

Figure 3: Local basis on the surface element
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As shown in Fig. 3, vectors r1 and r2 are tangent to Eh
k , with the triplet {r1, r2,n} forming a positive-

oriented basis of R
3. By virtue of (34), the covariant components gIJ of the metric tensor g over the

surface element Eh
k can be expressed as

gIJ = rI · rJ , I, J = 1, 2 (35)

Likewise, the contravariant components g
IJ of g are given by

g
IL

gLJ = δI
J . (36)

where δI
J denotes the Kronecker delta. With the above definitions, the surface gradient of shape

functions ∇SNq takes an explicit form

∇SNq =
∂Nq

∂ηI
g

IJrJ , q = 1, 2, . . . Q (37)

in terms of the local basis rJ , J = 1, 2. On the basis of (36), the differential area dΓξ on Eh
k can also

be expressed in terms of local coordinates as

dΓξ =
√

g11g22 − (g12)
2 dη1dη2. (38)

By use of (20), (29), (31) to (33), and (35) to (38), the sensitivities ∂J /∂pd of the cost functional

(4) with respect to cavity perturbations directly follow from (30) once the primary field uq and adjoint

field ũq are computed at nodal points yl ∈ Γ.

5.3 Parallel computation

The regularized BIE solution (see respectively (7) and (17) for the primary and adjoint field) is imple-

mented, together with the material derivative (30), in a data parallel code using the message-passing

interface (Pacheco, 1997). The message-passing interface (MPI) is a freely available specification for

the message-passing libraries. Data-type parallelism, of interest in this investigation, typically ap-

plies when identical operations can be performed concurrently on different data items. Such is the

case with repeated, yet computationally expensive evaluations of the elastodynamic Green’s functions,

ûk(yl, ζ) and t̂
k
(yl, ζ), at collocation points yl (l = 1, 2, . . . L) in (26) and (27). Thus, the running

time of the overall program can be significantly reduced by block-distributing the computation of the

coefficient matrix H and vectors F and F̃ featured in (26) and (27) among all processes participating

in the parallel job. On denoting the number of participating processes by np, this distribution of the

computational effort for L collocation points can be summarized as

L = np × q + R ≡ R(q+1) + (np−R)q, 0 ≤ R < np−1 (39)

where the first R processes are each assigned q+1 blocks of data items, so that every of the remaining

np−R processes receives q blocks of computation. Each process works on a different data set; upon
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completion of their respective computing tasks, they exchange the output data using message-passing

to solve the problem. In this study, eight processes are used to solve the inverse scattering problem.

To measure the performance of the parallel code, the speed-up ratio, defined as the ratio of the elapsed

time of a serial program over that of its parallel counterpart with np processes, is adopted. On a Linux

cluster with 2 nodes, each with 4 Intel Xeon processors, the speed-up factor of 4.58 is obtained when

evaluating the objective function J and its partial derivatives ∂J /∂pd (d = 1, · · · , 6) at a sample

location of the trial cavity Γ. This result indicates a considerable gain in running time of the parallel

code.

5.4 Minimization

In this study, minimization of J (p) is effected using the BFGS quasi-Newton method (e.g. Nocedal

and Wright, 1999) and an inexact line search algorithm

φ(β) ≡ J (pk + β dk) → min, (40)

where dk is the descent direction at the k-th major iteration, pk. To determine the optimal step length,

β =β∗ >0, the line search uses mixed quadratic and cubic polynomial interpolation that satisfies the

sufficient decrease condition

φ(β∗) ≤ φ(0) + γ1β
∗φ′(0), (41)

as well as the curvature condition

|φ′(β∗)| ≤ γ2|φ
′(0)|, (42)

with 0 < γ1 < γ2 < 1 (More and Thuente, 1994; Nocedal and Wright, 1999). In the minimization

presented below, the values of γ1 = 10−4 and γ2 = 0.99 are adopted for the BFGS quasi-Newton

algorithm. To take into account the physical inequality constraints

c3 − α3 > 0, α1 > 0, α2 > 0, α3 > 0 (43)

on the cavity centroid and principal stretches featured in the vector of design parameters, p =

(c1, c2, c3, α1, α2, α3), every trial step length β (including the optimum one) is chosen so that it con-

forms with (43).

6 Results

In the following examples, surfaces of the “true” and trial cavities are discretized via eight-node

isoparametric quadratic boundary elements (Brebbia et al., 1984). The elastodynamic half-space

Green’s functions, featured in (25) and its counterpart for the adjoint field, are computed semi-

analytically using the Hankel transform approach aided by numerical contour integration and the

method of asymptotic decomposition (Guzina and Pak, 2001).
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6.1 Sensitivity estimates

To illustrate the performance of the adjoint field approach as a tool for sensitivity calculation, a

numerical experiment was performed with reference to the spherical cavity of known radius so that

its relevant vector of design parameters, p = (p1, p2, p3), represents the position of its center. In this

case, motion of the trial spherical cavity reduces to the rigid-body translation in Ω, and the normal

transformation velocity θd
n, given more generally by (29), scales down to

θd
n = (n1, n2, n3) . (44)

True

Trial

P

ξ1 /a ξ2/a

aξ3/

Figure 4: Spherical cavity and testing grid in the elastic half-space

The true and trial cavities are centered respectively at ptrue=(0, 0, 2a) and p0 =(−2a, 2a, 6a), where a

denotes the radius of the sphere (see Fig. 4). The testing configuration shown in the Figure is comprised

of nine control points arranged in a square grid over the free surface S. In sequence, each grid node

is taken as a location of the vertical point source (magnitude P = 0.2µa2), with the remaining eight

nodes used as receiver locations, so that a total of 9× 8× 3 = 216 synthetic observation data are

generated for the test problem. The elastic parameters of the half-space and the testing frequency are

chosen so that

λ =
3

2
µ, ω̄ =

ωa
√

µ/ρ
= 1. (45)
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Table 1 compares the performance of the adjoint field formula (30) with the central difference

estimates (step size ∆pd =0.002a) in terms of sensitivities ∂J /∂pd (d=1, 2, 3) for an assumed location

of the trial cavity. For the clarity of comparison, the cost function J and its derivatives are computed

with Q = 106µa and no prior information. As can be seen from the display, the two methods yield

consistent results. It should be noted, however, that the computational time for the adjoint field

approach is approximately 1/6 of that for the central difference method. For a general sensitivity

problem involving D design parameters, the foregoing efficiency ratio can be extrapolated as 1/(2D)

since the central difference method requires 2D computations of the BIE (7), each corresponding to a

different (i.e. perturbed) configuration of Γ.

Table 1: Sensitivity estimates: central difference versus adjoint field approach

Mesh 96 elements, J = 61.27 µa3 294 elements, J = 61.64 µa3

Method Finite diff. Adjoint Finite diff. Adjoint

1/(µa2) ∂J/∂p1 0.9328 0.9200 0.9366 0.9304

1/(µa2) ∂J/∂p2 -0.9328 -0.9200 -0.9366 -0.9304

1/(µa2) ∂J/∂p3 -4.1679 -4.1483 -4.1871 -4.1849

6.2 Void mapping

As an example of the minimization procedure, the next problem deals with the elastic-wave imaging

of an ellipsoidal void whose semi-axes are aligned with the global coordinate system. The surface of

the cavity is discretized via 96 eight-node boundary elements. As specified earlier, the void geometry

is parametrized in terms of its centroid coordinates ci and semi-axes lengths αi (i=1, 2, 3), resulting

in a six-dimensional parametric space p = (c1, c2, c3, α1, α2, α3).

The “true” cavity geometry is given by ptrue=(−4a,−2a, 4a, 1.8a, 0.9a, 0.6a); its trial counterpart

is taken as p0 = (−1.5a,−0.5a, 5a, a, a, a). In succession, the cavity is exposed using nine vertical

point sources with magnitude P = 0.2µa2 according to the testing grid depicted in Fig. 4. For each

source location, surface displacements (uobs) are monitored over 36 control points uniformly spaced

over the square observation area (14a × 14a) as shown in Fig. 5; to maintain the physical relevance,

observations coinciding spatially with the seismic source are discarded. To mimic the effect of modeling

and measurement uncertainties, synthetic observations uobs are “contaminated” via the perturbation

factor (1+̺) applied to their scattered component, where ̺ is a random variable uniformly distributed

over the interval [−η, η]. In what follows, the noise amplitude is varied from η = 0.05 to η = 0.3.

For consistency with the previous example, the constitutive parameters for the half-space and testing

frequency are chosen after (45), resulting in the shear wave length (Λ = 2πa) that is approximately

twice the largest diameter of the “true” cavity.
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Source/Receiver 

Figure 5: Testing configuration with nine sources and 36 control points

A priori information To expose the effect of prior information on the featured imaging procedure,

the cost function (4) and its sensitivities are computed with η = 0.05 assuming both i) no prior

information on the hidden cavity i.e. by setting the quadratic form 1
2

(

q−qp
)

·G·
(

q−qp
)

to zero, and ii)

that the volume of the hidden cavity, V true = 4.072a3, is known beforehand. On setting the normalizing

factor in (4) to Q = 106µa, the latter prior information is incorporated into the minimization problem

by taking q =V (Γ), qp =V true and G=10−6µa−3. It should be noted that the penalty coefficient G

is chosen relative to Q so that the prior knowledge component in (4) is an order of magnitude larger

than its misfit counterpart at p=p0.

Figs. 6a and 6b graph respectively the iterative process of mapping the hidden cavity, ptrue,

starting from p = p0 for the cases involving i) no prior knowledge, and ii) prior information on the

cavity volume. As can be seen from the diagram, the optimization procedure converges to the global

minimum for both cases, although with somewhat different convergence patterns. It is interesting
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Figure 6: Evolution of design parameters in the minimization process (ω̄ = 1, η = 0.05)
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to note from Fig. 6 that the case with prior information requires more iterations for convergence,

primarily because of the restricted “movement” in the parametric space caused by the penalty term
1
2

(

q−qp
)

·G·
(

q−qp
)

. For clarity, Fig. 7 depicts the above minimization procedure geometrically in a

3D setting.

aξ3/

ξ1 /a ξ2/a

ξ1 /a ξ2/a

aξ3/

With priorNo prior

a) b)

b)a)

Figure 7: Sample of major iterates in the minimization process (ω̄ = 1, η = 0.05)

Experimental input As examined before, the imaging process illustrated in Figs. 6 and 7 is based

on the synthetic experimental input with η = 0.05 that incorporates nine point sources (i.e. 9 incident

seismic fields) and 36 control points xm (see Fig. 5). To assess the effect of the density of spatial

sampling on 3D seismic imaging, the minimization procedure was repeated by retaining all nine point

sources, but varying the number of observation points from 9 (3 × 3 grid) to 16 (4 × 4 grid), 25, 36,

49, and 64 (8 × 8 grid). In each case, the observation points were uniformly spaced over the square

observation area 14a × 14a. From numerical simulations for the case that assumes prior information

on the cavity volume, it was found that the imaging procedure successfully converges to the global

minimum (i.e. the true cavity) for all receiver configurations tested. In contrast, the case with no

prior information requires at least 25 observation points (i.e. a 5× 5 grid) for global convergence. For

completeness, it should be mentioned that the ratio Λ/s, where Λ is the shear wave length and s is

the smallest inter-receiver spacing, ranges from 3.14 for the 8× 8 grid, down to 0.90 for the 3× 3 grid

of observation points.
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Measurement noise To examine the susceptibility of the minimization algorithm to measurement

errors, the imaging problem involving prior information on the cavity volume (see Figs. 6b and 7b)

is re-examined under varying levels of random noise (added to the scattered component of synthetic

observations) ranging from η = 0.05 to η = 0.30. From the numerical simulations summarized in

Table 2, it was found that the minimization procedure fails to reach the global minimum (i.e. to

identify the correct cavity location and geometry) for noise levels exceeding η = 0.25. Although this

important topic clearly warrants a more systematic approach, e.g. in terms of the Bayesian framework

(Tarantola, 1987), present results nonetheless provide a point of reference for the signal-to-noise ratios

that may be acceptable for the three-dimensional, boundary-only seismic imaging.

Table 2: Sensitivity of minimization to the level of measurement noise (ω̄ = 1)

η Estimates of the true cavity, ptrue=(−4a,−2a, 4a, 1.8a, 0.9a, 0.6a)

(noise) p1 = c1 p2 = c2 p3 = c3 p4 = α1 p5 = α2 p6 = α3

0.05 -3.9999a -1.9998a 4.0008a 1.7923a 0.9018a 0.6013a

0.10 -3.9999a -1.9996a 4.0017a 1.7835a 0.9035a 0.6031a

0.20 -3.9998a -1.9991a 4.0033a 1.7668a 0.9071a 0.6062a

0.25 -3.9999a -1.9990a 4.0041a 1.7584a 0.9091a 0.6076a

0.30 2.2240a -1.0378a 7.9997a 0.6025a 0.6463a 2.4913a

Initial guess It should be emphasized that the success of the foregoing imaging technique is strongly

dependent on the choice of a starting point, a pitfall that is common to all gradient-based algorithms.

This is illustrated in Fig. 8 where the cost function J (c1, c2, 4a, 1.8a, 0.9a, 0.6a) is plotted for the

reduced case involving only two cavity parameters, i.e. its centroid coordinates c1 and c2, no prior

information, and no measurement noise (η=0). The results are shown for two dimensionless frequen-

cies, namely ω̄ = 1 and ω̄ = 3, and two densities of control points, corresponding respectively to the

4 × 4 and 8 × 8 testing grids. Regardless of the excitation frequency and testing configuration, the

cost functions in Fig. 8 are highly non-convex, a problem caused primarily by the oscillatory nature

of wave patterns in the “background” half-space medium rather than the complexity of cavity geom-

etry (see, e.g. Pike and Sabatier, 2002, for discussion in the context of conventional seismic imaging).

This is substantiated by the observation from Fig. 8 that the number of local extrema increases, and

the so-called basin of attraction (i.e. the region around the global minimum where the cost function

maintains its convexity) narrows down with increasing frequency, i.e. diminishing wave length in the

half-space.
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Figure 8: Cost function in the two-dimensional parametric space: a) 4 × 4 testing grid and b) 8 × 8

testing grid (η = 0)

7 Conclusions

In this paper, a computational treatment is presented for the inverse elastodynamic problem involving

boundary-only imaging of cavities hidden in a homogeneous semi-infinite solid. On employing the

regularized boundary integral equation (BIE) method to simulate the ground response to surface

seismic excitation, the inverse scattering problem is reduced to the gradient-based minimization of

a misfit between the observed surface motion and its BIE prediction for an assumed void location.

In the formulation, necessary sensitivities of the predictive model with respect to (geometric) cavity

parameters are evaluated semi-analytically via an adjoint problem approach which circumvents the
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major computational drawbacks of finite difference estimates. Computational details of the sensitivity

analysis, including the regularized boundary integral equations for the primary and adjoint problem as

well as the necessary evaluation of surface displacement gradients, are highlighted. Due to repeated,

yet independent evaluation of the elastodynamic half-space Green’s functions required by the BIE

solution, the imaging procedure, which revolves around a modified-Newton optimization algorithm, is

implemented in a parallel computational setting via the message-passing interface. Numerical results

show that the adjoint problem approach produces sensitivity estimates that are consistent with their

finite difference counterparts, while reducing the computational effort by a factor of 2D where D is the

number of design parameters used to describe the cavity. With the aid of noise-contaminated synthetic

observations, performance of the imaging technique is illustrated for the case of a single ellipsoidal

cavity hidden in a semi-infinite solid. On varying the input to this numerical example, a limited

parametric study is presented which highlights the importance of factors such as prior information,

measurement noise, and the amount of experimental input in boundary-only seismic imaging.
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