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Direct evaluation of double singular integrals and
new free terms in 2D (symmetric) Galerkin BEM

M. Bonnet **, M. Guiggiani °
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In this paper a new general algorithm is developed for the direct evaluation of all singular double integrals arising in
the 2D Galerkin BEM, including those with hypersingular kernels. A distinguishing feature of the proposed method is
that double singular integrals are treated as a whole, that is, not as inner integrals followed by outer ones. Therefore,
when applied to the symmetric Galerkin BEM, the proposed technique is strictly symmetry preserving. Moreover, a
careful analysis of the limiting process is performed which shows that some new free terms may arise.
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1. Introduction

As is well known, the symmetric Galerkin BEM (SGBEM) typically employs boundary integral equa-
tions with hypersingular kernel functions. However, when SGBEM was first formulated [1,2] very little
attention was paid to the limiting process which has necessarily to be performed to obtain a boundary
integral equation (BIE) with singular kernels. Actually, a proper understanding of the direct treatment of
hypersingular boundary integral equations, in the simpler collocation BEM, was obtained only a few years
later.

This attitude towards singularities in the SGBEM is still present in the recent review paper [3], whose
Section 2 provides a far from complete treatment of the limiting process. To circumvent this sort of dif-
ficulties, several indirect regularization techniques have been proposed (and briefly reviewed in Section 8 in
[3]). The basic idea is to reduce the order of singularity of the kernel functions thus making the limiting
process trivial. In [4] simple solutions were employed, whereas in [5] a procedure based on Stokes theorem
(or integration by parts in 2D, as in [6,7]) was developed. Regularization via integration by parts has been
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also presented in [8] for Kirchhoff plates. A systematic explanation of the SGBEM and of these regular-
ization techniques can be found in the recent book [9].

Another approach for the evaluation of singular integrals, often called /imit to the boundary, was pre-
sented for SGBEM by Balakrishna et al. in [10,11]. Recent developments on this technique can be found in
[12]. Most of the integrations are performed when the source (singular) point is not on the boundary, thus
allowing for the analytical cancellation of all unbounded terms when taking the limit. The procedure is
particularly simple for straight elements, but can be extended, with some complications, to curved elements.
SGBEM formulations based on the so called finite part integrals have been also developed. In [13,14] they
are evaluated numerically, while in [15] an analytical evaluation is pursued.

A method specifically designed to compute integrals with strongly singular kernels for the (unsym-
metric) Galerkin BEM in 3D originated in [16] and was enhanced in [17]. It takes advantage of certain
symmetry property exhibited by all Cauchy singular kernel functions, even when mapped onto the para-
meter space. Further details on this approach, but only for strongly singular kernels, can be found in
[18,19]. To apply it in the SGBEM, that is to hypersingular kernels, an analytic regularization is therefore
necessary, as shown in [20] and [21], where simple solutions and Stokes theorem are employed, respec-
tively.

The direct approach [22-27] for the evaluation of element integrals arising from the discretization of
strongly singular and hypersingular boundary integral equations is now well established for the collocation
BEM and widely used. A fairly comprehensive account of it can be found in [28] (see also [9]).

This paper concerns the extension of the direct approach to hypersingular boundary integral equations in
weighted form, like those arising in the SGBEM. The extension is by no means trivial since the Galerkin
BEM involves double element integrals. The algorithm presented here deals with both the coincident and
adjacent cases, for 2D problems. Indeed it appears that they must be considered together to allow cancel-
lation of potentially unbounded terms.

Double integrals are considered as a whole (i.e. not as inner singular integrals followed by outer
nonsingular ones, like in e.g. Ref. [20]) through the introduction of suitable coordinate transformations in
the two-dimensional space of intrinsic coordinates. The proposed algorithm is in particular applicable to
the symmetric Galerkin BEM (SGBEM) and is devised so as to define in that case a perfectly symmetric
integration procedure, even when the numerical quadrature is not exact. In this regard, the present paper
also departs from [29] where the direct method was applied to the Galerkin BEM with strongly singular
kernels.

In line with previous works on the direct approach, the limiting form of the weighted integral identity
must be derived as a small neighbourhood of the singular point vanishes, and this is done, again, after
discretization. (Of course, the finite part of divergent integrals is never employed.) Quite surprisingly, it is
shown that a new kind of finite free terms arises. It should be noted that, like in the collocation BEM, these
free terms are related to the way the limiting process is performed, not to the algorithm eventually adopted
for the evaluation of singular integrals. In the present case the limit is carried out on the weighted integral
identity. Apparently, an analysis of the free terms arising in the SGBEM based on the vanishing exclusion
neighbourhood was so far missing.

2. Weighted integral statements

The symmetry of the Galerkin BEM formulation is completely irrelevant in the algorithm that will be
developed, the key points being the hypersingularity of the kernels involved and the double integration.
However, the proposed technique is strictly symmetry preserving when applied to SGBEM.

We deal with two-dimensional problems associated with linear homogeneous elliptic field equations,
among which the Laplace equation V?¢ = 0 is the simplest and most common. Let Q be a 2D bounded



domain with boundary I' = 0Q (possibly with a finite number of corners). By n(x) and #(x) we indicate,
respectively, the normal and tangent unit vectors at the generic point x € I" (Fig. 1). Cartesian coordinates
are used relative to an orthonormal frame (e;, ¢,), so that e.g. x = x;e;. The starting statement is the classical
third Green identity for the density function ¢ and its normal derivative ¢ = 0¢/0n on the punctured
domain Q, = Q — v, with boundary I — e, + s, (Fig. 1)

| rexe(s) - Gy vg(x))ds, o m

where y € I' is the singular point, G(y, x) is a fundamental solution and

_36(,x) 36, x)
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As usual, ¢ > 0 is a fixed length that controls the size of v, and hence of s, and e,.
If we differentiate G and T with respect to any Cartesian coordinate y; of the singular point and multiply
by n;(y), we obtain a new pair of (more singular) kernel functions

oG(y,x
éy»)ni(y) = W(ya x) = T(xvy)v
aT(yi x) 3)
a—y_”i(y) =V, x) = Vy(y, x)ni(y)n;(x),
which can be combined, exactly like in Eq. (1), in a hypersingular boundary integral identity
[ et - wxelds o @
I'—ey+s;

It should be noted that for the normal n(y) to be uniquely defined, the boundary I' at y must be smooth, but
this is standard in the Galerkin BEM since y is always located within a boundary element, even when I' has
corners.

It is useful to recall that the fundamental solutions are singular at y = x

G(y,x):O(lnr), T(y,x):O(r_l),

o - (5
Wy,x)=00"), V(x)=0("),
(where r = x — y and r = |r|), and that they possess the following symmetry properties:
Gy, x) =G(x,y), Ty,x)=Wxy), Viyx)=V(xyp). (6)

Fig. 1. Exclusion of the singular point y by a vanishing neighbourhood v,.



In this paper, the hypersingular kernel V};(y, x) is assumed to have the following, quite general, form:
I
Vij(yvx): %j(evrvy):ﬁa/ij(earay> (y%x% (7)

where 77;; is bounded in the limiting case x =y, i.e. » =0, and the unit vector e is defined as r/r. In ad-
dition, the symmetry property (6) implies that the nonsingular factor ¥";;(e,r,y) must satisfy:

v le,r,y) = (—e r x). (8)

The nonsingular factor ¥; is bounded at x = y. If y lies within a region having homogeneous constitutive
property (e.g. electrostatic conductivity), the singular behaviour is that of the full-space fundamental so-
lution, e.g.
. 1

Ve, 0,p) = M [0 — 2eie)] 9)
for the Laplace equation. If y lies on a discontinuity line of the constitutive property or a boundary in-
volved in the definition of the fundamental solution, the nonsingular factor takes a different value. For
example, the fundamental solution for two half-planes Q" and Q~ with respective conductivities k™ and &k,
bonded at their interface S = {), = 0}, is given (for the case x, y € Q") by

(1 kK —k 1 _ N
Vi(p,x) = 202 [0 — 2eie;] + p—— [610)1 — 020 — 2(0ner — dner)e] ¢, (10)

where ¥ =r — ye,, ¥ = |F| and e =7. When ), =0, i.e. y € S, the nonsingular factor is therefore given
by:

+

. k* kT — k™ __ -
”V,-j(e, I",y) = ﬂ{[éu — Ze,-ej] +? [5,‘15/'1 — 5,‘25/'2 — 2(5,‘]@16] — 5,’2@2)@/}}. (11)

k+

To facilitate generalizations (e.g. to anisotropic media and elasticity), the nonsingular factor is assumed
in this paper to fulfill the requirement

0
EWij(e7 V,y)

=0. (12)
r=0
Let y(y) be a function defined on I'. Before taking the limit for ¢ — 0, we can use ¥(y) to weigh the

former integral identities (1) and (4) as typically done in the Galerkin BEM. For the hypersingular identity
(4) we have

[l [ oot - wimales s o (13)
or

/tﬁ(y){/ [V (v, x)p(x) = W(p, x)q(x)] dsx+/ [V (y,x)e(x) — W(yax)Q(x)]de}dSy =0. (14
r I'—e; Se

This kind of weighted hypersingular integral identities are useful, for instance, in the symmetric Galerkin
BEM [3]. As it will be shown, the algorithm will be developed consistently with the assumption that the
external integration precedes the limiting process.



As customary, the density function ¢ is assumed to be C('%) at y, that is:

@(x) = o(¥) + Vo(y) - (x —p) + O('™), Vo(x) = Vo(y) +O(*), (x> 0). (15)

Through the usual addition and subtraction of the above expansions in the integral on s, and rearranging
terms in the integral identity (14) we obtain

0= [uo){ [ 1rx)o) - wirslaw]ds + o) [ m)ds

Se

Vo) [ JACEEIE n(x)W(y,x»dsx]
+ / V0lo() - o) = Vol) - (x )] ds,
- [ WVl - Vo] - atx)ds b, (16

which is more suitable for the subsequent direct evaluation of singular integrals and for the computation of
free terms.

We seek the limiting form of the weighted equation (16) as ¢ — 0. In principle any shape may be used for
v,, since the overall result will not depend on this shape. Like for the direct approach in collocation BEM,
selecting a circular shape is found to facilitate the analysis and is therefore assumed in the remainder of this
paper.

The last two integrals on s, in Eq. (16) are O(&*) by virtue of assumption (15) and thus vanish in the limit
for ¢ — 0. As it will be shown in Section 6, the first integral on s, in Eq. (16) gives rise to an unbounded
O(&7!) term and, when integrated in the Galerkin BEM, a (somewhat unexpected) bounded free term. The
second integral on s, in (16) yields a bounded free term ¢(y) in the limit for ¢ — 0:

) =lim [ {(x=p)V(y,x) = n(x)W(y,x)}ds., (17)

which occurs also in the direct approach for the collocation BEM in the hypersingular case, see e.g. [24].
The evaluation of ¢(p) is also addressed in Section 6.

Taking into account the above remarks in (16), the direct Galerkin BEM formulation with hypersingular
kernels (like required in the SGBEM) is sought as the limiting form as ¢ — 0 of the weighted identity

O/Fl//(y){Vso(y)w(y)Jrcp(y)/ V(y,x)dsﬁ/r_ Vv, x)e(x) — W(y,x)q(x)}dsx}dsy+0(8),
(18)

where O(¢) accounts for all vanishing contributions. It should be noted that within curly braces we have
precisely the hypersingular boundary integral equation as obtained for the collocation BEM in [23-25],
although now the limiting process will wait till after the outer integration is performed. Moreover, the C'**
smoothness assumption for ¢, a standard requirement for the hypersingular collocation BEM, is invoked
here mainly to dispose easily of some of the integrals over s.. Indeed, as a result of the analysis conducted in
the following sections, the limiting form as ¢ — 0 of the weighted identity (18) will appear to require only
the weaker C%* smoothness assumption for ¢, which is consistent with other published treatments of the
SGBEM.

Up to this point everything is pretty classical. New ideas are introduced in the next sections, towards the
goal of developing a technique for the direct evaluation of all singular double integrals (Sections 3-5), along
with further treatment of the free terms (Section 6).



3. Double integration: preliminary definitions

Let the boundary I' be modeled by (curvilinear) boundary elements and let y € £ and x € E’, with E and
E’ being two such boundary elements. Obviously, this implies that I" is smooth within each element.

In the Galerkin BEM (regardless of its symmetry) we have to deal with double integrals on Cartesian
products E x E’ of elements. Typically, the weight function i has limited support and £ belongs to it. If the
two elements are disjoint, that is, do not share a common endpoint, the double integration

[ e (19)

is performed using ordinary means since the integrand is continuous. On the other hand, singularities in the
integrand function arise either when the two elements share one common endpoint (i.e., they are adjacent),
or when they are coincident (i.e., E = E'). In these cases, according to the starting identity (18), the ap-
propriate setting is

| /<> (- hdsids,, (20)

where
E'(y,e)={x€E :|x—y|=e withyecE}=E\el(p). (21)

In fact, one has E'(y, &) = E’ in the disjoint case (19) and for sufficiently small ¢, which is thus included in
this setting.

Each geometric boundary element is analytically defined by means of (usually polynomial) parametric
equations. A point x of £’ is typically given by

x=x(0) = Y N(OF, (22)

where ¢ € [—1, 1] is the parameter (or intrinsic) coordinate, N,(¢) are cardinal shape functions and X are the
geometric nodes of E'. Of course, the use of cardinal shape function is just a matter of practical conve-
nience. Any set of parametric equations for x(&) would fit the purpose.

We will denote by a(&) and #(&), respectively, the natural and unit tangent vector to the element £’ at
x(9):

dx  <~dN, . ., a(¢) _a(d)
= — = —= h = =27 2
a(6) = iz Z az (OF, sothat #(0) = 7 =T, (23)
and by m(&) and n(¢) the natural and unit normal vectors:
_ _m&) _m()
m(&) = (e; Nex) Na(é), n(¢) = m(@)] (@) (24)
In terms of components of m and a we have that
my = —ay, mpy = dap.
Moreover, it should be noted that a(¢) = |a(¢)| is the Jacobian. In fact
n(x)ds, = n(&)a(&)dé = m(&)d¢, (25)



where, for simplicity, we adopted the slightly sloppy notation n(£) to mean n(x(¢)). We also define
da  d’x IS dN,

b(é):d_é_d_gz: 248

(&)x". (26)
Similarly to Eq. (22), we have for the singular point y € E
Ne
y=y(m)=>_ N, (27)
p=1

with —1 <5 < 1. Obviously, y” are the geometric nodes of E. In general, the distance vector r between the
points x and y is therefore given by

Ne

r=x(&) —y(n) =) IN(F — N, ()] (28)

p=1
and has modulus » = |r|.

4. Double integration over coincident elements

Let x and y belong to the same boundary element £’ = E. We will consider the integral with hypersingular
kernel (the strongly singular one is just simpler). According to (20) we have

o= [ [ Honmn ool dds, (29)
E JE(ye)
where E(y, ¢) is defined by (21) with E’ = E. Expression (28) for the distance vector r becomes in this case
Ne
r=x(&) —p(n) =Y [N(&) = Ny()]” (30)
p=1

and (r =0) <= (x =y) <= (£ =1). Therefore, in the parameter space we have to integrate over the
square (1, ¢) € [—1,1] x [—1, 1] minus a (narrow, non uniform) strip across the ¢ = 5 diagonal, as shown in
Fig. 2. The strip is the image of E X e.(y).

)

Fig. 2. Coincident case: integration domain and exclusion vanishing strip in the parameter space.



4.1. Coordinate transformations and expansions

The double integration (29) will be treated by subdividing the square (1, &) € [—1,1] x [—1,1] in the
parameter space into two triangular regions, labeled (1) and (2) as shown in Fig. 2. In each region a new
pair of coordinates (u,v) will be introduced according to the following scheme

region (1): {g Oy ), (31)

region (2): { Z - Z ‘_F (1—u) Ei;(u, v), 32)

with, in both regions, u € [—1, 1] and v € [0, 1]. In some cases the notation &(u, v) and n(u, v) will be used to
refer to (31) and (32).
It should be noted that in both cases if v = 0 we have ¢ = #, that is, more precisely

E9(u,0) = 5 (u,0) = u.

Therefore, v = 0 activates the singularity. Another feature of these coordinate transformations is that u and
v vary between fixed values, that is the range of variation of each coordinate does not depend on the other
one. Also useful is the relation

dédn =2(1 —v)dudo. (33)
In terms of the new coordinates u and v, the distance vector r defined in (30) becomes
Ne
r =10 (u,0) = x(€0 ,0)) — (1w, 0)) = > V(€0 at,0)) = Np(n (at, 0))]37 (34)
p=1
We are interested in the Taylor expansion of functions r (u,v) as a function of v and near v = 0. It is a
simple matter to obtain from Eq. (30) the following more explicit expressions for the derivatives of r ap-
pearing in (37)

ord dx aé(i) dy a;,l(i) N, de de )
W, |d€ o dp o | —; [E(“)(il —u) =5 F()(F1 —u)}y”
Ne
= 23" W )7 = 420(u), (35)
= du
o S [4N, 24N, 2] S d°N,
e [duz () (1 —u)” =25 () (F1 —u) }y’ﬂ —IF4u; 52 (W5 = FAub(),  (36)

where, since u = ¢ =y when v = 0, a and b are precisely the functions defined in Egs. (23) and (26) (with
just u replacing &). The Taylor expansion of ¥ (u,v) readily follows:

; ; ort) 1 %)
Do) = (u,0) + —| v+ = v+ O(v®) = 0 £ 2a(u)v F 2ub(u)v* + O(v*)
ov |, 2 00 |_,
= +20[a(u) — uvb(u) + O(1?)] = vi' (u, v). (37)

The last row defines a continuous function #?

i (u,v) = £2a(u) T 2uvb(u) + O(1?) (38)



with the property that #? (u,0) = +2a(u) # 0. Similar definitions (with 4 or ) will be used throughout the
paper, where the first sign refers to region (1), and the second one to region (2) (Fig. 2).
Similarly, from (38), the distance » = |r| has, the following Taylor expansion

Fr=r-r=2u [a(u) - uv% (u) + O(vz)} = vi(u, v), (39)
where a(u) is defined by (23) and da/du = (a(u) - b(u))/a(u), and having set
Hus0) = 5, 0)] = 2001 = 2250 + 0, (40)

while the unit position vector e is such that:

A(i)(% U)

7o) = t(u) + O(v). (41)

e (u,v) =

The integrand function in Eq. (29), as a function of u and v, becomes

Fo Xm0 () ) () sy = 7 e ) (D () £) d
= sy €)1 . 0) 0 )
o (€, )0, 0)) (€, 20)2(1 — 1)
1

. ) 1 .
= F (D (u,v), 1" (u,v))(1 — v) dudv = EF@(M, v) dudv. (42)

<

This expression also defines the nonsingular functions F (u,v) and Z (£, 1) (note that & is the same on
regions (1) and (2)). Moreover, /() means ¥(y(n)) and ¢(&) means ¢(x(&)).

The direct algorithm for the evaluation of hypersingular integrals (see, e.g., [28] for a comprehensive
description for the collocation BEM) relies on a two-term Taylor expansion of F(u,v) around v =0

F(u,v) = F(u,0) + %i; (u,0)v + O(v?). (43)
Here, one observes from the definition (42) of F(u,v) and (&, 1) that
FO(u,0) = 7 (" (,0),n (u,0)) = F (u,u) = 597(2(u), 0, p(u) )y () () (u) o () (44)

and also that

oF o7 " oF oy o _
= — - _ _ i (i)
ov o v + oy oo (1 —v) = ZF (& (u,v),n""(u,v))
07 0F 4 ,

which means that

oF)  oF® 0F F
ov + ) == u(a_é—'—&)(l - U) - [9(6(1)”/’(1)) +’97(6(2)7n(2))]



If this expression is evaluated at v = 0, that is at £ = n = u, we obtain

or()  oF®@ d d d
= 2u—(F —2F =-2—(uF = -2—(uF 4
] 2 )~ 27 ) = 2 ) = 2 FwO), (49)
where the last step is based on (44). This expression will later prove very useful.
Once the expansion of the singular integrand function has been obtained, we have to consider, as usual in
the direct approach, the image in the parameter plane of the exclusion vanishing neighbourhood e,(y) (Fig.
1). The boundary of e.(y) is defined by the condition

r = [x(&(u,v)) = y(n(u,v))| = &. (46)
This condition, together with expansion (39) for r(u,v), leads, on each triangular subregion (Fig. 2), to

_ _ vi(uv) = _ v da )
e=r(u,v) = vF(u,v) = 2va(u) {1 2(u) du (u) + O(v )], (47)
which, upon reversion, defines the function
B I u da )
v, = ofe,u) = 2a(0) { 222w du (u)e+O(e )] (48)

The function a(e, u) provides, for any given values of u and &, the value of v corresponding to the boundary
of the exclusion strip in Fig. 2.

4.2. Double singular integrals in parametric coordinates

According to Egs. (42) and (48), the hypersingular double integral (29) can now be expressed in terms of
the parametric coordinates u and v

o= [ [ v onom oot s ds, = [ { / %[F“)(u,v)+F<2><u,v>]dv}du. (49)

-1 o(e,u) v

It should be observed that this is an exact restatement of the original integral over E x E(y, ¢), with constant ¢,
in terms of a new pair of parametric coordinates. Of course, care has been taken to preserve the limiting process.

4.3. The direct approach for coincident elements

Following the direct algorithm for the evaluation of hypersingular integrals, the first two terms of ex-
pansion (43) are added and subtracted in (49) thus obtaining

Ic=1y+ 1 + 1, (50)
having put
1 1 F) F
n=/, { /M [F“’w, v) + FOu,v) = 2F (u,0) - (aa— .0) + 5 °>> } & }du’

U /7oFM oF®@ ' dw
I = —(u,0) + —— (1,0 —d
= (G wo G wo) [ e

1 1
d
12:/ 2F(u,0)/ —fdu
-1 o(e,u) v

and where FV(u,0) = F® (u,0) = F(u,0).

10



As typical in the direct approach, the first double integral /; is now regular for ¢ — 0, while the other
potentially singular integrals /; and /I, are trivial functions of v and can always be integrated analytically,
yielding

1
/ %: —In|a(e,u)| = In|2a(u)| — In || + O(e) (51)
o(e,u)
and
bodv 1 2a(u)  u da
/X(C?M)ﬁ_a(g,u)_l— - —m@(u)—leO(s), (52)

where the final expressions have been obtained simply by inserting expansions (48).
For the treatment of /, and /; we can take advantage of expression (45) for the sum of the first derivatives
of F. Hence we have for I

Iy = /01 { /1 [F“)(u,v) + F®(u,v) — 2F (u,0) +2%(uF(u,0))v} du}%—kO(s)

1

— /1 {/‘ [FY (u,v) + F (u,v) — 2F (u,0)]du + 2[F(1,0) + F( —1,0)]u}%+0(8). (53)

1

Similarly, for /; (using Eq. (51))

d 'odv "(d
L =-2 [1 {a(uF(u,O))/“(w) T}du = 2[1 {a(uF(u,O))}[lnM —In|2a(u)|]du + O(e)
= 2{Iln¢[F(1,0) + F(—1,0)] — F(1,0)In(2a(1)) — F(—1,0) In(2a(-1))}

+2 [ j {uF(u, 0) ﬁ % (u)} du + O(z). (54)

As we can see, the final expressions in (53) and (54) do not require the explicit knowledge of the derivatives
of F, but just of F itself. This confirms what was anticipated in the comments to Eq. (45).
For I, the treatment is even simpler

12:2/IF(14,0){/(1 d—f}duzZ/lF(u,O)[za(u)—L¥(u)—1 du + O(e). (55)

1 o(e,u) v 1 € a(u)

Combining Egs. (54) and (55) yields:
1
L +15h :% / 4F (u,0)a(u)du + 2In¢[F(1,0) + F(—1,0)]
-1

- 2/1 F(u,0)du — 27(1,0) In(2a(1)) — 2F(—1,0) In(2a(—1)) + O(e). (56)

1

It should be noted that in Eq. (56) there are an O(In¢) term and an O(&™!) term. Their cancellation will be
discussed in Sections 5.3 and 6.2.
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5. Double integration over consecutive elements

Let £ and E’ be two consecutive boundary elements, i.e. two elements having a common endpoint, with
y € E and x € E'. The singularity occurs when x = y, which may happen either when (y,¢) = (—1,1) or
when (5, &) = (1, —1), depending on the relative position of £ and E’. Of course, there is no singularity in
the common endpoint if ¢ = 0. To address conveniently the two cases (17, ) = (1, —1) (adjacent elements)
and (5, &) = (—1,1) (transposed adjacent elements), let £/, E, E’ denote three consecutive elements (Fig. 3).
We then consider the adjacent and transposed integrals /4 and It:

= [ [ om0 0 dsds, .

= /E /E”(y,s) Vi(w, x)ni(y)”}/(x)‘//(y)q)//(x) ds. dsy, %)

where E'(y,¢) and E”(y,¢) are defined according to (21), i.e.
E'(y,e)={x€E :|x—y|>e with ycE} (21"

and similarly for E”. Scalar or vector functions defined on E’, E” will be tagged with the corresponding
superscript, e.g. a”’(¢) for the natural tangent on E”.

The distance vector r is given by expression (28) and (r = 0) <= (x = y) <= (&5 = —1). Therefore, in
the parameter space we have to integrate over the image of E x E'(y,¢), which is the square (1,¢) €
[—1,1] x [-1, 1] minus a small vanishing region around vertex (1, &) = (1, —1) (or vertex (—1,1) for E x
E'(y, ).

The double adjacent integration (57) and (58) will be treated by subdividing again the square (,¢) €
[—1,1] x [—1, 1] into two triangular regions, labeled (1) and (2) as shown in Fig. 2. Moreover, the mappings
(n, &) < (u,v) defined in (31) and (32) can be used in this case as well.

5.1. Singularity at (n,¢) = (1,—1) (adjacent elements)

We first deal with the integral (57), that is, with the singularity occurring at the point (n, &) = (1,—1)
(Fig. 4):
=1y + 1Y) (59)

In this case the integration over region (1) is nonsingular and we will consider in detail only the integral If)
over the triangular region (2).

Fig. 3. Density and weight functions.
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n=1

Fig. 4. Integration over adjacent elements £ and E'.

If the mappings defined in (32) were directly employed, the singularity would occur at v = 1. Therefore, it
is merely a matter of convenience to shift and reverse the v coordinate in (32) so that the singular point is
defined by v = 0:

A R -
= — 1 = cA\H,

thus obtaining
dédn = 2vdudo. (61)

This coordinate transformation also lowers the order of singularity at v = 0 (thus, e.g., regularizing com-
pletely the integral when a strongly singular kernel has to be integrated).

As in the coincident case, it is useful to introduce the Taylor expansion of ra(u,v) = x(&z(u,v)) —
Y(na(u,v)) as a function of v and near v =0

r=ra(u,v) =ra(u,0) —&—aa% v+ 0 =0+ [(u+1)ad — (u— 1)ajv + O(v?)

=o[(u+1)d — (u—1)a+ O(v)] = via(u, v). (62)

For brevity, a and & (without the argument ¢ or #) denote the natural tangents associated with E and E’ at
their common endpoint z’, and similar notations will be used for other quantities as well (see Fig. 4).

Notice, importantly, that definition (62) of 74 (u, v) implies that 7 (u, 0) is never equal to zero. In fact, it is
convenient to put #4(u,0) in the form:

Fa(u,0) = sa(u)ea(u), (63)
where sa (1) is the norm of #4 (u,0):
sa(u) = [Pa(u,0)] = ad' [ (1 + u)* +2(1 — ) cos B + 1 (1 —u)?]"? (64)

(having put ' = (a,d’) and y = |d|/|a| = ' /a) and ea(u) = #a(u,0)/sa(u) is a unit vector. Moreover,
putting #a (u,v) = |Fa(u,v)|, the distance » = |r| has the expansion

r = via(u,v) = vsa(u) + O(v?). (65)

13



The integrand function in (57) as a function of u and v becomes
! 1 ! (5
Vi, 2)ni () () (v) ' (x) dscds, = 577 (e, r () )mi () m;,(E) (n) ¢ () ddn

- M 7 ij(ea(u, v),ra(u, v), (0 (u, 0)))mi(n5 (u, v))

X m;(éA(”a V) (na (4, 0)) @' (Ea (1, v))20dudo
= lQA(M,U) dudv, (66)

v

which defines the nonsingular function Qa(u,v). Here a first-order Taylor expansion of Qa(u,v) around
v =0 is sufficient

Oa(u,v) = Oa(u,0) + O(v), (67)
where the term Qa (,0) is easily found to be
O (1.0) = 15 7 3fen(1).0.2)m (D V(=1 (1) (69)

It is worth noting that, whenever ¥(1)¢’(—1) = 0, we have QOa(u,0) = 0 and the integral is not singular.
The integration region E X E'(&,y) is characterized by the condition » > ¢ which, together with expansion
(65), becomes

&

02 ae) with o) = T+ OF). (69)
According to Egs. (66) and (69), the integral (57) over adjacent elements becomes
In=10+10 =1 +/1 {//l ()iQA(u,v)dv}dquO(s). (70)
Following the direct approach the ﬁr;t term of expansion (67) is added and subtracted in (70), leading to:
I _/ /2 QA 1 v) — On(u, 0)]dvdu+/ QAuO)du//l( %+o<) (71)
(25a(u /s (1)

with Oa(u,0) given by (68). The first integral is nonsingular, while the second integral is singular but trivial

in v:
1
d
/ & Insa(u)] — Inel.
o/salu) U

This result, inserted in Eq. (71), provides the following expression for the adjacent double integral

1= [ [ 1108w - a0 dodut [ 00 talsaldu ~ el [ Qr(w0)du+O()
(12

5.2. Singularity at (n,&) = (1,—1) (transposed adjacent elements)
We now deal with the integral (58), that is, with the singularity occurring at the point (, &) = (—1,1). In

this case the integration over region (2) is nonsingular and only the integral 14” over region (1) is considered
in some detail, following essentially the same steps as in Section 5.1. The coordinates defined in (31) are
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used, with translation and reversion of the v coordinate in region (1) to have the singularity at v = 0 (instead
of v=1):

{ - EZf 31’; - ZIEZ?; with we[~1,1] andve[0,1], (73)
thus obtaining
dédn = 2vdudo. (74)

These coordinate transformations are those in (60) with # and & switched:

ﬂT(% U) ={a (uv U) éT(% U) = ’7A(% U)' (75)

As before, the Taylor expansion of rr(u,v) = x(&r(u,v)) — y(nr(u,v)) as a function of v and near v = 0 is
needed:

r=rr(u,v) = rr(u,0) +66LUT .700 +0(?) =0~ [—(u—1)d" + (u+ 1)ajvo + O(v*)
=—o[(1 —w)d" + (1 +u)a+ O(v)] = —vir(u,v), (76)

where @’ and a are the natural tangent vectors (23) to the elements £” and E at their shared endpoint z”.
Again, it(u,0) # 0 and it is convenient to put ir(u,0) in the form:

ir(u,0) = st(u)er(u), (77)

where sr(u) is the norm of Fr(u,0) and er(u) = #r(u,0)/sr(u) is a unit vector. Moreover, the distance
rr = |rr| has the expansion

rr = vPp(u,v) = vsp(u) + O(v?).

The integrand function in (58) as a function of u and v becomes

Vi, X))} (x)y (») 9" (x) ds, ds, = %“V (e, r, y(n))mi(m)ml] (E)(n) " () dEdy
— Sy er( )0, ) )

x i (&x (u, 0) W (1 (4, 0)) " (¢ (u, v)) 2vdudo

_ %QT(M, o) dudo. (78)

The integration region is again characterized by Eq. (69). Accordingly, the singular integral (58) can be
rewritten in the following form

1
=0+ 1y :/ {
—1

The first-order term in the Taylor expansion of Or(u,v) around v = 0 is

/ 1 lQT(u, v)dv}du + 17 + O(e). (79)

/st(u) U

2
QT(M7 0) =7

ST(—u)“Vj/(eT(u), 0, z//)mi(—1)m;/(1)¢(_1)¢//(1). 50
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Upon application of the direct method we obtain the following expression for the (transposed) adjacent
double integral

Ji) :/1 {/01 %[QT(Z/[’U) — Or(u,0)]dv + Or(u,0) In |ST(u)|}du—ln|8|/z Or(u,0)du + O(e). (81)

1

If yor =0, Or(u,0) =0 and the integral is not singular.

5.3. Cancellation of n |¢| terms

From Egs. (56), (72) and (81) we see that, for any given weight function {y on E, the coincident, adjacent
and transposed-adjacent types of integration all give rise to In |¢| terms, whose magnitude depend only on
the element geometry and density values at element £ endpoints (Fig. 3). Adding all these contributions for
the case of i defined on E yields

ln|e|w<1>{%;,«<t<1>,o,z’>nf<1>n,~<1><p<1>
! 2 ! ! !
[ S a0 m 1~}

D] (= .02 D~ D= 1)
[ w02 m - e 1) ] (82

Each term within curly braces in Eq. (82) is zero provided the hypersingular kernels satisfy the following
conditions (which constitute indeed some of their properties)

775(#(1),0,2)n(1)n;(1) = /71 Si%”/ij(e,\(u),O,z’)mi(l)m}(—l)du, (83)
75110, (=D -1) = [ | S%fu)“V‘i,-(eT<u>7o,z”>m,-<—1>m;-’<1>du (84)

and in the algorithm the density function ¢ is C° (continuous) across elements, i.e. ¢”(1) = ¢(—1) and
¢(1) = ¢'(—1). It is worth remarking that the C'* smoothness required at ¢ at y (cf. Eq. (15)) has no
relevance here since y is never an endpoint for E. Therefore, ¢ must be C'* strictly inside each boundary
element (where it is usually C*) and C° at both endpoints.

For collocation BEM, an in-depth discussion of these cancellations conditions can be found in [30].

6. Evaluation of free terms due to the hypersingularity

Let us go back to the starting identity (18) for the Galerkin BEM. The following free term

o] o Hasbas (85)

appeared in Eq. (18) and needs further treatment to obtain its explicit expression. Once the boundary I has
been subdivided into boundary elements, one is led to compute the limiting form of the element-wise
versions of (85)
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| w<y><p<y>{ / V(y,x>dsx}dsy. (36)

Note that both  and ¢ are defined on E.
It will prove useful to describe points x € s, by their polar coordinates (&, w) relative to the orthonormal
frame ¢(n), n(n):

x—y(n) =ce(w;n), e(w;n)=1t(n)cosw+ n(n)sinw, (87)
so that
ds, = edw, n(x)=—e(w;n). (88)

In particular, let @ = 0% (, &) denote the polar angles defining the two intersection points x* (1, ¢) of s, with
I (Fig. 5), i.e.
x*(n,) = y(n) + ee(0= (1, &); ).

Introducing (87) and the representation (3) and (7) of the kernel and taking (88) into account, the free term
(86) becomes:

= [ om0 o)~ 0 sn)]dn #9)
having put
H,6m) = — / P (e n), e, y(n)e (s 1) doo. 0)

In this section, we use notations E~, E, E* instead of E”, E, E' and corresponding superscripts for quantities
associated to an element, both to emphasize that we are here integrating over the single element £ instead of
over a product of elements and to deal at once with both endpoint contributions.

For a fixed ¢ > 0, the point x* (1, ¢) belongs to either E or E*, depending on how close y is to the endpoint
z" of E (Figs. 5 and 7); likewise, x™ (7, ¢) belongs to either E or E~. It is therefore convenient to put (Fig. 6)

Df ={-1<n<l:|y(n) —z7[<e},  E;=[-L1\D;,

Fig. 6. Definition of D; and D;".
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Fig. 7. Free term evaluation: adjacent case.

and split the integral (89) into contributions of coincident type H(¢) and of adjacent type H.(¢):

H) = HE () = HC (0)+ HE @) — () o1
with
+ 1 +
HE@) = [ WO)omm ) #,(0%(.0).0.n)d (92)
HE@) = [ Wm0 (1,5). . dn, 93)

The integrals in (92) and (93) depend on ¢. However, on using the coordinates (u, v) introduced in Sections 4
and 5, H*(e) and H(¢), respectively, can be reformulated as integrals over a fixed interval u € [—1, 1]. This
treatment, which provides a convenient way to evaluate the hypersingular free term, is now going to be
presented in some detail.

6.1. Contributions of coincident type

The contributions of coincident type, namely H(¢), are expected to be of order O(1/¢) for vanishingly
small e. Thus, two-term expansions about ¢ = 0 are needed in order to evaluate both the unbounded O(1/¢)
and the bounded O(1) contributions to H: (e).

The integral H*(¢) defined by (92) involves y(n) and, through the angle 6, x*(y(y7)). The coordinates
(u,v) defined in Section 4 for the coincident double integration are again used. In particular, the position
vector r* = x*(n, &) — y(n) is still expressed in terms of (u,v) by (37), where, in addition, v, ¢ and u are
linked by (48) in order to satisfy the condition |r*| = ¢ (where the & sign corresponds to that in HF(¢)).
Eliminating v in (37) by using (48) and taking the Taylor expansion about ¢ = 0 of the resulting expression
of r* yields:

= delt(u L%u u—#uus &
7 =010+ (g o 00) = 55507000 o+ O
= o () — 330 (60 () + O . (54)
The coordinate 7 itself becomes, by virtue of (31) and (48), a function of u and &:
n=n"(u,v(u,e)) =u+ (£1 — u)v(u,e) = u+ %8 +0(e?) = u+ 6" (u)e + O(%), (95)

while the differential d# is given by:
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dn = on” du=|1 —|—iéi(u)s du + O(&?) (96)
T=u T du ’

On the other hand, from (87) and the definition of %, one must have:

1 =cee(0%; 7). (97)
Expressions (94) and (97) are found to coincide if 0" and 0~ are given by:
0" (u,e) = —x(u)e + O(e?), 0 (u,e) = —1+ Kk(u)e + O(&?) (98)

with
u

K(u) = — 22w (b(u) - n(u)).

Using u, spanning the fixed interval [—1, 1], as the integration variable, the integral H(¢) takes the form:

1 /! on*

HE) = [ (om0, 0) (0% .0, 000 (,0) - (99)
which facilitates the investigation of its behaviour about ¢ = 0. Indeed, the factor of 1/¢ in the expression
(99) of H: (&) is bounded and has a bounded derivative w.r.t. ¢ at ¢ = 0. Thus, H*(¢) admits an expansion of
the form:

Hf(?'):l | [l//(/)mi](f’li(%0))=9ff(0i(u70)707ﬂi(u,0))%(%0) du
e ) Ou

1 a ) a +
+ / 3 [om] 7 (u, £) A, (0% (u, ) e (u,2)) 2 | du+ O(e). (100)
—1 O Ou =0
For ¢ = 0, one has n* = u, On*/ou =1, 0" =0, 0 = —n. Hence:
i on*

[Wom(n*(u, 0))%t(9i(u,0),0,Wi(u,0))§(u,0) = [pom)(u) A (07,0, u). (101)
Moreover, for ¢ = 0, one also has

gJf,-(@i(u,s), ent(u,e))| =0

O¢ o0
by virtue of (12), and

oot d . . 00t . i

&a*aé (u)7 g*:FK(u)v 8(9 ;’7) *it(u)a dow (0 ,0,1/[) *q:n/ij(it(u)vovy(u))tj(u)7

where 6 (u) and x(u) are defined by (95) and (98), respectively; the last equality results directly from the
definition (90) of . Using these equalities, one has:

o { WomlOr ) 0" o) 2}
— o) 2 1,0 22 (05,0, + - (om0 (6°,0.1)) )
+ Wom ), (0%,0,0) 5 5%(a) a :
= L)) (), 0.5() + o (od* ma) 7,0, 0,0}, (102
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Substituting Egs. (101) and (102) into (100), using 67 (1) =6 (=1)=0 and 6" (~1)=1/a", 6 (1) =
—1/a*, one then obtains the desired expansion for the coincident contribution to the free term:

H(e) —H (¢) = ! [ [Wom](u)[#:(0,0,u) — #;(—n,0,u)]du

1

+ [on)(1)A1(=,0,1) — [pon](=1)#:(0,0, —1) + H + O(z) (103)

H= —/_1 [ prcmity| () [V (2 (w), 0, p(w)) — ¥73(—t(w), 0, p(u))] du. (104)

The first line in this formula is the weighted form of the unbounded free term which occurs in the direct
approach for the collocation hypersingular BEM [23]. The finite term appearing in the last line, on the other
hand, is specific to the Galerkin formulation and cannot arise in (and be expected from the knowledge of)
the collocation hypersingular BEM. Besides, Eq. (98) relies on the curvature being continuous inside the
element E, so that the additional free term occurring in the collocation hypersingular BEM [25] does not
arise here. The term A in practice vanishes except in quite special situations, e.g. a boundary element on an
interface.

6.2. Cancellation of 1/¢ terms

The O(¢7!) term in Eq. (103) must cancel exactly the corresponding unbounded term in Eq. (56), which
comes from the double integration for the coincident case, for any choice of the density and weight
functions. The fundamental solution is therefore required to verify (see also Eq. (44)):

297:(t(u), 0, y(u))n;(u)n;(u) + #:(0,0,u)n;(u) — #;(—n,0,u)n;(u) = 0(—1 <u<l). (105)

It is worth noting that this cancellation does not put any interelement continuity requirement on ¢.
6.3. Contributions of adjacent type

These contributions /- (¢), defined by (93), are associated with the right and left endpoints of E, as the +
or — superscript (respectively) indicates. Again we found convenient to introduce the coordinates (u,v)
defined in Sections 5.1 and 5.2 for the double integration over adjacent elements. Thus, we have

n=n"(u,v)=(uF v+l

together with, again, the condition |r* = ¢| which, from (60) and (73), makes # to depend on ¢ and u, so as
to obtain:
€

n=n (e,u) = €14 (uF 1)Si(u)+0(s2). (106)
Similarly, one obtains

¥ (e,u) = S;Eu) [t 1)a* + (£1 - w)a] + O() (107)

= ce(0 (u)) + O(&), (108)

where a and a* are the natural tangent vectors of E and the neighbouring elements E* at the junction point
7+ between E and E*, and

s¥(u) = |(u+ )a* + (£1 — u)al.
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Eq. (107) defines the functions 0~ (u), which are such that:
0% (n,e) = 0 (u) + O(e). (109)

If f* = 0, i.e. if the unit tangent is continuous between elements £ and E*, the functions 0 (1) are constant:
0" (u) = 0 and 0 (1) = n. Otherwise, using (107) and (108), one can also express u and s*(u) in terms of 6~
through:

asin 0F + a*sin(0* F )

=ut(0F) = & ,
u=w(07) asin 0* — a* sin(0* F %)

(110)

2aa* sin f*
sH(u) = §(0%) = ——— =2 S‘_“ﬁi _ (111)
asin 0~ — a*sin(0~ F f7)

For u to span the interval [—1, 1], one has 0© € [0}, 0], with 0] =0, 0; =", 0, =n— 7, 0, = .
Now, the integration for H;"(¢) can be carried out with respect to u and with u € [—1, 1], that is, with u
spanning between fixed values. The differential di has the following expansion in &:

Copt . d fuTl 5

Since this differential is O(¢), only the leading term of the expansion of the integrand function in (93) is
sought. Thus:

1
HE (@) = Wom] (D) [ (0%, 0. 1) do (1) + O). (113)
-1
If f© =0, a simple calculation of the integral (113) using (112), 0" (u) =0, 0 (1) = —7 and s*(—1) =
s (1) = 2a yields the result:
H (e) = (07,0, £1) [Yon](£1) + O(e). (114)

If f* # 0, it is natural to introduce the change of variables u = u(0) as defined by (110) in (113) (note that 0
also span fixed intervals). In particular, applying (110) and (111) to (112), one finds that:

cos(0 F f)

dn* =+ do 115
1 asin f* (115)
and (93) becomes:
07 +
HEE) = tpon) =) [ 20,0+ F D 454 0. (116)
gli s

Although this formula is, strictly speaking, valid only if = # 0, its limiting value for £~ = 0 is easily shown
via a Taylor expansion to be indeed (114).

6.4. Hypersingular free term final expression

The final formula for the element-wise free term (86) is obtained by substituting (103) and (116), in the
limit ¢ — 0 and dropping the O(1/¢) term, into (91):

H=H'+H +H, (117)
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where H is defined by (104) and with

cos(0 —

H" = {%z(_na0ﬂ1)+/0 %l(evovl) Slnﬁ/ﬁ)dg}[lpwnz](l)7 (118)

cos(0 — ")

ﬂ//
H =—-4K,; -1 Hi(mt—0,0,—1
{%(o,o, )+ [ Am= 00— )R

d()}[wnin—m (119)

using again the notations f8', f” instead of 7, B~. The change of variable 0 — n — 0 has been used in H
defined by (116). The finite free term (117) is specific to Galerkin BEM and apparently had never been
detected before.

The free terms H*, H~ are of coincident type in that they involve only ¢ and ¥ on E, but also of adjacent
type in that they depend on the angles f’, p” with neighbouring elements. It is useful to note that, as a
consequence of (114), H* + H~ = 0 if the tangent has interelement continuity. Since ¢ must have inter-
element continuity (see Section 5.3), it is in practice more natural to treat H, H~ as adjacent terms. If we
think of ¢ as a continuous shape function, we see that it ought to be either ¢(—1) = 0 or ¢(1) = 0, which
simplify the expression for the free term H. Moreover, if the support of a continuous weight function
spans two boundary elements, we see that each side contributes a free term.

A short comment on the finite free terms just obtained is in order as they may look a bit unusual. They
have never been detected before because in no other paper a limit process based on the vanishing neigh-
bourhood approach has been used in conjunction with SGBEM. All formulations of SGBEM based on
regularization of the kernels before performing the limit, like in [4-9], do not provide free terms at all (and
this is indeed one of their advantages). The same is true for the limit to the boundary method [10-12]. On
the other hand, techniques based on the finite part idea [13-15] completely overlook the free term evalu-
ation, as the ‘bump’ associated to the vanishing neighbourhood is never taken into account.

The direct approach for the evaluation of singular integrals, here pursued and extended to SGBEM, is
strongly based on a careful analysis of the limiting process, as the neighbourhood and the ‘bump’
around the singularity vanish, and free terms are therefore an essential part. It should also be considered
that in the present paper the double integrations have been always dealt with as a whole, thus fully
exploiting the features of the Galerkin BEM, and this aspect also affects the nature and the value of the
free terms.

6.5. Evaluation of the free term ¢(y)

Using the formalism introduced in this section, the free term ¢(y) defined by (17) becomes:

0
c(y) = / {77 (e(w;n),0,p)e(w;n) — W (e(w;n),0,y)n(x)} do,

where # (e, r,y) = rW(y, x) is the singular part of the strongly singular kernel W (y, x). Note that the in-

tegration bounds mean that I is smooth at y. This is the only case needed in connection with the weighted

identity (18) as long as the irregular points on I' are isolated (e.g. a finite number of corners). Since ¢(y) are
regular functions, the evaluation of the integral

/r VIVol) - c(y)ds,

in the identity (18) is a trivial task.
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7. The direct algorithm

Summing up the analysis of Sections 4 and 6, the final formula for the coincident double integration over
the element £ stems from Egs. (50), (53), (56) and (117) and reads:
1

1 1 @ A

_ Wy 0) 4 FO (4. o) — 2F (1. 0V du B Jdv v
kﬂ{/ﬂF<’”F'h> 2F (u,0)] du +2[F (1,0) + F( LM}M 2 [ Fu0du+d,
(120)

where F2) (4, v) and F(u,0) are defined by (42) and (44), respectively, and H is defined by (104). Expression
(120) may be indicated, using a short algorithm-like notation, as

Ie = $(E. 0, 9). (121)

In the same fashion, the analysis of Sections 5 and 6 leads to the final formula for the adjacent double
integration over the pair (E, E') of elements joined by the common node z’, which stems from Eqgs. (72) and
(117) and reads:

1 1 1 1
=14 [ [ 1108w - a0 dodu [ 00 nss )t H - 26(1,0)n(2a),
(122)

where Ig) is the nonsingular integral over region 1 (see Section 5.1), s4(u) and QO (u, v) are defined by (63)
and (66), respectively, while H* is given by (118). Expression (122), in a short notation similar to (121), may
be indicated as

In=A{EA}AE, ¢'}). (123)

Likewise, the final formula for the transposed adjacent double integration over the pair (E”, E) is:

. Lo i ) )
Iy =I +/_1 /0 E[QT(u,v) — O1(u,0)]dodu + /—1 Or(u,0) Inst(u)du + H- — 2F(—1,0)In(2a7),
(124)

where I{Z) is the nonsingular integral over region 2 (see Section 5.2) while st(u), Or(u,v) and H~ are defined
by (77), (78) and (119), respectively. Similarly to (121) and (123), this result may be indicated as

Iy =T ({E Y} {E", ¢"}). (125)

Note that the nonintegral endpoint contributions to the coincident double integration in (56) have ulti-
mately been considered as adjacent terms (and therefore appear in (122) and (124)), because having all
element endpoint data (Jacobians, tangents and so on) used in the same program segment is simpler and
computationally more efficient.

8. Symmetry considerations

In the symmetric Galerkin BEM, the unknown and weight functions ¢ and y are assumed to belong to
the same function space; this implies here that i/ has, like ¢, interelement continuity. It is then useful to
consider the effect of switching the roles of i and ¢ in the integration formulas.

First, from (31), (32), (42), (44) and (104), it is easy to see that

F'u,v0,0) = F(u,0:9,0), F(u,0,0,) = F(u,0;y,¢),
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H(,0) =H(p,¥),

using obvious notations to emphasize the dependence in v and ¢. It follows that, with the notation (121),
we have

C(E W, 0) =C(E 0, ), (126)

i.e. the coincident double integration procedure is symmetric.

Next, consider the formulas ./ (-, -) and 7 (-, -) applied to the same consecutive pair of boundary elements
E,F' (instead of the pair E”, E for formula 7 (-, -)). The functions sa(«) and st(u) defined by (63) and (77)
are readily found to be equal, and so are the vector functions ra () and rr(u) defined by (62) and (76) by
virtue of (75). One then finds that

QA(ua v, Q, lp) = QT(ua v; l//7 (/)>

This in turn implies that the integral terms of Eq. (124) with the roles of yy and ¢ switched are equal to the
corresponding integral terms of Eq. (122). On the other hand, the nonintegral terms in (122) are clearly
symmetric in ¥ and ¢, as are those of (124). These two contributions have the form Bay(z')e(z') and
Bty (z')p(z'), where 7’ is the common endpoint of E and E’, and are not necessarily equal (i.e. Ba # Br).
However, the final Galerkin BEM system comes from summing all double element integrals, which implies
that only the value of B, + Bt matters in the end. Therefore, one can freely replace I, and It defined by
(122) and (124) by:

=1+ [ 1000) - a(w0) dvdu+ Dap @o(o) (127)

=1+ [ 1 /0 %[QT(u,v)—QT(u,O)]dvdu+DTtp(z)<p(z) (128)
with

Da(2)o(z) = L O (u,0) Insp(u)du + L(H* (E) + H™ (E')) — F(1,0) In(2a) — F'(—1,0) In(2d),
(129)

Dry(2)o(z) = /_1 Or(u,0) Insy(u) du + Y(H* (E) + H™ (E')) — F(1,0)In(2a) — F'(—1,0) In(2d),
(130)

where a and o’ denote the Jacobians of E and E’ at the shared endpoint z. Besides, from (118) and (119), one
has:

HY(E)+ H (E') = A (—=,0,1)n; — (0,0, )n; — [Yo] (1)

cos(0—p)

ﬂ/
x/o (0.0, + (= 0.0, )} LB a0, (131)

This time, with the notations (123) and (125), we have:
A {E VY AE, 0'Y) = T({E o'} AEY}). (132)

This observation has two important consequences. Firstly, it makes possible to code just one of the two
procedures. Secondly, the formulas proposed for the adjacent cases are, like in (126), symmetry pre-
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serving even when affected by numerical integration errors. This feature may not be enjoyed by other
regularization techniques (that is by all those methods that keep the distinction between inner and outer
integration).

9. Explicit expression of the free term

In this section, explicit formulas are provided for the free term (129) established for the symmetric
Galerkin BEM, as well as other quantities involved in the direct integration algorithm, for three cases:
potential problems for isotropic and anisotropic media (Sections 9.1 and 9.2) and isotropic elasticity
(Section 9.3).

9.1. Isotropic potential problems

The free-plane fundamental solution for the Laplace equation V2¢ = 0 is given by:

et =L

R ] (13

Vi, x) = 1 (@_2(%—%)(9@—)’])).

2n \ 2 r*

The singular part ¥7; of V; is given by (9), repeated for convenience:
1 ,
E (5U — Ze,-ej). (9 )

Explicit expressions can then readily be obtained for various related quantities involved in (120), (122) and
(124). From (44), one finds that:

F(u,0) = 3 p()o(w), (134)

while the function J;(w, ¢, 1) defined by (90) is given by:

“/l’j(ea ray) =

Hi(w,e,m) = % fsin oot; () + (1 — cos w)ms(n)]. (135)

Finally, since ¥7;; is symmetric in (i, j), with reference to (104), one has H=0.

Using (134) and (135), condition (104) for the cancellation of O(¢™!) terms is readily verified. Besides, the
practical evaluation of the free term (129) and the verification of condition (83) for the cancellation of
O(lIn |¢]) terms are facilitated by the introduction of the polar angle o through:

ea(u) = coswt +sinon = ep(w) (0<w<p). (136)
Elementary calculations then yield:

du 1 do
sa(u)  2aa'sinf

(137)

2aa’ sin '

sau) = = 5a(o) (138)

~ asinw — a'sin(w — f)
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and Qa(u,0) defined by (68) becomes:

_ 1 cos2w —f)
2 sinff

Using these definitions, condition (83) for the cancellation of O(ln |¢|) terms takes the form:

1 1 7 cosQow—f
L1 [FesCo=F),,
2n 27 J, sin f§

Ona(u,0)du Vo' do. (139)

and is readily checked via a direct calculation, while the free term (129) becomes:

B 4 4
Da 1/ {L(z‘” B) 1 5 ()] — S22 C08(@ ﬁ)}dw+$(2_1n4aa/).
0

T2 sin ' sin ff/
Upon performing an analytical integration, one finds (having put y = a'/a):

1 ler(l Xz)lnxzxﬁ’sinﬁ’]'

Dy — —
AT 4n 14 4% —2ycosf

(140)

9.2. 2-D anisotropic potential problems

The medium is now assumed to have anisotropic constitutive properties, characterized by a positive
definite second-order tensor K with coefficients &, k, > 0 and orthogonal unit vectors w;, w, such that:

K = k1w1 X wy + k2W2 X wy.

The flux g associated to the potential ¢ is now given by:
q=(K-Vu)-n= kij jn;.
In that case, the free plane fundamental solution G(y, x) solves V - (K - Vo) + 6(x — y) = 0 and is given by:

1 2
G(y,x) = _471:7 lnR y
T(x) = ——— ) 141
YV =" e T WY (141)
1 1 2}"[}"]
Viy, x) = A L@Ku‘ - F]’
where 4 = (klkz)l/ * and R is defined in terms of the position vector r by:
RP=r-K' -r (142)
The singular factor of the hypersingular kernel V(y, x) is thus given by:
1 1 2eie;
V(e r,y) = =—— K — =/ . 143
i(e7.5) 2nA [(e~K1~e) ’ (e-Kl-e)2] &)
Explicit expressions can then readily be obtained for various related quantities. From (44), one finds that:
1 n-K-n
Fu,0)=— —— 144
(1,0) = g T W (W) ), (144)

while the function J;(w,n) defined by (90) is readily found to be given by:
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1 (K -d), (K - n),
%i(w,871/])_ﬁ{e-K_l-e+t-K_l-t ’ (145)

where d; = e, and d, = —e;. Using (144) and (145), condition (105) for the cancellation of O(¢™!) terms is
readily verified. Besides, utilizing again (136)—(138), Oa(u,0) defined by (68) takes the form:

O (1,0 du 1 [mK-n _2sma)sm(a)—[)’)]dw

ZZnAsinﬁ’ e-K'. e (e.Kfl.e)Q

and condition (83) for the cancellation of O(In|e|) terms can again be checked via a direct analytic cal-
culation. The free term (129) can also be calculated explicitly by analytic integration, and is given by:

71 . 71 ,
Dy :12‘7 [K-l—EK (1—3%) Lk Erc (2 cos2(y — f) Cos2y)} 111(%211))((%)))
A ysinf o / ) q )
-5 55 [tan™! (ktan(B —y) + tan™! (k tany))] +5s (146)

where k = (ki /k)'*, y = (¢,w1), D(0) = K" cos? (6 — y) + resin’ (0 — y) and D is given by (having again put
1 =d/a):
D =D(0) —2xD(B'/2) + 1’ D(B) + (1 + k" )(1 — cos ). (147)

9.3. 2-D isotropic elasticity

The counterpart of the starting identity (18) for plane elasticity is:

0= / vk(y){w(y) / ey ) ds, + / W () — ) Vi () — G ()1 () Wi, )] s,

Sg Se

Uil xe) = Wiy pe)) s s, + 00 (145)
where u and ¢ and p are displacements, stresses and tractions, respectively, and the kernels V,(y, x) and
Wie(y, x) (which are hypersingular and strongly singular, respectively) derive from the elastostatic funda-
mental solution. Eq. (148) is, in weighted-residual form with a trial displacement v, the integral statement
used as a starting point to obtain traction BIEs.

In particular, for 2D plane strain and isotropic elasticity, the hypersingular kernel V;,(y, x) is given by:

1
Vo0 ) = Va0 m 0, (3) = 5 a0 0m () (2), (149
”Vk(ij(y, x) = A[2(1 — 2\))[5,']'(31(5 + 5jk5ii + 255k€j€g + 251-56‘,-61(}
+ 4\)[5,:[@[{@4 + 5k[eiej + 5i[ejek + 5./']{61'62‘] + (8V — 2)51'](51[ — léeie‘/’ekeg], (150)

where 4 = u/(4n(1l — v)). Explicit expressions are then readily obtained for related quantities. From (44),
one finds that:

F(u,0) = Au;(u)v;(u), (151)
while the function 4 (w, ¢,17) defined by (90) is given by:
H w0, 8,n) = 2A[0d; + Opdy + Opdy — 2drdyd], (152)
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where, once again, d; = e; and d, = —e;. Using (151) and (152), condition (105) for the cancellation of
O(&™!) terms is readily verified. Besides, utilizing again (136)—(138), Oau/(u,0) defined by (68) takes the
form:
Oaxe(u,0)du = [[2cos(4w — ') — cos(2w — ') — cos(Rw + B)|(tsty — mny)
+ [2sin(4w — B') — sin(2w — f') — sin(2w + B)](tine + nity)
Adw
2 20 — B) k] — .

+ COS( w ﬂ) ]‘é] Sln ﬁ/
Using these definitions, condition (83) for the cancellation of O(In |¢|) terms is once again readily checked
via a direct calculation. The free term (129), also explicitly calculable by analytic integration, is given by:

1 — 2ysin f 1—72| 2sin®f
DAMA{ 24— Ly - 2 g low+ - l A Pt = nen) in g
2y sin® B 2ysinf | 2y — (1 + 2 '
%ﬂﬁﬁ/—sinﬁ) (n, + mt}) | — ,(s;nﬁ [ Al —&—:x)cosﬂ In y(ten), + nit))
2v — (1 2 / .
v (+:X>C°Sﬁ ﬁ’+smﬁ’>(tkt;—nkn;)u (153)

having put £ =1+ > — 2ycos f8’.

10. Numerical tests

A MATLAB program has been written to test the present direct integration method, that is, Egs. (120),
(127) and (128). To demonstrate its accuracy, we present a comparison between numerical and exact
(analytical) values of double hypersingular integrals of the form

I =1lim { / / V(y,x)p,(»)@,(x)ds, dsy}, (154)
¢=0 E\+E> JE\+Er—e,

where V(y,x) = V;(y,x)n;(y)n;(x) with ¥;(p,x) defined by (133), E,, E, are straight boundary elements
meeting at their common endpoint with an angle f§ (Fig. 8), and ¢, and ¢, are taken as the same piecewise
linear ‘hat function’ in s

(0102)(5) =12 (o E1) and (g, 02)(5) = 1> (on E),

where s is a curvilinear abscissa ranging from —1 to 1 on both elements.

Fig. 8. Adjacent straight boundary elements £;, E; and the ‘hat function’.
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Integral [ in (154) is scale-independent (this stems from the fact that the kernel ¥ (y, x) is homogeneous of
degree —2 with respect to the position vector x — y, and hence depends only on f and the element length
ratio y = |E}|/|E:|). The exact value of (154) (in the limiting case as ¢ — 0), including the free term, is found
to be

1
I { — R4+ (z+rx HeosplIn(2ecos B+ 7+ ")+ (x — ") cosBlny

T 4n

- Y - — ytan— CUN X
+2s1nﬂ[(,(+x N tan™! (cot f) — ytan 1(cotﬁ—i— in[f) y 'tan 1<cotﬁ+sinﬁ>}}

S
(155)

Each straight element E; has been represented as a three-node quadratic element as in Eq. (22), with the
inner node located at s = d;. Therefore, only when d, = 0 we have the classical element with constant
Jacobian, that is with a linear mapping s = s(¢). Any other value of d;, although maintaining the element
straight, does introduce a distortion in the mapping s = s(¢), making the numerical evaluation more dif-
ficult. The distortion parameters ¢, may vary in the range [-0.5, 0.5]; with the extreme values we have the
well known quarter-point element, often used in crack problems.

Since we wish the analytical value of the integral 7 not to be affected by the distortion parameters d;, we
have to represent the functions ¢,(s(¢)) = ¢,(&) and @,(s(£)) = @,(&) as quadratic functions in ¢ with
nodal values

{O,%,l} on E; and {1,#,0} on FE,.

Although it may seem a simple test, it is in fact quite demanding when d; # 0 and f # 0, and could very well
be considered like a benchmark to test methods for the evaluation of hypersingular integrals in the sym-
metric Galerkin BEM. Indeed, straight elements, when represented by means of nonlinear mappings, are as
general as curved elements if the computation is performed in terms of the parametric coordinates, while
exact values are available for comparison.

In particular we present here numerical results for y = 1, that is elements of the same length, and
z = 0.25, which is beyond what is generally recommended in a well designed mesh. In both cases, the corner
angle f is taken equal to 0, n/4, /2 and 3n/4, that is from smooth boundary up to an acute angle (usually
avoided in applications). Moreover, to test the sensitivity of the proposed technique to the element dis-
tortion, we also consider the undistorted case (d; = d, = 0), the case in which E| is a quarter node element
and E, is as before (d; = 0.5,d, = 0), and the case in which both elements are quarter point (d; = 0.5,d, =
—0.5) and hence exhibit the maximum degree of distortion.

The analytical values of the integral /, computed by means of Eq. (155), are as shown in Table 1. Of
course the distortions do not affect the exact values.

The relative errors for the case y = 1, i.e. two elements of equal length, are given in Table 2. All integrals
have been computed using Gauss formulas with ng points for one-dimensional integrals and ng x ng points
for double ones. We see from Table 2 that even a severe distortion of the elements does not have much
influence on the accuracy of the results. On the other hand, the higher the angle f8, the more demanding is
the numerical computation.

Table 1

Exact values of the integral / for several values of the element length ratio y and of the corner angle f
X p=0° B =45 B =90° B=135°
0 —5.545177444479 —5.303194641153 —4.527887014709 —-3.018883618685
0.25 —6.255030294227 —6.072331681256 —5.516576102721 —4.583045906354
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Table 2
Relative errors in the case y = 1, for several numbers ng of Gauss points

ne B =0° B = 45° B = 90° B = 135°
di=d =0 4 3.5E-06 ~5.8E-06 ~9.2E-03 ~8.4E-01
8 5.9B-12 -22E-11 ~1.5B-05 ~6.7E-02
12 1.5E~13 1.6E~13 ~1.9E-08 -3.9E-03
16 ~1.2E-12 ~1.3B-12 -23E-11 ~2.0E-04
20 2.0E-12 2.1E-12 2.4E-12 ~1.0E-05
d=05d =0 4 3.0E-07 ~2.5E-04 2.3E-02 1.7E+00
8 ~2.6E-08 —4.1E-08 -3.4E-05 ~1.8E-01
12 ~1.6B-09 ~1.6E-09 ~9.6E-08 1.4E-02
16 ~1.9E-10 ~2.0E-10 3.5E-10 ~1.0E-03
20 —34E-11 ~3.6E-11 ~4.4E-11 5.9E-05
di=0.5,d, = 0.5 4 ~5.7E-06 ~9.4E-05 ~2.6E-02 ~1.7E+00
8 ~5.4E-08 ~5.3E-08 ~5.3B-05 ~1.5B-01
12 ~3.2E-09 ~3.3E-09 -8.0E-08 ~1.0E-02
16 ~3.9E-10 ~4.0E-10 -5.7B-10 -5.8E-04
20 ~7.1E-11 ~7.4E-11 -8.7E-11 ~3.0E-05

The relative errors for the case y = 0.25 are provided in Table 3 for the same values of the corner angle
and of the distortion parameters. Table 3 is quite similar to Table 2, thus showing that the algorithm can
cope very well with adjacent elements of very different length.

To further validate the present direct approach to SGBEM, and in particular to emphasize the con-
sistency and correctness of the overall SGBEM formulation, a sample two-dimensional potential problem
is finally considered. Let Q be the bounded region enclosed in the ellipse of equation x7 + (x,/ a)2 —1=0.
The function ¢ = x3 — 3x)? solves the Laplace equation V2@ =0 and is associated with the normal
derivative

g _ 3n[(d —3)a’ 24

1 (xl,xz) € 0Q
L (cfat +3)"
Table 3
Relative errors in the case y = 0.25

ng p=0° p =45° f =90° p=135°

d=d, =0 4 -1.3E-03 4.0E-03 —4.5E-02 -9.1E-01
8 —4.0E-07 -2.3E-06 —4.1E-04 —6.5E-02

12 -9.1E-11 -1.2E-10 -2.5E-06 7.9E-03

16 -1.1E-12 1.9E-13 —-1.0E-08 1.9E-03
20 1.8E-12 1.9E-12 -2.9E-13 1.7E-04
d=05,d=0 4 1.0E-05 -2.6E-04 2.7E-02 1.3E+00

8 -2.6E-08 -3.4E-08 -8.3E-05 -1.2E-01

12 -1.4E-09 -1.4E-09 4.3E-08 8.4E-03
16 -1.7E-10 -1.7E-10 1.5E-10 —4.4E-04
20 -3.0E-11 -3.1E-11 -3.6E-11 1.7E-05
d =0.5,d,=—-0.5 4 -5.6E-04 3.2E-03 -9.8E-02 —1.5E+00
8 1.1E-06 5.9E-06 —-1.4E-03 —-1.5E-02
12 -1.2E-09 —-1.5E-08 -1.4E-05 3.5E-02

16 -3.4E-10 -3.5E-10 —9.6E-08 5.5E-03
20 -6.3E-11 —6.5E-11 -6.4E-10 3.4E-04
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Table 4
Neumann problem on an ellipse: relative mean squared errors on the solution

Number of elements 40 80 160

a=0.25 4.13E-3 5.99E-4 1.00E-4
a=0.50 6.08E-3 1.01E-3 2.05E-4
a=1.00 7.98E-3 1.36E-3 2.81E-4
a=2.00 1.17E-2 2.57E-3 6.15E-4
a=4.00 3.99E-2 9.92E-3 2.48E-3

The Neumann problem has been solved numerically using the limiting form of the weighted hypersingular
integral equation (13). The relative mean squared errors obtained on the nodal values of ¢ for three mesh
sizes (40, 80 and 160 three-noded boundary elements respectively) and several aspects ratios a of the ellipse
are presented in Table 4.

11. Conclusions

In this paper the direct approach has been extended to the evaluation of double hypersingular integrals
like those arising in the symmetric Galerkin BEM. Double integrals are considered as a whole through the
introduction of suitable coordinate transformations in the two-dimensional space of intrinsic coordinates.
As a result, the proposed procedure preserves the symmetry of the formulation after discretization, even
when the numerical quadratures are affected by some errors.

As typical in the direct method, the limiting process has been expressed in the parametric space and the
free terms have been evaluated analytically. Cancellation of all potentially unbounded terms has been
shown to occur if the density function ¢ is continuous between elements. The analysis has also shown that
somehow new free terms arise.

Numerical tests have shown that the algorithm behaves very well even when adjacent elements have
different length and have nonconstant Jacobians. The effect of the angle between elements has been also
pointed out.
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