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The drift of ions in a magnetized plasma or the height fluctuations of a rotating fluid layer are
described by the conservation equation of a potential vorticity. This potential vorticity contains
an intrinsic length scale, the hybrid Larmor radius in plasma, and the Rossby length in the quasi-
geostrophic flow. The influence of this scale in the evolution of a random initial vorticity field
is investigated using a thermodynamic approach. In contrast to the perfect fluid case, where the
vorticity tends to a well defined stationary state, complete relaxation towards an equilibrium state
is not observed in numerical simulations of quasi-geostrophic decaying turbulence. The absence of
global thermodynamic equilibrium is explained by the relaxation towards states of local equilibrium
where the vorticity is concentrated. Interaction between these separated regions is extremely weak.
Explicit, axisymmetric, localized solutions of the mean field integro-differential equation of extremal
entropy states are obtained using asymptotic methods. Comparison of the computed solutions
with the observed coherent structures, shows that they effectively correspond to states in local

thermodynamic equilibrium.

PACS numbers: 47.52.4j, 47.27.Qb, 05.40j

I. INTRODUCTION

A class of plasmas and fluid flows can be described, at
least approximately, by the conservation of a potential
vorticity. This is the case of the drift motion of ions in
a magnetized plasma, or of the flow of a rotating fluid
layer sometimes called quasi-geostrophic flow. For such
systems the potential vorticity satisfies a two-dimensional
Euler equation, expressing the conservation of the poten-
tial vorticity along the streamlines. The relation between
potential vorticity €2 and stream function v is given by

Q=—-Ay+y/1%, (1)

where [ is some intrinsic length, and A is the two-
dimensional Laplacian. The evolution equation for the
potential vorticity is then

N

— +[Q =0, 2

AL 2
where ¢ is the time, and [-, -] is the Poisson bracket.

In order to clearly state the physical nature of (2), and
the origin of the intrinsic length, let us consider first,
the slow motion of ions in a homogeneous, magnetized
plasma. The uniform magnetic field is supposed to be
along the z-direction, B = BZ, and all physical quan-
tities depend on the (x,y)-coordinates. We assume the
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plasma quasi-neutral, and the electrons adiabatic. The
density of ions n can then be related to the electrostatic
potential ¢ by the Boltzmann law

n = nge®/Te,

where ng stands for the equilibrium plasma density, T,
for the electron temperature (in energy units), and e for
the electron charge. Using this expression for n, the ion
continuity equation is given by

v.v:_;@f), 3)

where v is the ion velocity, and D/Dt is the total deriva-
tive 9/0t + v - V. The motion equation is

Dl = —miiV¢+wcfv X 2, (4)
where we neglected the ion pressure with respect to the
Lorentz force, the right hand side of (4) (we consider a
plasma with the electron temperature much larger than
the ion one). In this equation m; is the ion mass, and
w. = eB/m,; the cyclotron frequency.

Before proceeding, it is interesting to note that (3) and
(4) are similar to the hydrodynamic equations describing
the motion of a rotating fluid layer of height H = Hyo+h
(Hy is the mean width of the layer), in which the pres-
sure is proportional to the variations of the layer width
h(z,y,t). We assume, as in the shallow water approxi-
mation, that the fluid layer is thin with respect to the
characteristic scales of the horizontal motion. We may
identify the height variations h with the electrostatic po-
tential, and the magnetic force with the Coriolis force



(we neglect variations of the rotation frequency, the so-
called “beta” effect in geostrophic flows). In such a case
we would have

OH
_ . H e
V(1) =0, (5)
or equivalently,
D h
V-thlog<1+H0), (6)
and
%fv =—gVh+ fox 2, (7)

where g is the acceleration due to gravity, and f/2 is
the rotation frequency. These equations, which describe
the quasi-geostrophic flow, are formally equivalent to the
plasma equations (3-4).

In the plasma case we can form a characteristic length
from the so-called hybrid sound speed ¢? = T./m;
appearing in the electrostatic force term, and the cy-
clotron frequency, to obtain the hybrid Larmor radius
lp, = ¢s/we. In the fluid case, the characteristic speed
is ¢> = gHy, the characteristic length is I = c/f, the
Rossby length (f is in this case the characteristic fre-
quency). The plasma and fluid systems are thus equiva-
lent provided we identify e¢/T, and h/H, and take length
and time units (I, 1/w.) or (Ig,1/f) respectively.

As our objective is to obtain an equation for the vortic-
ity w = (V xv)- 2 (only the z-component of the vorticity
is not zero, in these two-dimensional systems), we com-
pute the rotational of (4):

1 D

Viv=—————uw.
w—i—wCth

(®)
Since we are interested in the slow motion of ions (or
the slow variations of the layer width), we assume that
the temporal variations of the electrostatic fluctuations is
much smaller than the cyclotron frequency |0/0t| < we,
which means that in the first approximation the vorticity
is given by the drift velocity

wr~-Vx (Vopx2/B)-2,
and then,
w=wliAled/T.) < we.

In the case of the geostrophic flows, the equivalent ap-
proximation is that of a small Rossby number w/wg.
Therefore, we can neglect w with respect to w. in (8),
and combine it with (3), to finally obtain the conserva-
tion equation,

D 2y
= (80— 0/3) =0, ©)

which can easily be transformed to the generalized Eu-
ler equation (2), by identifying the electrostatic poten-
tial with the stream function ¢ = —w.l%e¢/T., or ¢ =

—fc?h/Hy in the fluid case, and with the vorticity given
by w = —Au in both cases.

Interest in this type of equations started with the study
of atmospheric motion in the geostrophic approximation,
and later in plasmas [17], and Jupiter’s red spot [26].
A systematic comparison of both flows was made by
Hasegawa, Maclennan and Kodama [18]; more recently
Pésceli and Trulsen [35] investigated some of their statis-
tical properties, and Watanabe, Iwayama and Fujisaka
[47] performed numerical simulations of the evolution of
an initially random state. The more general case of the
shallow water system, a compressible fluid layer in a ro-
tating frame, was studied by Chavanis and Sommeria
[10]. Hopfinger and van Heijst [19] surveyed several top-
ics on vortices in rotating fluids. A review on the anal-
ogy between drift plasma and geophysical flows, including
several generalizations, in particular on nonlinear effects,
can be found in [32].

One important feature of these systems is that a su-
perposition of point vortices, sometimes called screened
vortices or Stewart vortices, are exact solutions of (2), in
much the same way as for the Euler case [42], [33]. At
variance to the usual Euler log(r) interaction (r is the
distance between two point vortices), geostrophic point
vortices of (2) interact with Ko(r/l) law, where Kq is
the modified Bessel function. (Although “Euler” and
“geostrophic” are not fully appropriated denominations,
we use them for simplicity.) We remark that for an Eu-
ler flow there is no characteristic length, other than those
related to initial conditions. The change r — ar, with
« an arbitrary constant, lets invariant the equation of
motion of point vortices, and also Euler equation, after
an appropriated change in the time units. On the other
hand, the interaction of point vortices in the geostrophic
flow involves the characteristic length [, and obviously
the motion of vortices explicitly depends on this scale.
Systems of Euler and geostrophic point vortices might
then behave differently, as usually happens between long
and short range interacting particle systems.

A. Statistical mechanics of turbulence

The possibility of approximating the vorticity flow by
a superposition of point vortices, led to the idea that
two-dimensional turbulence can be described using the
usual statistical methods for Hamiltonian systems. In
1949, Onsager [34] settled the bases of a thermodynamic
approach to hydrodynamics. He demonstrated in partic-
ular that the phase space of a system of point vortices has
finite volume and consequently states of negative temper-
ature are thermodynamically accessible. Negative tem-
perature states are characterized by the formation of clus-
ters of like circulation vortices. In the Euler case, as the
interaction range is infinite, this process continues up to
the formation of vortices whose size is comparable to the
size of the system, and a global equilibrium state is pre-
dicted. An analogous thermodynamical approach is valid



for the quasi-geostrophic flow, with €2 replaced by w, and
therefore, this global state should also be reached in this
case (this is the generally accepted viewpoint, see refer-
ence [10]). However, and this is the subject of the present
paper, due to the short range interaction of geostrophic
vortices, localized distribution of vorticity may develop
(as is the case for the Hasegawa-Mima system, [12]). In
such a case distant vortices will interact weakly, lead-
ing to a very slow relaxation towards equilibrium, slower
than any relevant time, as for instance, viscous time, and
the appropriate asymptotic state of the system will be
not longer a global but a local thermodynamic state.

The theory of Onsager was extensively studied, first to
systematically derive the relevant thermodynamic quan-
tities as the free energy, using microcanonical or canoni-
cal approaches to the point vortex systems [23], [36], [24],
[2], and later to incorporate into the statistical formalism
the continuous distribution of vorticity and the infinite
number of invariants other than energy and enstrophy
[37], [30].

One important result of these works is that the most
probable state (which is an extremum of the free energy)
is given by a Debye like equation for an electrolyte, re-
lating the vorticity to the current function:

Q=a,e TV —q_ TV, (10)

where 3 is a parameter, like a Lagrange multiplier, equiv-
alent to the inverse of a temperature (note however, that
0 has the dimensions of an area .4 over an energy); a4
are two constants which take into account that the inte-
gral of (10) over the entire fluid domain .4, should vanish.
A very simple explanation of this formula is given by the
analogy of the vortex system, which satisfy the Poisson
equation

Ay =Q—9/I* = w(¥), (11)

and a dilute electrolyte. The vorticity w is equivalent to
the charge density, and the stream function to the mean
field electrostatic potential. The equilibrium distribution
of vortices (charges, in this analogy), is the Boltzmann
distribution, proportional to exp(ST'¥), giving directly
an equation of the type of (10). In fact the analogy of
the vortex system with a system of Coulomb interact-
ing particles is rather misleading: the “temperature” of
vortices can take both signs [34], and the negative tem-
perature states are the most relevant in hydrodynamics.
Another analogy which was sometimes exploited in the
literature is to compare the (point) vortex systems with
a stellar system, interacting with the gravitational po-
tential (see e.g. [6]). However, in addition that for stars
only attractive interactions are allowed, the Hamiltonian
possess both kinetic and potential energies, and then the
phase space is not bounded as it is in the case of a vortex
system.

The integro-differential equation (10) establishes a
functional relation Q = Q(¢). Clearly, its solution is
also a stationary exact solution of (2) because the Pois-
son bracket vanishes identically. If the usual hypothesis

on the validity of statistical thermodynamics are satis-
fied, the system evolves from an arbitrary initial state
to a stationary state with precisely this distribution of
vorticity. However, one important difference might exist
in the nature of the equilibrium states, between rota-
tion dominated flows and Euler flows. This difference
would be related to the intrinsic length, which adds a
term v /I? to the potential vorticity. Indeed, suppose
that «— = ay = «/2 (this is not essential to the present
argument ), and then w = w(v) in equation (11) is given
by

w() = —/I> — asinh(FrY). (12)

We note that due to the first term in the right hand side,
w(1)) can change its sign near the origin (¢ small enough)
for negative temperature, S < 0. This can be shown
by a simple analogy with the one-dimensional motion of
a particle in a potential V, (A = d?/dx? becomes the
acceleration of the particle, if we interpret the coordinate
x as the time)

d*)/dz® = w = —dV(y)/dp,

V = % /21 — accosh(pTY) /AT

This equation allows us to see that two cases arise: when
B > 0 only the solution ¥ = 0 exists; and, when § < 0
two other solutions appear. This change in sign, implies
then the existence of two local minima, separated by a
separatrix. The motion on the separatrix is localized
in space, it approaches zero exponentially fast in both
directions, the “period” of the motion becomes infinite.

Therefore, the presence of an intrinsic length opens
the possibility of localized distributions of vorticity at lo-
cal equilibrium, weakly interacting with other structures.
The essential ingredient is the short range interaction as-
sociated with this length. The existence of such regions
may also be related to the fact that the area of vortices
generally diminishes after fusion [5], the distance between
vortices tends then to increase. Let us assume that the
size of the system is L much greater than the interaction
length, and introduce an intermediate scale [ such that
the system can be divided into many boxes of size Ip,
I < lp < L. (Note that this hierarchy of scales cannot in
general be introduced in Euler flows; we discuss this point
later on §V.) If the boxes are large enough and interac-
tions between two boxes are negligible (confined to a layer
of size [), it is natural to think that they should evolve
to different and independent thermodynamic states, re-
laxation to an equilibrium (statistical stationary state)
being faster than mixing of distant boxes.

In §IT we investigate the phenomenology of this system
to test the scenario of slow relaxation. A brief account
of the thermodynamical formalism is given in §III, fol-
lowed by §IV, where we compute explicit solutions of the
thermodynamic equation. A comparison is also made
between the (almost) stationary vortices found in the



numerical simulations and the solutions of the thermo-
dynamic equations. Our main conclusion, presented in
§V, is that in contrast to the decaying two-dimensional
Navier-Stokes “turbulence”, for which the system attains
a well defined thermodynamic state (see however, the dis-
cussions in [39], and [48]), the geostrophic decaying tur-
bulence evolves towards a peculiar turbulent state, char-
acterized by a superposition of coherent vortices in local
thermodynamic equilibrium.

II. NUMERICAL SIMULATIONS OF
DECAYING TURBULENCE AND RELAXATION

The pioneering experiments of Couder [11] showed that
two-dimensional turbulence is dominated by the interac-
tion of coherent vortices. In these experiments, turbu-
lence was generated on a thin soap film flowing through
a grid. The system freely evolved by successive merg-
ing of vortices, in such a way that the mean size of vor-
tices grew with time. The long time behavior of almost
inviscid of two-dimensional turbulent flow was investi-
gated by Fine et al. [13], using an electron plasma col-
umn. They obtained a final stationary state consisting
in a few vortices forming a quasi-crystal structure. Most
of the experimental studies in laboratory concern Euler
turbulence, the long time evolution of decaying quasi-
geostrophic turbulence is less known. Therefore, it is
interesting to perform direct numerical simulations that
can reproduce some phenomenological features of the tur-
bulence and relaxation in the quasi-geostrophic case.

Two-dimensional Euler turbulence was intensively in-
vestigated by numerical simulations. The early stages
of decaying turbulence, and the formation of coherent
structures, were studied by McWilliams et al. [28], [29],
and an interpretation of the observed decaying laws, is
given by Carnevale et al. [5], and Weiss and McWilliams
[46]; other recent numerical results may be found in [1, 4].
For a study of the late stages, and for a description of the
asymptotic stationary states in terms of the thermody-
namic theory, see e.g. [27], [31], [3], and [39]. Watanabe,
Iwayama and Fujisaka [47] recently performed simula-
tions of the geostrophic flow but they were only con-
cerned with the initial transitory regime of decaying tur-
bulence and the dynamics of coherent structures.

In fact, numerically one does not integrate Euler equa-
tions but instead, some dissipative version of these equa-
tions. The most natural choice is Navier-Stokes, with a
normal viscosity term vAQ (v is the kinematic viscosity
coefficient) added to (2), but often some hyperviscosity
is used (see the paper by Jiménez [20], for a discussion
about the physical consequences of the hyperviscosity on
the properties of vortices).

We performed a series of moderate resolution (number
of grid points N2 = 2562), pseudo-spectral numerical
integrations of (1) and (2), with a viscous term (v =
1072, in most cases). The code uses a predictor-corrector
method which exactly updates linear terms (see appendix

Name v l Ey Op time IC fig.
KO  107® oo 0.0150.02 300 1 5
K10 107* 1/3 0.015 0.25 600 2 3
K36 107® 1/6 0.025 1 900 2 3,5
LI 107 1/6 025 10 600 1 1,4,5
L 107® 1/6 0.5 20 1100 1 4,5
LI3 2107*1/3 01 2 50 1 2

TABLE I: Simulation parameters. IC stand for the type of
initial conditions. Type 1 is a random distribution of vorticity.
Type 2 consists of a superposition of a few Fourier modes. The
last column refers to the figure number.

§A). In table I we summarize the parameters used in the
simulations. We varied the value of the intrinsic length [,
and for a given [, we changed initial conditions to obtain
different energies Ey = F(0), and enstrophies Oy = O(0),
1 Y2
B(t)=— [ dad 2+ =
(0= 5 [ oy |02+ 2.

ot) = 2.1/4/Adacdy 0.

The area of the square box is A = (2m)?, and length
units are then given in terms of the box size L = 2.
Time is measured in (arbitrary) dimensional units: this
initial value problem has not a preferred (intrinsic) time
characteristic scale. The viscous time scale is for exam-
ple, 7, = 1/v ~ 10? for structures of the box size, typical
vortex turnover times are 7, = 1//Og =~ 1.

These integral quantities, £ and O, depend on time
due to the viscosity. We used two types of vorticity dis-
tribution to start the simulations. The first one has a
few Fourier modes, and is called “ordered”. The second
one, has a wide spectrum, and is called “random”. In
the second case the initial stream function is

N/2

QZJ(I,y) = Re Z

n,m=—N/2

i(nrz+my)+idn,m
et Y)+idnm

)

where the power spectrum decays as |a, m|*> ~ k=6 for
large wavenumber k? = n?+m?, and the phases ¢y, ,,, are
random, uniformly distributed on the circle. The “or-
dered” initial condition used wavenumbers in the range
(1,7). In this paper, we do not focus on the energy
power spectrum evolution and the correlated problem of
the self-similarity breaking in turbulent decay [22], [38].
However, this initial spectrum has been chosen in order
to have initial conditions close of those of McWilliams
[28] and also Matthaeus et al. [27], which allows some
comparisons with previous works on Euler flows.

In figure 1 we show the evolution of F and O, and note
that their decay is rather slow, in particular the energy
varied only a few percent, between ¢ = 300 and ¢ = 600,
while the state of the system remained, as we will show,
almost unchanged.
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FIG. 1: Temporal evolution of the energy (+) and the en-
strophy (x), { = 1/3. Initial values are E(0) = 0.27 and
0(0) = 10.4.

The initial evolution of the system is similar to the
Euler case. The vorticity concentrates in large vortices
through various generations of fusion processes. In fig-
ure 2 we show the distribution of the vorticity at different
times, in the case with [ = 1/3 and with initial energy
E(0) = 0.1 (simulation LI). The initial random field self-
organize in localized structures, the further evolution of
the system depends on the interactions of these vortices.
In the Euler case, although different configurations were
observed, the flow tends to a steady state of thermody-
namic equilibrium (provided that the system is mixing,
as we discuss in §V). For this kind of initial conditions,
the typical state is characterized by a functional relation
of the form w ~ sinh, [27].

The quantity (E/O)Y/? = Ig has dimensions of a
length, and one can ask whether this “integral” length
is related to the long time structures emerging from the
initial random state. We performed simulations with dif-
ferent values of this ratio, L/lg = 20, 40, but the evo-
lution of the system is mainly influenced by the actual
value of the total energy. Simulations K36, LI and LI1,
have the same ratio E/O, and evolved to completely dif-
ferent states, with vortex sizes not directly related to lg.
However, a more systematic investigation of the decay
processes, and the influence of initial conditions, is nec-
essary to answer this question, which is out of the scope
of the present work.

At variance to the Euler case with equivalent initial
conditions, where a well defined equilibrium state set
in, the geostrophic system slowly evolves to a quasi-
stationary state, characterized by the presence of a few
localized vortices. In figures 3 and 4 we show the late
evolution of the flow for various simulation parameters.

We find that in spite of the very long simulation time,
and for the various random initial conditions we used,
the system does not reach an equilibrium state. The

quasi-stationary state observed is of another nature, in
the sense that no further merging nor new generation
of vortices are observed. This state is characterized by
the presence of localized vortices, which slowly move and
evolve around a field of small fluctuations. We also see
in the simulations that these coherent structures are sep-
arated by strong vorticity gradients, which may have a
characteristic scale length of the same order as the inter-
action length [. Here we define loosely a coherent struc-
ture as an isolated, long lived vortex; more sophisticated
definitions abound in the literature [16]. One property
of these distinct regions is that their average vorticity
is different from zero (the value of the global mean vor-
ticity). The presence of such regions may be related to
the dynamical segregation, by like sign vortex merging,
of positive and negative dominated structures. We shall
see in section §IV that this state corresponds to a lo-
cal thermodynamical equilibrium. A phenomenological
indication that this can be the case is illustrated by the
fact that in the large vortex regions, vorticity and stream
function are related, and then they are near to a station-
ary solution.

In figure 5 we show the functional relation relating the
vorticity to the stream function. We retrieve in the Euler
case the well known result that the flow tends to a state
where w ~ sinh. The simulations of the geostrophic
flow show radically different behaviours. In the simu-
lation K36 we found that the quasi-stationary state is
characterized by the superposition of two functions w(t)).
On the other hand, we clearly see in both K36 and LI,
the distinction between the coherent vortices and the low
amplitude fluctuations. The LI long time behaviour is
remarkable, the high amplitude positive vortex does not
has its negative counterpart, even if the mean value of
the stream function is zero (and conserved by the dy-
namics). In fact, this asymmetry between positive and
negative vortices is observed in all simulations with finite
[. For instance, the four vortices of K36 have different
shapes and amplitudes.

Another important fact, as we can see in the LI1 sim-
ulation, is that at very long times (¢ = 1100) a nice w(%))
function is established, as for the Euler flow, but with
a negative slope at the origin (see figure 5). This be-
haviour agrees with the functional form one expects in
a state of thermodynamic equilibrium, as we anticipated
in the Introduction, equation (12).

The evolution of the quasi-geostrophic flows observed
in the simulations supports the idea of a very slow re-
laxation to a global thermodynamical equilibrium state.
After the initial decaying turbulence regime, where the
system is dominated by the merging of vortices processes,
a quasi-equilibrium state establishes. It is characterized
by the coexistence of small amplitude fluctuations, and
slowly moving large vortices. The large vortices appear
to be close to equilibrium, with a well defined w(v) re-
lation. As their interaction with the background fluctu-
ations is very weak, this regime lasts for long times, in
our simulations to times comparable to the large scale
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FIG. 2: Surface plots of the vorticity at times ¢ =10, 20, 30, 50 (simulation LI3).

viscous time. This behaviour strongly differs from the
one prevailing in Euler flow, where the system globally
evolves to a thermodynamic state, in times much smaller
than the viscous one (under similar initial and bound-
ary conditions). These results justify the application of a
thermodynamic approach to describe the formation and
stability of localized vortices.

The existence of a quasi-stationary state, where local-
ized coherent structures dominate the flow, were also ob-
served in electrostatic plasma turbulence [12]. The role of
small scale fluctuations was enhanced in this case because
of the presence of propagating dispersive drift waves. A
similar situation, with Rossby waves, can be found in
geostrophic flows.

III. THERMODYNAMIC FORMALISM AND
MEAN FIELD VORTICITY EQUATION

We briefly review in this section the derivation of the
vorticity equation for a local thermodynamic equilibrium
state. Although formally the derivation follows the well
known procedure [23, 24, 30], in the present case the
framework is different: we consider a sub-domain of the
flow, denoted by D, large enough to be described by a
large set of point vortices, weakly interacting with the
rest of the system; the system itself consisting in a super-
position of these subsystems. An immediate consequence
of this hypothesis is that the natural thermodynamical
ensemble is the canonical one, the weak interaction be-
tween sub-domains leading to fluctuations in their total
energy. Another consequence is that the validity of the
thermodynamical approach is limited to an intermediate
time range: long enough to mix the initial vorticity, but
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FIG. 5: Functional relation between the vorticity and the stream function for various simulations (K0, K36, LI and LI1).

short enough to neglect viscous effects and (rare) large
fluctuations leading to strong interaction with other do-
mains. These characteristics length and time are related
to the size and lifetime of coherent structures, respec-
tively. We use a functional integral method to compute
the partition function of a system of point vortices. Let
the potential vorticity be concentrated on delta functions

(13)

We consider N, vortices with circulations I'; =T'y (i =
1,...,N4) and N_ vortices with circulations I'; = T'_
(i =Ny +1,...,N), moving in a region D (in general
much smaller than the system area .4). The correspond-

ing stream function is

N

U t) = 5= 3 TiKonlr — ri(0)])

™
=1

(14)

where k = 1/I, and Kq is the modified Bessel function
of order zero; we neglect boundary terms, irrelevant in
the thermodynamic limit. The Green function of the
operator —A + k2 at the point rg reduces to the simple
unbounded domain expression: G, = (27) 1 Ko(k|r —
ro|). The position of vortex i, r;, satisfies the equation
of motion

T = V|, X2, (15)
the overdot meaning time derivative. (A rigorous deriva-
tion of the motion equations of point vortices, using the



distribution formalism, may be found in Marchioro &
Pulvirenti [25].) These point vortices were first intro-
duced by Stewart [42], in his study of vortical atmo-
spheric motion in the geostrophic approximation.

The interaction of two geostrophic vortices is similar to
the Euler vortices for short distances, the Bessel function
tends to Ko(r/l) — —logr for r <« I, but at large dis-
tances a screening effect appears, the interaction becomes
exponentially weak Ko(r/l) — (nl/2r)'/? exp(—r/1), for
r > [. In addition, we suppose the domain area finite
to ensure the convergence of the integral that defines
the partition function (see (16)). In fact, at variance
to the Onsager remark that in the case of Euler vortices,
negative temperature states appear in the infinite area
(two-dimensional volume) limit, in the geostrophic case,
this hypothesis might not be essential to obtain negative
temperature states. Indeed, we will see that one of the
consequence of the screening effect of the point vortex
interaction at large distances is that localized vorticity
equilibrium states, corresponding to negative tempera-
ture states, exist, confirming this assumption.

Therefore we postulate that the subsystem of point
vortices can be described by a canonical distribution, in-
stead of the microcanonical distribution, that is appropri-
ate for an isolated system. The partition function writes,

N
Z(N,3) =D~ N / [[ dri exp(—8H), (16)
=1

where [ is the inverse temperature and can take arbitrary
real values, and H the Hamiltonian,

H= Z FiFjGK (’I‘i,?‘j) . (17)
i#]
We consider the Hamiltonian as being the only relevant
integral of motion. It can easily be generalized to take
into account the angular momentum conservation. In our
case it is not necessary because we consider systems, and
also any particular subsystem, without global rotation
(the mean vorticity vanishes).
The computation of the partition function is greatly
simplified using, instead of the nonlocal Hamiltonian, the
local action functional

Sn(z] = % /dT z(r) (K% — A)z(r) —i/dr 2(r)Q(r),

(18)
and the identity

exp(~0H) = [ Dz ep{=Suld} . (19)

where the dependence on N of the action is through the
vorticity (13), z(r) is an auxiliary field introduced by the
transformation (19), and Dz is the functional integral
measure. A straightforward computation allows us to
relate the field z to the stream function. Indeed, the
extremum of the action (18) is given by

)

fSN[Zo} =0 =

- (2 = A)zo(r) = iBr).  (20)
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then we can identify the most probable path zy with the
stream function, ¢ = —izg(r)/5. Obviously, using the
Gaussian character (in z) of the integral (19), one can
compute it exactly by the Laplace method: replacing
back zg in Sy[z], one finds again exp(—3H).

The advantage of the representation (19) is that now
we can make the integration over the vortex positions
r;. Indeed, from the expression of Q (13), we see that
the term in Q of the action, has the form [drzQ =
>; Tiz(r;). Therefore, the terms depending on ; in the
partition function can be factorized (grouping of terms
with the same label 7), and their contribution is finally a
factor of the form

Ny
D-N H [/ dr 6iFiz(r):| '
£

We are interested in the limit of large N. The energy of
a system of point vortices grows as N2 as demonstrated
by Pointin and Lundgren [36], suggesting the scaling
z — Nz. To keep the circulation and the stream function
finite, we must simultaneously change the temperature
scale 0 — N, and the circulation scale I'y — +IT'/N;
the total circulation becomes then I'(ny — n_), with
ny = Ny/N. Remember that § is normalized to the
area of the system, so that SN remains finite in the ther-
modynamic limit if N/D = const. Using these scalings
the action transforms as Sy[z] — NS[z], and eliminat-
ing the irrelevant multiplicative constants, we obtain the
expression

Z(N,B) = / Dz exp {—NS[2]} | (21)
with
Slz] = %/dTZ(T)(KQ—A)Z(T)—
dr
ny lo —el+2(m) 22
; + g/ D (22)

Note that the O(1/N) boundary terms, do not contribute
to the action S in the large N limit, and have been omit-
ted in (22). The functional integral (21) can be computed
by the Laplace method in the limit N — oo to find the
free energy f,

Bf(Bns) = Jim logZ(N.6).  (23)

The extremum of the action, corresponding to the most
probable state, gives the desired mean field equation to
the vorticity distribution,

Iny —TBY(r) _

(K= A)y(r) = me

I'n_ By (r

= Ty
f drerﬁw(r) € (24)

this is equivalent to the equation found by Joyce & Mont-
gomery (1973), with the extra term in x. Solutions of



(24) make the free energy (23) extremal, then giving a
thermodynamically favorable state.

Of particular interest are the localized solutions, if
they exist, because their superposition would evolve only
slowly in time. Indeed, if 17 and vy are two solutions of
(24), then, introducing ¢ = 11 + 1 into (2), we see that
the time derivative of the total vorticity is of the order of
the overlap of the two solutions. For two exponentially lo-
calized solutions this overlap is exponentially small. This
means that if some region of the flow approaches a so-
lution of the thermodynamic vorticity equation, the re-
sulting structure would not show significant variations
before a long time. We show in the next section that
what is observed in the simulations, is consistent with
this picture.

IV. ASYMPTOTIC METHOD AND LOCALIZED
VORTICITY SOLUTIONS

The question which naturally arises is whether the co-
herent structures observed numerically correspond to lo-
cal thermodynamic states, solution of (24). Are the rela-
tions vorticity—stream function of figure 5 representative
of solutions of the thermodynamic state equations? The
comparison of the vortices observed numerically and ex-
plicit solutions of (24), with the relevant physical param-
eters, is the main goal of the present section.

A. The thermodynamic equation

There is a deep difference in the mathematical struc-
ture of the Euler and geostrophic mean field equations.
Although for positive temperatures (8 > 0), Ay =
—w(v) is a monotone increasing function, and the usual
theorems of existence and uniqueness of nonlinear elliptic
equations apply [43], for negative temperatures the be-
havior of both systems differs. In the Euler case, the
equilibrium equation turns out to be completely inte-
grable, and can be solved, by analogy with the sine-
Gordon equation, using the inverse scattering transform
[44]. In the geostrophic case the term in xk makes w(%))
non-monotonic, as we discussed in the introduction, and
then the free energy may have more than one minimum,
so the existence and uniqueness of the solution are not
guaranteed.

A rich variety of solutions of the Euler flow appears
when additional constraints or more complicated bound-
ary conditions are considered. Complicated bifurcations
of the set of solutions of the thermodynamic equations
are found for instance in a bounded domain as shown
by Chavanis and Somméria [7], or in a subdomain of an
unbounded field when the effects of circulation, impulse,
and angular momentum conservation are taken into ac-
count [9]. However, in these cases for a given set of pa-
rameters and boundary conditions, the solution of the
thermodynamic equation is unique. At variance, in the
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geostrophic case, the fact that the w(t)) relation is non-
monotonic opens the possibility of having simultaneously
different solutions.

In this section we introduce an iterative asymptotic
method which allows us to find explicit (particular) so-
lutions of (24). These solutions in the form of isolated
vortices are therefore representative of local thermody-
namical equilibrium states, and will be compared with
the vortices appearing in the numerical simulations.

The thermodynamic state determined by the solution
of equation (24), rewritten in a form similar to (10),

AY = —w() = K +a e —ae ™V (25)

depends on various parameters, in particular 3, the in-
verse of an energy, and I' a circulation. The combination
OI' appears as the inverse of a characteristic amplitude
of the stream function (the coefficient in the exponen-
tials of equation (25)). For a given initial condition, the
system evolves in such a way that a specific w— relation
establishes, as shown in figure 5, and then a specific value
of OT'. In fact, after a rescaling transformation of (25),
using 1/0T as the unit of the stream function, the num-
ber of parameters is reduced, meaning that for a given
solution of the scaled thermodynamic equation, a whole
family of states are obtained, that may be compared to
the numerical results.

Tt is therefore convenient to rewrite (24) in terms of the
new scaled (nondimensional) variable fI'¢p — . This
change is equivalent to a change in the time units of the
original dynamical equations (Hamiltonian of point vor-
tices or Euler). Indeed, the original equations are invari-
ant under the scaling transformation (v — STy, t —
t/(0T)), for arbitrary 5. We hence have,

AY=g(), gW)=r*Y+a_e’ —are ™, (26)

where g is the scaled vorticity, and a4 are now

-1
ar = B%ny {/ dr e:Fw} ) (27)

We verify that in the new form, 8 and I' only appear
through the combination 3T'2, the number of parameters
was then reduced by one. The integral of the two last
terms of g(1) is proportional to the mean potential vor-
ticity, and satisfies,

/er = /dr (aye ¥ —a_e¥)=pFI2%(ng—n_). (28)

Solutions of (26) may depend on the independent nondi-
mensional parameters {,n, 802} (or n_ instead of n,
since they are related by n_ +n, = 1). Moreover, from
the definition (27) of ary we also have the integral relation

/dr (ape ™ +a_e¥) =712, (29)
These two relations (28) and (29), can be interpreted as

a set of compatibility conditions relating the family of
parameters {a_, ay } to the set {n,[%}.



B. Vortex in a local thermodynamic state

The strong, isolated, positive vortex observed in the
long term evolution of the LI simulation (¢ = 600), is a
good candidate to represent a local equilibrium state. It
has a well defined vorticity—stream function relation, at
least in the ¥ = 0 range (see figure 6), relation guaranty-
ing that it is in a relative stationary state. Its vorticity
distribution is, in addition, almost axisymmetric (c.f. fig-
ure 7 below), facilitating analytic calculation because it
should be enough to assume ¥(x,y) = ¢ (r), with r a po-
lar radial coordinate, and origin placed at the vorticity
maximum. We start then by fitting the scattered points
of the w(t) relation of figure 5 (LI simulation). The fit,
a superposition of exponentials, corresponds to the func-
tion w(v)) of Eq. (25), is shown in figure 6(a).

The observed relation is distorted in the ¥ < 0 re-
gion by small amplitude vorticity structures surround-
ing the main vortex. To minimize the effect of this
noise, we essentially take points in the ¢ 2 0 range.
In addition, the dispersion of the observed points in the
w(v) graph, even in the “main vortex” region, is obvi-
ously due to the influence of both nonstationary and vis-
cous effects. This dispersion introduces some error in
the value of the parameters of the fit, nevertheless, in
practice it turns out that several digits are necessary to
keep the fitting curve within the point cloud. We obtain
w(1)) = 361 +59.063 exp(—0.301¢)) — 59.113 exp(0.301)),
and after the rescaling fI'yy — ¢ with I = —0.301,
we find g(¢) with the parameters «_ = —17.778 and
ay = —17.793, as shown in figure 6(b). It is worth not-
ing that the functional relation just obtained, which is a
consequence of the thermodynamic approach, is consis-
tent with the observed vorticity—stream function relation.

The fit g(¢) is not enough to ensure that the actual
vorticity distribution satisfy Eq. 26, we must also ver-
ify if the solution obtained from this functional relation
has physically admissible parameters (such as ny), and
the vortex shape agrees with the observed one. Indeed,
consistence of the vorticity—stream function relation of
a stationary coherent structure with the thermodynamic
theory does not mean that the structure is related to
the equilibrium solution of the thermodynamic equation:
this last equation might not give a solution comparable
to the observed vortex even for a fixed form g.

1. Piecewise linear approximation

Before computing an explicit solution ¢ of (24), it is en-
lightening and useful to search a piecewise linear approx-
imation 15, of the problem, i.e. a solution of the equation

A =gr(¥YL) , (30)

where the function gy, is a piecewise linear approximation
of the scaled vorticity g. Details about the construction
of ¥, (r) can be found in appendix B. We show in figure 6

12

(dashed line) a g;, made up of M = 3 line segments. The
index L emphasizes that the quantity is evaluated using
the piecewise linear vorticity. In a first step we solve the
approximated version of the thermodynamic equation,
and then, we will use this solution as an initial guess
to numerically compute the smooth vorticity satisfying
(24).

Let us note that within this approximation, the prob-
lem is reduced to a set of solvable linear equations and
matching conditions. However, a difficulty remains, re-
lated to the fact that the coefficients a4 are functionals
of the solution ¥. They are linked to some integral prop-
erties of the flow such as, for instance, the mean potential
vorticity (28). To take into account these properties it
will appear necessary, also, to appropriately approximate
these functionals (cf Appendix B). Because of this set of
compatibility constraints, we finally deal with a simpli-
fied but still nonlinear algebraic problem.

The boundary conditions are specified at the radius R
of the solution, implicitly defined by 1, (R) = 11 = 0.004
and ¥, (0) = ¥ = —0.542; the maximum value. The
key point, determining the shape of the solution, is that
the sign of the slope in the edge region differs of the one
in the core. Indeed in each interval the solution of (30)
can be expressed as a superposition of (zero-order) Bessel
functions, the general solution is

Yr(r) = AzJo(ksr) + C3, ¢ € I3, 0 <r < Raz, (31)
’l/)L(’I") = AQJ()(KJQT) + BQYo(I{Q’I") + CQ s

1/)6[2, Ros <r < Rqo. (32)
wL("") = A1K0(/€1T) + Bllo(/{ﬂ“) + Cq,
¢€Il,R12<T<R. (33)

where {A;, B;} and C; (with ¢ = 1,2,3) are constants
fixed by the shape of gr; k; are the square root of the
absolute values of the three g, slopes; R = 1.066 and
Ri2 = 1.797 are the radial values where the linear solu-
tions ¢, (r) () I; are matched. The linear approximation
of the radius is Ry, = 2.375 (for details on matching con-
ditions, cf Appendix C, available online [49]).

The solution A, (r) of (30) is drawn in figure 7 in the
unscaled variables (dashed line). It is found that ¢y, is
a monotone increasing function with a single minimum
(a maximum of — ) located at the origin, as observed
in the numerical simulation. Monotony of the solution is
not a trivial result: non physical solutions with multiple
maxima can be found by modifying the slopes of g;,. The
first term in (33) contains the modified Bessel function
K, which decays exponentially for large r. The behavior
of the vorticity tail will obviously depend on the actual
values of the coefficients A; and B;. However, in this
interval v is small and the coefficient of the exponen-
tially increasing I(x17) Bessel function, must in fact be
a rapidly decreasing function of the disc size Ry (if we
relax the (pseudo-)boundary constraint ¢y, (0) = 15 and
fix the radius Ry), which should ensure the exponential
decay of ¥y, or 1.
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FIG. 6: Fit of w(¢) (from figure 5, LI) using the function (25). (a) a— = 59.063, ay = 59.113, and BT" = —0.301 (solid and
dashed line); (b) normalized vorticity g(¢), in units of ST", and its piecewise linear approximation gr,(¢) (dashed line), in the
adjacent intervals I; (¢ = 1,2,3), around the tangent points 1; (stars) and separated by the matching points 112, and o3

(circles).

FIG. 7: Comparison of the vortex observed in the LI simula-
tion at ¢ = 600 (c.f. figure 4) and the vortex computed using
the thermodynamic equation. Solid lines: two orthogonal pro-
files of the observed vortex (labels (a) and (b)). Dot-dashed
line: piecewise approximation of the equilibrium vorticity (in
the unscaled variables). Thick solid line: exact thermody-
namic equilibrium vorticity.

Now, using the compatibility constraints we can com-
pute the fraction of positive vortices ny = 0.602 and the
temperature parameter 31> = —651. Recalling that we
fixed the free parameter SI" equal to —0.301, we can de-
duce 3 = (B1)?/(BT?) ~ —1.410~*. We see below that
the exact (numerical) solution give similar values, quali-
tatively validating the piecewise approximation.

2. Numerical exact solution of the thermodynamic equation

To get the exact solution ¢(r), we start from ¢ and
proceed by recurrence (the convergence of the method is
proven in the online appendix D [49]). More precisely,
we construct an analytic continuation of the computed
stream function ¥, ¥{°: the initial guess is ¥y = YP{°
from which the radius is Ry = Ry. Analytic continuation
is necessary to get an asymptotic solution satisfying the
boundary conditions. Indeed R = R, the radius of 1,
is a function of the boundary conditions and might be
greater than the initial radius Ry.

The iterative procedure follows as: starting with the
know value of ¥,,, [A¢)],,+1 is computed using [AY],11 =
g(1); then 1,41 is deduced by inversion of the laplacian
(i.e A1 = [AY],41). At each step three constraints
must be satisfied, (a) ¥,(0) = ¥, (b) ©,(0) is a min-
imum, and (c¢) A, (0) = —wys; the value obtained in
the simulation is wy; = —0.98 (see the figure 6). As
can be shown, these constraints being true for n = 0 by
construction, remain true for any n. The radius of the
solution R = R(n) is by definition such that the vorticity
wp(R) = 0.15 (~ 0.5 in unscaled units, see figure 6). In
figure (8), we show the evolution of the physical parame-
ters, i.e B(n), ny(n), I'(n) and R(n), as a function of the
number of iterations n. We note that, owing to the cho-
sen initial condition, convergence of the scheme is very
fast and gives 3 = —1.051072, n, = 0.652, I' = 288, and
R =2.25 (for n — o0).

As expected, the radius of the solution w(r) is sim-
ilar to the one we get by the piecewise linear approxi-
mation, as shown in figure 7. In fact, it turns out that
w(r) ~ g(vr(r)/BT)/PT: the method of inserting the so-
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FIG. 8: Evolution of the parameters 5, n4, I' and R as a
function of the number of iterations n showing a rapid con-
vergence of the scheme.

lution 17, obtained using gy, into g can be interpreted as
an accelerated convergence procedure equivalent to take
the limit M — oo (see also Appendix D online [49]). We
observe a posteriori that M = 3 has given qualitative
accurate results in reproducing the exact solution of the
thermodynamic equation. The agreement between the
the two methods is rather good for the fraction of posi-
tive vortices (0.602 and 0.652). There is however a signif-
icant difference between the values obtained for the B2
parameter. Two reasons may explain such a difference,
first the sensitivity of the nonlinear algebraic problem in
the shape of g;, (see Egs. (B2)-(B4)), and then the kind
of parametric dependency which is exponential for BI'2
and only linear for n4.

C. Discussion

We first note that as expected, the temperature is neg-
ative (positive temperature states are homogenous), and
that, in agreement with its physical definition, the pos-
itive vortex density ni is in the range [0,1]. From a
mathematical point of view, the definition of n, does
not restrict its admissible values to the interval [0,1]. A
priori, only a limited set of values of parameters (a_, ay)
is compatible with this constraint. In other words, there
was a selection of the parameters (a_,ay) by the dy-
namics, which resulted to be compatible with the hy-
pothesis made to obtain the thermodynamics equations.
This is a striking confirmation of the relevant character of
the thermodynamical approach with only two species of
point vortices (with circulation values £I'). Indeed, one
could think that to reproduce the results of the simula-
tions, one would have to take an infinity number of vortex
“species”, having different circulations. In fact, the ther-
modynamic equation (24) deduced with a distribution of

14

positive and negative vortices of equal circulation, turn
out to be sufficient to reproduce the observed state.

Another hypothesis used in this construction was that,
for the given set of the parameters {a_, ay }, the stream
function should be strictly decreasing (with r), in order
to match the observed vortex. This is not necessarily
the case for arbitrary values of these parameters, and
it may result in a vortex possessing, for instance, more
than one maximum, or even, in the absence of solution
at all. However, for the parameters found in the simula-
tion, this property could be respected, and the shapes of
the observed and computed vortices, a posterior: agreed.
This is an important point which also means that the
long time evolution of the system is consistent with the
formation of localized thermodynamic states, in the form
of coherent structures.

In figure 7, we display two orthogonal cuts of the vor-
tex profile observed in the LI simulation (the solid lines
labelled (a) and (b)). These cuts pass through the vor-
ticity maximum, which should be the axis of symmetry
of the vortex. We indeed see, on the one hand, that
the main vortex is almost axially symmetric and, on the
other hand, that some other smaller vortex structures are
present only in the boundary region of the vortex. We
also superposed on the same figure, the calculated so-
lutions (dashed line and thick solid line) obtained using
the thermodynamic theory. To solve this equation we
used an approximated method based in a piecewise fit.
We obtained a solution having a maximum significantly
lower than the actual one, in part because the condition
at r = 0 was applied to the stream function ¥(0) = 1,
and not directly to the vorticity. The numerical method
consisted in an iterative process based on a step by step
refinement of the piecewise linear approximation. This
method turns out to be rapidly convergent and gives a
vortex very close to the observed one.

It is worth noting that the value of the parameters
defining the shape of the vortex, like for instance R and
1 in the piecewise approximation, are strongly depen-
dent. This implies that the shape of the vortex is ex-
tremely sensitive to variations in their values. For exam-
ple, if instead of R ~ 2.4 we used R = 2.2, the maxi-
mum of the vorticity would attain a value around 5 in-
stead of 3. Therefore, the error in the computed profile is
rather small (the allowed range of consistent parameters
is small).

The size of the region in local equilibrium must obvi-
ously be much larger than the interaction length [. The
solution we obtained occupies a region of characteristic
size R, which can be interpreted as the “box” length
lp we mentioned in the Introduction. We verify that
Il < R ~ Il £ L. In general, the simulations show
that the system evolves to a state with several well dif-
ferentiated regions in local equilibrium; in K36 four of
such regions coexist, in LI1 two well separated positive
and negative vortices are present. Each of these regions
have their own set of thermodynamic parameters. The
processes of merging of like sign vortices, which have cre-



ated these regions, appears to be faster than the time to
get a global equilibrium. The obtained value of the pos-
itive circulation fraction ny, larger than 1/2 (ny. > n_),
is a reflect of this situation. Global equilibrium requires
equality ny =n_.

In this approach we neglected some effects which can
modify the vorticity—stream function relation as for ex-
ample the possible departures from the Boltzmann dis-
tribution and the viscosity. Indeed, we observed in the
simulations that the vorticity tend to vary slower than ex-
ponentially at large amplitudes (see also the simulations
presented by Matthaeus et al. [27], and Segre & Kida
[39]). The thermodynamic theory based on a continu-
ous distribution of vorticity, and taking into account the
whole family of invariants, of Robert & Somméria [37],
and Miller et al. [30], gives a Fermi distribution (which
in the special 2-species case implies () ~ tanh(¢)) rather
than a Boltzmann distribution as given by the present
point vortex theory (€ ~ sinh(t))). The Boltzmann ap-
proximation is valid in the limit |fT'%| < 1 and in our
case the maximum value of |5T'¢]| is about 0.5. In other
words, we are near the limit where the Boltzmann ap-
proximation is valid (dilute gas or dilute vorticity ap-
proximation). Besides, the damping effect due to the
viscosity, which is stronger on the vorticity than on the
stream function, may also explain this flatness of the ob-
served vorticity—stream function relation.

In summary, the vortex obtained using the thermody-
namic equation is in agreement with the vortex observed
in the simulation, which confirms that the flow evolves to
states (coherent structures) locally in thermodynamical
equilibrium.

V. CONCLUSIONS

In this paper we studied the motion of a rotating fluid
layer in two-dimensional decaying turbulence, with char-
acteristic temporal variations much smaller than the ro-
tation frequency. The resulting quasi-geostrophic flow
is mathematically analogous to the ion drift motion in
a magnetized plasma. We studied the phenomenology
of this system by direct numerical simulation, using a
pseudo-spectral code. To avoid the concentration of en-
ergy at small scales, which may induce numerical insta-
bilities, a viscous term has been added in the simulation.

It has been shown, that in this regime of decaying of
an initial random state, the Rossby length [ play an es-
sential role in the relaxation process towards equilibrium
states. Indeed, at variance to the Euler dynamics which
corresponds to the special case | = 400, no global quasi-
stationary state is reached despite the very long simula-
tion time, of hundreds of eddy turnover periods (and up
to times of the same order as the typical viscous time),
when [ is small compared with the characteristic length
of the box. We observed instead that for finite [, the sys-
tem evolves towards spatially localized quasi-stationary
states. The typical life times of these states is much larger
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than their turnover time, and may reach the order of the
viscous time. A similar scaling of the flow complexity
with its size was also noted for the Hasegawa-Mima sys-
tem [12].

The observed long lived vortices, which appear after
a first rapid evolving stage dominated by vortex merg-
ing, are well separated coherent structures, generally sur-
rounded by small amplitude vorticity fluctuations. The
coherent structures evolve inside regions of non-vanishing
mean vorticity, separated by strong gradients having
sometimes a scale length comparable to the interaction
length. One important property of these coherent struc-
tures, is that they obey a vorticity—stream function rela-
tion (this may be taken as the definition of the coherent
structure [12]). Therefore, the question about the nature
of these states and their relation to some thermodynamic
equilibrium state arises naturally.

In order to characterize these quasi-equilibrium states,
we have developed a thermodynamical theory, using a
point vortex approach. The goal of this theory is to ob-
tain the most probable vorticity distribution, in the sense
of the entropy. The difference with respect to the usual
theories of thermodynamic hydrodynamics, is that we
apply this approach not to the whole system, but only
to the regions staying in a quasi-stationary state. This
approach allows an easier justification of the different ap-
proximations needed to obtain the mean thermodynamic
vorticity equation. One condition for the validity of the
thermodynamical approach is that the system of point
vortices be “mixing” [25], [45]. In fact, as our goal was
to apply thermodynamics to a subsystem, that is in some
localized region and for a limited period of time, the as-
sumption of mixing, and even of the existence of the ther-
modynamic limit is less restrictive than in the general
case of the global relaxation of Euler flows because of the
presence of energy fluctuations. Moreover, our approach
using point vortices, instead of continuous distribution of
vorticity, is coherent with the local equilibrium assump-
tion: firstly, an arbitrary distribution of vorticity can be
fitted by a set of point vortices at a given time; secondly,
the error in the fit does not grow in time, if the number
of point vortices tends to infinity, this is precisely the
thermodynamic limit.

We used the canonical ensemble and worked with a
local functional action instead of the nonlocal point vor-
tex Hamiltonian. We obtained a mean field equation for
the most probable vorticity distribution by minimizing
the free energy functional. We showed that this equation
possesses not only global equilibrium solutions (as in the
Euler case), but can also describe localized structures, in
agreement to our goal of describing local thermodynamic
states.

The thermodynamic equation is a non-integrable and
nonlinear integro-differential equation. To solve this
equation we proceeded first with an approximated
method using a piecewise linear fit of the vorticity-stream
function relation; then we used this method as the base
of an iteration algorithm to solve the equation numer-



ically. The asymptotic method allowed us to compute
explicit solutions and to reproduce the main properties
of the vorticity distribution.

From the numerically exact solution we checked that,
up to typical fluctuations around the boundary of the
vortex, there is a very good correspondence between the
thermodynamic state, solution of the mean field equa-
tion, and the observed vortex in the numerical simula-
tions (having the same parameters). The observed and
computed vortices are similar, with comparable ampli-
tudes and occupying regions having the same size. The
temperature of this state is negative, and the proportion
of positive circulation is greater than the negative one.
This last property emphasize the local character of the
state as its thermodynamic parameters are different from
the global ones (the mean vorticity is of course zero).
This clearly shows, and this is one of the main conclu-
sions of the present work, that the coherent structures
naturally formed during the system’s long term evolu-
tion, are in fact local thermodynamical equilibrium states.
It would be interesting to test these theoretical results by
experiment, using for instance, a device similar to the one
used by the Driscoll group [13]. In order to obtain the
effects related to the potential vorticity, the particles in
the device should have a non negligible Larmor radius.
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APPENDIX A: NUMERICAL METHOD

The spatial discretisation is made using fast Fourier
transforms. Nonlinear terms are first computed in real
space, at each time step, and after transformed back to
Fourier space. We use the 2/3-rule for antialiasing. Each
Fourier mode of the stream function, say a(t), satisfies
an equation of the form

a(t) = La(t) + N(a(t)), (A1)
where L is the linear term and N(a) the nonlinear one.

One time step a(t + At) consists in a predictor step a =
a(t + At),

a=a(t—At)+ (eb — e LAY a(t) +2ALN (a(t)), (A2)
which is a modified leap-frog, and in a corrector step,
a(t+At) = at)+ 3 (eLAt/2 - e_LAt/2) (a(t) +a) +

L N (ate) + N (@), (A3)
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The algorithm is globally second order in time, and the
nonlinear term is computed twice per step. The expo-
nentials in the predictor step ensure exact integration
in absence of nonlinearity. The corrector step is centred
around At/2. This algorithm is a modified version of one
of the Gazdag (1976) time-differencing schemes.

APPENDIX B: THE PIECEWISE LINEAR
APPROXIMATION

In order to obtain explicit approximate solutions of the
system (26-29), describing the distribution of vorticity
in an equilibrium state, we develop an algorithm based
on the substitution of the transcendental function w(%))
by a piecewise linear function. In this way the problem
reduces to a set of solvable linear problems, and match-
ing conditions. However, a difficulty remains, related to
the fact that coefficients a4 are functionals of the solu-
tion 7 and are linked to some integral properties of the
flow such as, for instance, the mean potential vorticity
(28). To take into account these properties it will appear
necessary, also, to appropriately model and approximate
these functionals. Because of this set of compatibility
constraints, we will finally deal with a simplified but still
nonlinear algebraic problem.

We first construct the function gr(¢), a piecewise ap-
proximation of g(¢) (see below figure 6, for an example).
For any set of intervals {I;}},, disjoints and covering
the ¢ axis, and any set of numbers {1, }M, with ¢; € I,,
we define

(B1)
M is the number of intervals where g, is linear and ¢’ (1);)
is the derivative of g with respect to ¢ at the point ;. In
that way, we clearly satisfy that g and g;, are tangent at
any point v; and, in the limit M tending to infinity and
length(I;) tending to zero for every i, g5, approaches g.
Of course in a specific case a finite value of M is enough
to obtain a satisfactory approximate solution of (24).

However, we immediately see that condition (28) can-
not be satisfied by this form of g without changing also
the integral constraints. Indeed, once the parameters a4
chosen, and found the solution of (26) with g replaced
by g1, one may compute the left and right hand sides
of (28) separately. Clearly, by construction they will ap-
pear in general to be different. In order to preserve the
compatibility conditions (28) and (29), it is necessary to
stmultaneously change both g(¢) and the functional form
of the parameters .

The simplest self-consistent piecewise linear formula-
tion of the equilibrium vorticity equation is, in addition
to the approximation (B1), to linearize at the same time
conditions (28) and (29). To this end, we write

Ay = (A" + AL + K (W — ) +g(¥s), Y €I, (B2)

where the new constants A% = aieT¥ satisfy by def-
inition g(v;) = A" — A% + k?; (obviously, ¢'(¢;) =



At + AY + k%). We also impose

Z/J dr[(AL — AY) + (AL + AL) () — )] =
i=1 Ji
ﬂIQ(n— - n+) ) (BS)
the mean vorticity condition, and
3 /J dr (AL + AY) + (AL — AL) () — )] =
i=1 Ji
pre., (B4)

the “temperature” condition. In (B3) and (B4) the inte-
gration domain is over the sets {r € J;} belonging to the
fluid space domain A. The sets {r € J;} are the image,
in r-space, of the intervals I; in 1)-space.

The problem reduces then to solve (B2) and (B3-B4)
in a given region of the flow, where a well defined relation
between vorticity and current function is satisfied, com-
plemented with adequate boundary conditions. If this
relation actually represents a state close to a local ther-
modynamic equilibrium with a specific set of parameters,
the solution of (24) having the same parameters, must
exist and also have the same shape as the observed vor-
tex. The comparison of the numerical simulations with
the states of local thermodynamic equilibrium, solution
of (24) consists in the following steps. The first step (i) is
to fit the observed w— relation (seen in numerical sim-
ulations) with the function w(v)) (as defined in (25), this
fixes the value of the parameters SI' and a4, and after
scaling of the stream function, the function g(1); the sec-
ond step (ii) consists in defining the piecewise linear func-
tion gz (using the nondimensional form), in particular
the intervals I; and the points 1;, which determine A4;
in the third step (iii) one solves the Helmholtz equations
in each image J; of I; (which are not known a priori),
and the matching and boundary conditions, to obtain the
approximated stream function ¢ (7); next, in the fourth
step (iv), using (B3) and (B4)) one determines the global
parameters n, and SI'2. If the parameters are physically
acceptable (for instance ny € [0,1], or § < 0), and the
vortex shape compares well with the observed one, we
may conclude that the region analyzed is in a state of
local thermodynamic equilibrium.

For fixed M (the number of linear pieces of gr) this
algorithm gives an approximate solution of the full non-
linear problem. The convergence of the algorithm, as the
value of M increases (i.e increasing the number of linear
intervals), is discussed in Appendix D (online) [49]. Here
we use this procedure to obtain a solution from the 0b-
served vorticity—stream function relation (relation which
fizes the value of the parameters). Obviously, it also
may be used to obtain solutions satisfying some bound-
ary conditions independently of any observed vorticity
distribution.
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APPENDIX C: EXPLICIT CONSTRUCTION OF
THE PIECEWISE LINEAR APPROXIMATED
SOLUTION vy.

In order to compute this solution, we construct the
piecewise linear approximation gy, of g (figure 6(b)). We
first define the total interval in 1 to which the vortex
belong. (Note that in the new variables 1 is negative as
is AT, then we use — instead.) The maximum value is
easily identified in figure 6(b), it gives —t¢p; = 0.542. We
define the minimum value of the stream function inter-
val, the “border” of the vortex, at the inflexion point of
the curve g, —¢; = —¢(R) = 0.004. We denoted R the
radius of the vortex domain, inside which we solve (B2)
and (B3-B4). In fact, R is a parameter which remains
to be determined (as the other matching points). We see
that the vorticity at R, g(11) = AY(R) = 0.15, or in the
original variables w(R) = 0.15/|6T| = 0.5, is positive,
which means that there is a net “background” of vor-
ticity around the vortex. This interval, which starts at
the inflexion point, defines a region of definite curvature
sign of the function g. The sign of the curvature of g is
related to the sign of the vorticity. In the simulations,
where the total vorticity is zero, as the system evolves
the positive and negative vorticity components tend to
separate, creating large vortex regions with well defined
sign. This justifies the choice of the inflexion point as the
boundary of the thermodynamic equilibrium domain.

The first linear piece of gy, is defined by the tangent
to the curve g(¢) at ¢y = —0.004. Analogously, we de-
fine a second point 9, satisfying g(v2) = g(¢1) = 0.15,
and giving ¢ = —0.220. The second linear piece of gr,
is then the tangent passing by 1. These two tangents
define two straight lines, which intersect at a point de-
noted 912 = —0.154. As this second straight line (tan-
gent to 15) deviates considerably from the exponentially
growing curve g, we introduces a third tangent point 3.
This last point has been chosen in such a way as to min-
imize the area delimited by the curves g and gr. This is
a simple criterion to minimize the error when we solve
Ay = gr(¢) instead of Ay = g(v), in particular in
the region r =~ 0 of the maximum of the stream func-
tion. With this choice we expect however, a difference
in the value of the vorticity maximum of the observed
and computed vortices (¢(¥ar) # gr(¥ar)). We obtained
the optimal value —i3 = 0.443. The straight line pass-
ing by 3 intersects the neighboring 12 line at the o3
point. The numerical values of the intersection points are
—112 = 0.154 and —hg3 = 0.345 (circles in figure 6(b)).

The function gy, is then linear in the intervals I, =
[V1,V12], Iz = [h12,v93], and I3 = [1)a3,90s] (see the fig-
ure 6(b)). The images of these intervals in space, J;, i =
1,2, 3, define two matching points Rj2, and Rg3 < Ris,
such that 1(R12) = ¥12 and ¥(Rae3) = 1ha3. We have
Jg = [O,Rgg], J2 = [R23,R12], and Jl = [ng,R}, in in-
creasing radius order.

Finally, it is also convenient to introduce the param-
eters k; = +/|¢g'(¥;)], the inverses of the characteristic



lengths associated with the slopes of g(1) at ¢ = ; for
each i (k1 = 0.548, ko = 0.776, k3 = 1.826) and the con-
stants C; = 9; — g(v:)/¢' (¢;). They will be used in the
analytic expression of the solution of (B2).

The next step is to obtain the radial symmetric solu-
tion ¢ = ¢ (r), with ¥(0) = ¥y, of the Helmholtz equa-
tions (B2), in a circular disc of radius R, where we should
satisfy the boundary condition ¢(R) = 3; = Const.
These conditions together with the matching conditions
of continuity and derivability at the interval limits, are
in principle sufficient to obtain the stream function, and
the vorticity distribution. However, in general, different
solutions may be obtained that are compatible with these
conditions, for example differing in the number of max-
ima. In order to select a solution having the same shape
as the observed vortex, we note that —(r) is a decreas-
ing function of r, and possesses only one maximum at
r=0.

In each interval the solution of (B2) can be put as a
superposition of (zero-order) Bessel functions. We con-
sider first the central region of the vortex. Large positive
values of — correspond to the interval I3, where the
general solution is

’(/J(T) = A3J0(H3T) + B3Y0(K337“) + Cg,

Y el3, 0<r <R,

where A; and B; (¢ = 3 in this case), are constants to be
determined by the matching conditions. As 1 is smooth
at the origin the coefficient B3 of the second kind Bessel
function Yo must vanish. Moreover, A3 must be negative
in order to satisfy that v is a monotonous increasing
function. As ¢ has a single minimum (a maximum of
—1)) at the origin, we have to satisfy di(0)/dr = 0.

When r increases, i enters in the interval I where the
solution is formally the same as in (C1), except for the
value of the constants,

e(r)

(C1)

= AQJ()(H:Q’I") + BQYo(KJQT) + CQ,
wEIQ, Roz <r < Ria. (02)
According to the value of the coefficients As and Bs in
(C2), —1¢ may strictly decrease and reach the interval I
or not. We assume the former case true, which, on one
hand, avoid non physical solutions with multiple max-
ima due to the oscillatory nature of the Bessel functions
Jo and Yy, and on the other hand, is compatible with
the simulation where the boundary region of the vortex
belongs to the interval I, where —¢ < —115.
In I, the positive slope of g(¢) gives solutions in terms
of modified Bessel functions,
P(r) = AiKo(k17) + Bilg(k17) + C1,
77[16_[1,R12<7’<R. (C?))
The first term in (C3) contains the modified Bessel func-
tion Ky, which decays exponentially for large r. The be-
haviour of the vorticity tail will obviously depend on the
actual value of the coefficients A; and B;. However, one
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may anticipate that, as within this interval v is small, the
coefficient of the exponentially increasing Io(x1r) Bessel
function, must in fact be a rapidly decreasing function
of the disc size R, which should insure the exponential
decay of ¥. We confirmed this numerically. We see be-
low, in a more general discussion on the properties of the
thermodynamic states, that this property of exponential
decay of the vortex at its boundary, is important to give
a precise definition of a localized solution.

The unknown constants in (C1), (C2) and (C3), and
the matching points R;3 and Ry, and the disc radius
R, are determined using the the boundary conditions
P(R) = 1y and ¥(0) = 1y, together with the constraint
on function ¥(r) to be continue and derivable:

1/’12 = (312)|11 = Y(Ri2)ly,
(Ri2)|;, = (Ri2)],, - (C4)

1/)23 = (R23)|12 = ¥(Ra3)ly, »
A 1p(Ra3) |12 = (Ra3) |1 (C5)

Continuity of the vorticity is automatlcally satisfied by
construction (definition of gr). In fact, using the ex-
plicit form (C1)-(C3), one verifies that this set of condi-
tions reduces to only two independent matching condi-
tions. In general the number of independent equations is
equal to the number of matching points (R12 and Ras3 in
the present case). Matching and boundary conditions
constitute an optimization problem, which is numeri-
cally solved. The solution of the transcendental equa-
tions (B2), (C4) and (C5) gives the following values of
the parameters: the constant coefficients, A; = —0.397,
By = 0.418, A, = —0.435, B, = 0.210, A3 = —0.267
and Bs = 0; the matching points, Re3 = 1.066 and
Ry = 1.797; and the disc radius R = 2.375. In figure 9
we show the scaled stream function and the vorticity.

Combining the solution (C1)-(C3) with the condi-
tions (B3)-(B4), we can compute the fraction of posi-
tive vortices ny = 0.602 and the temperature parameter
BI'?2 = —651. Recalling that we fixed the free parameter
AU equal to —0.301, we can deduce 3 = (8I')2/(BI'?) ~
-1.4107%

APPENDIX D: ABOUT THE CONVERGENCE
OF THE ASYMPTOTIC METHOD

In this Appendix we treat the problem of the conver-
gence of the asymptotic method when the number of in-
tervals M increases. To the knowledge of the authors,
there is no general mathematical results on the existence
of a solution for quasi-linear elliptic operators of the form
Ay = g(3). It can nevertheless be proved in the cases
where, in addition to some regularity properties, for ||
large enough, ¥g() is positive (Gilbarg & Trudinger
1979). It can be easily checked that, in the present study,
it involves problems with positive temperature (see (26))
and, therefore, does not support the existence of localized
solutions.
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FIG. 9: Scaled stream function (a) and vorticity (b), solution of (B2) with temperature parameter ST2

of positive circulation ny = 0.603.

Note also that very few exact results exist on the con-
vergence of the method we propose, based on a discreti-
sation of right hand side g. Most of the results were
instead obtained using a discretisation of the elliptic op-
erator (the Laplacian in our case). In the following, we
give an estimation of the speed of convergence of our
method, under some assumptions connected to the exis-
tence of the solution.

For clarity, we denote the solution of the full initial
problem ¥, (AYnr = g(¥n1)) and the piecewise linear
function gz, gM. M is the number of points where g
and ¢ are equal and tangent. Let us define the space C
of differentiable functions on the disk C(R) of radius R
and center the axes origin and whose first derivatives are
also continuous. The hypothesis are:

(i) For any M (> 3) and a given set of numbers
M = {1} M, equation (B2) has a radial solution
belonging to C, ¢ = ¥ (r) with r € [0, R].

(ii) There exists a finite positive number 5 such that
¥p = supyy sup, [ (r)| < +oo.

Note that if ¢)p; converges uniformly towards a bounded
function (which one expects to be ¥yy,), the second hy-
pothesis is true. Moreover, we can always suppose that
the intervals I; are included in Ip = [—v¢p, 5] so as to
be of finite length (I; — I; N Ig). Using a Taylor devel-
opment, one can easily obtain the following majoration:

sup{lg(¥) — g2 (V)| : [¢] < ¥B} <
3 max; 07y max{|g® (V)| : [¥| < ¥},
where d; )s denotes the length of the interval I; at the
order M. Using the second hypothesis stated above, the
last inequality gives

sup [Agar(r) — gnr(Yar(r)] = 0(1/M?)
re[0,R]

(D1)

(D2)
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—647, and fraction

which shows the convergence of the algorithm when M
is going to the infinity. Note that (D2) does not imply,
a priori, that the set of solutions 1), converge towards
1y in any sense. Probably, we have to take into account
some specific properties of the functions ¢p; and g (as
for instance the fact that the 15 () should be decreasing
functions of r) to show the convergence of ¥,;. It would
be interesting to get some general results for this type of
problems.

Nevertheless, it is easy to show that if ¥, converges to
a function 9, in space C (which means uniform conver-
gence of ¥y t0 1o and of Vihps to Viboo ), then 1 is a
weak solution of the initial problem (as we show below).
By definition (Gilbarg & Trudinger 1979), 1 is a weak
solution of the initial problem if ¥, € C and

/ (Voo (1) V(1) — g($oo(®)) f(D)]d =0 (D3)
C(R)

for all f € C such that f(R) = 0. If ¢p; converges to a
function ¥, € C, then from the inequality

192" (V1) =9 (o) < \gi”(@bM)—g(wM)|+|9(wM)—g(z/J]i))l ,
and the uniform convergence on I of g to g (by con-
struction), it follows that g (1) converges uniformly
t0 g(¥oo ). Moreover we have for any integer M, the re-
lation

‘ [ (V09 = g dr

/D [V (e — 0ar)V 1 + (g (har) — g(oo) )
gsup|VwM7V1/Joo|/ |V fldr +
r C(R)

sup gt (31) — g(ee)] /C NS



The term on the right hand side converges to zero with
M — +o0, it follows that (D3) is true and therefore
Yoo = YN, in the sense that this is a weak solution of
the problem. As a final remark, note also that conver-
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gence of 1), implies the convergence of the vorticity and
temperature conditions (B3, B4) to the ones of the initial
problem (27, 28).
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